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ABSTRACT 

This paper demonstrates how recent developments in the 

analysis of regression models may prove useful in the identi­

fication of atypical and potentially biased test items, Regres­

sion diagnoetics atudied are baaed on analy1i1 ot the 1en1itivity 

ot leverage poiota, 1tudenti1od ro1idual1, an� ratioa ot covari­

ance• duo to tho aequential dolotion of oach to1t itom trom the 

analy1i1, Tho10 proceduro1 appoar to offer • 1ub1tantial ro• 

Cinoment over axi1tina approach••• 



IDENTIPICATION OP IHPLUENTIAL ITEMS 1 

'l'BEORETICAL RATIONALE 

Many statistical procedures have been proposed for de­

tecting biased items. Although they differ in their concep­

tualization of bias, they nevertheless exhibit a commonality 

in their purpuse which is to identify those items which ham­

per the performance of one group relative to another. 

Irrespective of the approach, the proposed statistical 

procedures for identifying biased items rely directly or in­

directly on variants of the concept of statistical distance, 

A major limitation with all of these approaches is that no 

distribution theory is available to determine objectively 

l"'hen one atypical ecore is statistically different from oth-

,era, Thi• shortcoming is particularly evident in Angoff's 

delta-plot method and extensions of thi• procedure (Angoff 

and Ford, 1973, Rudner, et al,, 1980), 

A lack of di■tribution theory is al■o evident in the 

chi-■quare method• of Scheuneman (1979) and Camilli (1979). 

Th••• procodure■ aim at detecting biased items by performing 

te■t■ of randomne■• on the di8tribution of re■pon■•• into 

ability intervals. However, setting of cut-off levels to es­

tablish the various ability intex·vala is done after examin-

ing the data, Such a posteriori dete.rmination of cutoff 

points to define ability intervals in effect violates the 

assumption of random asaignment, since factors other than 

chance are influencing the results, Consequently, rather 

than detecting biased items, results so derived may identify 

�nstead an item's sensitivity to clustering into the ex post 

facto determined ability classes,
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Statistical procedures for detecting biased items based 

on latent trait models have also been proposed. (Lord and 

Novick, -1968: Hambleton and Cook, 1977), In these methods, 

item characteristic curves are fitted to the observed per-

formance scores of different groups. If the fitted curves 

are not the same for the groups being compared, the item is 

said to be biased. A major shortcoming of this approach is 

the lack of specification of the underlying theoretical dis­

,tributon of the observed delta-values that 'characterize the 

differences in performance between the group■ being com-

pared, Although eome progreea has been reported (Lord, 

1977), the validity of teeta of significance to identify bi­

aeed items baaed on the aeeumption1 of latent trait model• 

i• ae yet an haue that remain• unre1olved (Lord," 1977, p, 

2S), A comparative analysis of the performance ot latent 

trait models to identity biased items (Rudner, et al, 1980), 

does not deal with the aubjoct of atatistical significance 

ot the varioua i�dices of bias reported in that study, 

� comprehensive review of the various atatistical techni­

ques propoaed tor detecting item bias is given in Peteraon 

(1977), Merz (1978) and Sheppard et al, (1980), Statistical 

analyees, however, do not detect biased items, They only 

identify those items in which the achievement acores of the 

groups being compared deviate from the pattern established 

by other items that make up a test. These items, in turn, 

may reveal specific content characteristics that either in­

crease or decrease the a priori probability of a correct re­

sponse in one group of examinees but not in the other, 
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The statistical procedures to be exemplified in this in­

vestigation offer an objective set of statistical criteria

to examine individual items for potential bias. These meth­

ods are based on generalizations of regression models as de-

�eloped by Belsley, Kuh and Welsch (1980). The identifica-

tion of potentially biased items, based on regression

diagnostics offers a substantial refinement over existing

approaches in that 1 

a) Distribution theory is used to determine cu­
toff levels and identify atypical items ob­
jectively.

b) Statistical methods are available that meas­
ure the eenaitivity of parameter estimates
to perturbartione in the data, e.g. the ef­
fect■ of the deletion of each item on the
estimates of the regression coefficients,

c) These methods offer measures of atatietical
dietance independent of sample size.

Analysis of data baaed on th••• procedures can yield impor­

tant information concernJ.ng atypical items which cannot be 

readily obtained by moans of delta-plot, chi-■quare and la­

tent trait models. 

The data to be analyzed comprise the proportion of white 

and black students who attempted and responded correctly 

• 

(p-values) to an assessment booklet consisting of 30 items. 

A scatter plot of the p-values is given in figure l. Points 

on line A correspond to items in which the performance of 

both groups was equal. Points lying above and below this 

line correspond to items in which the groups being compared 

performed differently. Points above this line correspond to 
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the gro,up represented by the vertical axis, 
>,, 

performed better than the group represented by the horizon-
. 

.� ;: 

tal axis. Similarly, points lying below this line correspond 

to items in which the group represented by the horizontal 
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axis performed better than the group represented by the ver­

tical axis, 

An estimate of the regression line is given by line B 

(slope•l,19, p-,0001), From graph 1, the consistent scatter 

of points above line A indicates that white examinees have 

performed consistently above the performance level set by 

�lack examinees. The dispersion pattern of p-values around 

this line suggests a strong curvature at both extrema, i.e., 

in the range of the easiest and most difficult exercises. 

In order to correct for these bottom and ceiling effects, 

the the p-values were transformed to logits, The logistic 

transformation is widely used in the analysis of proportion-

al data. Reexpressing quantal response data in logita pro-

vides a straightforward procedure to correct for interaction 

often found in exercise data in the easy and difficult 

range, 

The techniques to be exemplified in this investigation, 

aim at identifying potentially biased items, by measuring 

the sensitivity of regression models to th• deletion of in-

dividual items from the bulk of the data, These diagnostic 

methods will be applied to parameter estimates in regression 

models relating the performance of white and black examinees 

with p-valuea tranaformed into logits, Items whose deletion 

from the body of the data, cause atypical perturbations on 

parameter estimates are suspect, 

¥or example, given a simple bivariate regression model,

the magnitude of the perturbation on the estimated regres-
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sion coefficients due to deletion of the 1th item, can iden­

tify atypiOal itemi which warrant further examination for 

pot�ntial bia�. This procedure is akin to estimating N re­

gression models, where each model corresponds to the 'not i 

observation'. Within the context of our investigation, items 

whose deletion cause large and atypical perturbations on es­

timates of the regression parameters are therefore suspect. 

From a practical viewpoint this procedure is equivalent to a 

pseudo-experiment in which it is asked, how would white and 

black examinees havo performed if the 1th item had been de­

leted from the assessment booklet? With these regression 

diagnoatics, items having large deviations from the perform­

ance pattern observed in the remaining items can be readily 

identified, 

RESULTS 

DBTECTIOII or POTENTIALLY BIASED ITEMS BASED OIi 
UGUSSIOII DIAGIIIOSTIC PROCBDURBS 

The regr•••ion diagno•tic• to be exemplified for use in the 

detection of potentially biased item• are baaed on analysis 

of the sensitivity of leverage points, studentized residu­

als, and ratios of covariances due to the aequential dele­

tion of each item from the model, Two regression models are 

examined. In model l, the achievement scores of white exami­

nees are predicted based on the performance of black exami­

nees. Similarly, in model 2, the achievement ■cores of black 
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examinees are predicted based on the performance of white 

examinees. The proposed diagnostics attempt to detect biased 

items by identifying those items that in either model 1 or 

model 2 elicit performance scores significantly different 

from the pattern of variability established in the remaining 

items that make up the achievement booklet. These diagnostic 

statistics follow from the usual linear model 

( 1 ) 

where Y ie a (n x 1) vector of observations on the dependent 

variable, Xi• a (n x p) matrix of observations on the ex­

planatory variablee, Bi• a (p x l) vector of unknown re-

9reaaion parametere, and e i• a (n x 1) vector of random er­

rora, From (1), the leaat aquaree estimate of the vector of 

re9re11ion coefficient• i1 

( 2) 

. The lea1t equare1 projection matrix, often called the hat.

matrix, i1 of fundamental importance in the identification 

of item• that elicit atypical performan�e score• between the 

groups being compared, The hat matrix is defined as 

( 3) 

The diagonal elements of H, denoted h ,  measure the influ­

ence or leverage of the response variable y on its corre­

aponding fitted value. 
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,·.:: Results derived by Belsley, et. al., (1980), and Hoaglin 

and Welsch (1978) provide a statistical criterion to eet cu­

toff levels to identify observations whose pattern of influ­

ence .is atypical. Their results indicate that values of h 

larger than 2*(p/n) need further examination due to their 

unusually large influence on the hat matrix, H. Observa-

tions that exceed this cutoff level are often termed 'lever­

age point.a' in the statietical literature. 

Values of the diagonal elements of the H matrix are re­

.corded in column 1 of tables l and 2 respectively, An exami­

nation of these values indicates that the cutoff levei of 

.133 is exceeded by items 1 and 14 in model 1, and items 13 

and 14 in model 2. The quantitative influence of these 

items on other 

ined further 

tion, 

aapecta of the regression 

in the following Hctions of 

analysis is exam­

this invHtiga-

A common practice in the item biaa literature ha• been 

that of identifying as biaaed tho•• item• with large residu­

al value, in fitted linear model,, Thi• approach fail• to 

take into account the fact that the variance, of the residu­

als are not conatant, but a function of th• X matrix, 

:rt,erefore, reaulta ao derived may lead to unwarranted conclu-

eions concerning their potential bias, To avoid the prob-

lems associated with the non-constancy of the variances of 

the residuals, atypical items can be identified by acaling 

the residuals by their respective variances, For these pur­

poses the residuals can be modified in ways that enhance our 

ability to detect those itema which elicit the atatiatically 
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�oat dissimilar performance. This transformation of the 

residuals is illustrated next. Prom (1) a least squares fit 

produces residuals given by 

and mean square residuals 

. -
e1e 
n-p

(6) 

(7) 

The variance-covariance matrix of estimates of the residuals 

is 

(8) 

where H is the least squares projection matrix defined in 

(3), Standardizing the residuals by estimating O" 
2 

by the 

residual mean square baaed·on regression eatimatea without 

the ith observation yields the ratio of 'atudentized residu­

als', 

•CU

•Ci) •

Th••• residuals are distributed •• a 

n-p-1 degreea of freedom. Therefore, 

(9) 

t-diatribution with 

if the Gauasian as-

aumption holds, the significance of any one of these atu­

dentized reaiduals can be readily asshssed from tabulated 

valuea of the t-distribution with n-p-1 degrees of freedan, 

Estimates of the studentized residuals are listed in col­

umn 3 of tables l and 2, The magnitude of the studentized 

residual for items 1 and 26 consistently exceeds the criti­

cal value of 1,70 ( t, 27 df alpha• ,OS). In this particular 
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TABLE 1 

White �egression Model 

Model 1 

Item Hat Raw Stdzed, Covar. OFBETAS 
No. � B!ili!:. Resid, B.ill.2... Qf£lli � Sl OF 
l 0,20* -l ,07 -3,24* 0,10* -1.65* -o. 7l. -1.5
2 0,03 - ·,56 -1,43 0,96 -o. 27 -0,26 -o.c
3 0,03 - ,ll -0,29 loll -o.os -0,05 o.c
4 0,09 - ,47 -l,22 1.06 -0,40 -0,24 -o.:;
·s 0,03 - ,05 -0,14 1.11 -0.02 -0.02 -:O, C 
6 0,04 0,10 0,26 1·.11 0,05 0,05 0, C 
1 0,04 0,25 0,62 1.09 0,14 o. 11 -o.c
8 0,09 - ,61 -1,63 0,98 -0,54 -0,29 0,4
g 0,04 ,08 0,19 1.12 0,04 0,03 -0, C

10 0,05 0,43 1,10 1,03 0,25 0,20 -o. 1 
11 0,04 0,31 0,77 1,07 0,16 0,14 o.c
12 0,03 0,28 0,70 1,07 0,13 0,13 -o.c
13 0,12 0,26 0,68 l, 19 0,26 o. l4 0.:
14 0,14* -0,44 -1.20 1,13 -0,49 -0.22 0,4
15 0,04 0,32 0,81 1,06 0,16 0,15 0. (
16 0,05 • , 12 -o. 31 1,12 -0.01 -0,05 0. (
17 0,03 0,29 0,73 1,06 0,13 0, 13 •0, C
18 0,03 0,17 0,43 1,10 0,08 0,08 0, C
19 0,08 0,21 0,55 1,14 0,16 0,10 -o, 1 

20 0,03 - , 35 -o.a9 1.05 -0,16 •0,16 -o. (
21 0,12 - ,18 •0,47 1,20 -0,17 -o.08 0, 1 

22 0,06 0,24 0:62 1,12 0,17 0,12 0, 1 
23. 0,03 - ,00 -o.oo 1 .11- -o.oo -o.oo 0, (
24 0,06 ,02 0,01 1,15 0,01 0,01 -o. r
25 0,03 0,!59 1,52 0,94 0,28 0,28 0, C
26 0,04 0,75 1,97* 0,85 0,41 0,37* 0, 1
27 0,10 -0,43 -1.12 1.09 -0,38

. 

-0.22 -o. J
28 0,05 - - ,26 -0,61 1,09 -o.15 -o. 12 o.c
29 0,08 0,48 1,24 1,04 0,37 0,24 o.; 
30 0,05 - ,19 -0,47 1, 11 -o. u -0,08 o.c



TABLE 2 
Black Regression Model 

Model 2

Item Hat Raw Stdzed. . Covar, DFBETAS 
No. t!ilr.!! � Res1d. Ratio � Const. Sloe_e 

---

1 0,10 l,00 3,90* 0,49* 1, 35* 0,31 1.12• 
2 0,03 0,46 1.42 0,96 0,27 0,27 •0,06
3 0,04 ,05 0,16 1, 11 0,03 0,03 -0,0l 
4 0, 06 0,49 l,56 0,96 0,42 0,17 0,29 
s . 0,03 ,06 . 0,20 l ,ll 0,03 0,03 0,00 
6 0,04 - ,03 -0,ll 1.12· -0,02 -0,01 -0.01.
' 0,04 - ,2.5 -0, 78 l, 07 -o.u -0, 16 0,07
a 0,13 0,36 l. 17 l, 12 0,47 0,36 -0,40
9 0,04 - ,l2 -0,36 1.11 -0,07 -0,07 o. 03

10 0,03 •. ,41 -1,26 0,99 -o. 25 -o. 25 0,09
11 0,05 - ,19 -0,58 1,10 -0, 14 -0,07 -o.0a
12 0,03 • , 22 -0,H 1.07 -0.12 -0,ll -0,02
13 0,14 • ,05 -0,17 l, 2!1 * -o ,01 -0.01 -0,06
14 0,17 0,19 0,62 l, 26* 0,29 0,20 -0, 26
15 0,04 • 21 -o.n 1, 09 •0, 14 -0,08 -0,08
16 0,05 ,03 o. 10 l,13 0,02 0,02 -0,0l
l '1 0,03 • ,24 -0,73· 1,07 -0.12 -0.12 -0,0l
l8 0,04 - ,10 -0,31 1, 11 -0,06 •0,04 -0,02
19 0,06 • • 28 •0,86 1, 09 -o. 23 -o, 21 o.u 

20 0,03 0,29 0,18 1,05 o.u o.u -0,02 
21 0,12 ,00 0,01 l,23* 0, 00 0,00 -0,00
22 0·.07 ,10 -o. 31 1,15 -0,09 •0,03 -0,01 

23 0, 03· -· ,02 -0,06 1,11 -0,01 -0,0l 0,00· 
24 0,06 - • ll -0,34 1,13 -0,09 -0,08 0,06 
25 0,04 - ,46 •l,44 0,96 -o. 30 -o. 20 -0,13
26 0,06 -. ,55 •l, 76• o. 92 -0,46 -0,19 -0,33
27 0,01 0,47 1.49 0,99 0,42 0,15 0,31
28 0,05 0,15 0,45 1,12 0,11 0,10 -0,07
29 0,10 - , 27 -o.85 1. 14 -o. 30 -0,06 -0,25
30 0,05 ,08 0,2!1 1,.13 • 0,06 0,06 -0,04
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case there is substantial agreement between those items with 

relatively large residuals, and those with relatively large 

studentized residuals. The magnitude of the studentized res­

iduals associated with items 1 and 26 indicate that the per­

formance of white and black examinees in these two items is 

significantly different from the performance pattern estab­

lished in other items. And as such, these items warrant fur-

ther examination for potential bias. The studentized resi-

.duals 'e(i) offer a substantial improvement over the usual 

analy_sis of raw residuals, both because they have equal var­

iances and because an underlying distribution theory exists

to i��ntify atypical values, 

.Another important group of diagnoatic m�thoda meaaure the 

impact of the deletion of the 1th observation on the atabil­

ity of several statiatical ratioe, and estimated regr•••ion 
. . 

coefficients. Statiatical procedure• that.. have been devel-

oped to eatimate the impact of the deletion of the ith ob­

servation on these statistic•, are examined next. An imper-

tant diagnoetic atatiatic i• th• covariance ratio. Thie

ratio i1 formed by comparing the covariance of the regre■-

aion model w'hith the ith obaervation deleted, and the covar-

iance of the complete regrea■ion model, By repeating this 

procedure for each observation in the sample, a ■et of N 

values that corresponds to estimates of the covariance rat­

ios is obtained. Atypical items can be identified by measur­

ing the impact of their deletion on the estimates of the co­

variance ratios. Covariance ratios based on the 'not ith' 
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observation which deviate from one, indicate that this par­

ticular observation is ex· ·erting an atypical influence, and 

needs therefore further examination. From (1) the variance­

covariance matrix of the regression coefficients isz 

(11) 

Similarly, the v�riance-covariance matrix of the regression 

coefficients due to the 'not ith' observation is, 

several statistic• have been proposed for comparing theae 

variance-covariance matricea. A auggested approach is baaed

on analysis of the ratio of determinant• of both matrices. 

If the effect of the deletion of the ith observation from 

,the model h minor, the ratio of the computed values of both 

determinant• would be close to one, On tho other hand, if 

the value of tho ith observation is atypical, its deletion 

from the model, would result in a value of thie ratio far 

from one. 

A limitation in using this ratio i• the fact that the es­

timator of O' given by S is also affected by the deletion 

of the 1th observation. However, Belsley, Kuh and Welsch 

(1980) show that by forming the deterniinantal ratio of both 

matricea, i.e., with all, and with the 'not ith' observa­

tion, a teat atatiatic results 

2p
<DI/RATIO • !.W. 

82p
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:Yalues of this ratio outside the interval 1 ± 3p/n iden-

tify items whose deletion cause atypical perturbations on 

the estimates of the covariance-ratio. In summary, values 

of this determinantal ratio greater than one, imply that the 

deletion of the ith item impairs estimation efficiency. 

Conversely, determinantal ratios less than one imply that 

the deletion of ith item enhances estimation efficiency. 

Values of the covariance ratio are recorded in column 4 

of tables 1 and 2, Examination of these estimates indicates 

that the deletion of item l causes an unusually large per­

turbation on this statistic. Its computed value of ,70 lies 

outside the interval ( .eo - l,20 ). This result is conais­

tent with previoua findings which identify item l as elicit­

ing a pattern of influence statisticallly different from the 

remaining items. A similar analyais of estimates of this 

ratio listed in table 2 ( model 2), identifies four items 

whose deletions cause unusually large perturbations and lie 

outside the interval ( ,80 - 1,20 ). Th••• items ares item 

1, 13, 14, and 21, All but item 21 have been previously 

identified •• items whoH pattern of influence needs further 

examination. 

Another important regression diagnostic is derived from 

,Analysing the effect of the deletion of the ith observation 

on the predictive performance of a regression model, Thia 

effect can be conveniently summarized by the DFFIT coeffi­

cient. Following results of Balsley et. al,, (1980}, this 

statistic can be estimated by 
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( 14) 

For purposes of scaling, this quantity is divided by an 

estimate of a v"hi". This adjustment yields the statistic 

OFFITSi • Vhf ei ( 15) 

.where a has b"'en estimated by S ( i) , Estimates of this 

coefficient are recorded in column S of tables l and 2, 

Values of this statistic la\'ger than 2 * J (p/n) ex ert 

. atypical effects on the predictive performance of the model. 

The DFFIT statistic is useful in the following context. Out­

liera often pull the estimated regression plane towards 

themselves, This often results in reaidual values smaller 

than their true value, The DFFIT statistic avoid• this 

problem by re-eatimating each residual with r,egresdon esti­

mates that do not use ,that observation, The DFFIT statistic 

offers a very sensitive regression diagnostic for detecting 

potentially biased items, by identifying unusual patterns of 

influence on the predictive ability of the mod�l. 

_Another important regression diagnostic applied to detect 

potentially biaeed .. items ia baaed on analysis of the magni­

tude of the changes on the regression coefficients caused by 

the deletion on each item, In the simple bivariate model, 

for example, items whose deletion effect large perturbation 

on the intercept and slope estimates can be readily identi-

fied, Their large effects on the regression coefficients 

16 
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may indicate particular characteristics of an item that is 

lacking in others. These characteristics may, in turn, ei­

ther'increase or decrease the a priori probability of a cor­

rect response in one group of examinees but not in another. 

The identification of items whose deletion cause large per­

turbation■ on e•timates of the regression coefficients is 

therefore of great value in helping to detect potentially 

�iased items. Atypical perturbations in estimates of regres­

sion coefficient■ that may enaue as a result of their dele­

tion can greatly facilitate the identification of atypical 

item■, If we let b(i) be the vector of regreasion'coeffi­

cienta in a model that doe■ not uae the ith obaervation, the 

change or ••n•itivity of th••• coefficient■ can be ••timated 

by 

( 16) 

Belaley •t• al,, (1980) auggeat aeveral 1tatiatical criteria 

to 1et cutoff levels to identify atypical coefficient chang­

••• A proposed cutoff is 2 / v-n . Thi• cutoff meaaure■ the 

change in the estimate■ of the regreaaion coefficient■ in 

units measured in standard deviations. In our analysis, 

items whose deletion cause a change of a least ,365 standard 
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deviations are deemed influential and warrant further exami-

nation for potential bias. Items whose DFBETAS exceed this 

cutoff are noted in columns 6 and 7 of tables l and 2 re­

spectively. 

Further statistical analysis was carried out on the dif­

ferences of legits of individual item p-values. These dif-

ferences or delta values are defined as 

(17) 

A plot of theae values against national P-values is given in 

figure 2. Under the a1sumption of equal performance, a fit­

�ed line through theae values ia expected to have a zero

•lope and zero intercept term, The observed di1pereion of

th••• DELTA value• above zero indicate• that a higher pro­

portion of white examine•• relative to black examin••• ha• 

reaponded correctly to tho•• exerci•••• Th• magnitude of 

th••• DELTA value• i• not,however,conatant, From figure 2, a 

gradual increaae in their magnitude i• apparent, Thi• trend 

1uggeat• that the difference in performance between white 

and black examinees is not as marked among difficult items, 

as it is among relatively easier items. This performance 
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differential suggests that some items are equally difficult 

for both white and black examinees. However, as the level 

nf difficulty decreases, a higher proportion of white exami-

nees relative to black examinees succeeds in given a cor-

rect answer, A least squares fit to the dispersion of DELTA 

values produces a significant slope estimate (,01, p•,001), 

:i'h• estimate .of the intercept term is not statistically dif­

ferent from zero (-.07,p•,63), From this gradual pattern in 

the magnitude of. DELTA values, items that elicit atypical 

performance patterns can then be identified and contrasted 

with previous results .. 

Results of analysis of the regression diagnostics is 

li■ted in table 3, Examination of the magnitude of raw and 

■tudentized residuals identifie■ item■ l and 26 a■ eliciting

re■idual value■ ■tathtically different from the di■per■ion 

pattern e■tabli■hed by the remainin9 item■, Thia re■ul t i • 

conai■tent with previou■ re■ult■, which identify the ■ame 

item■ a■ atypical, Analyaia of eatimatea of the covariance 

ratio identify items 1, 14 and 21 a■ exceeding the interval 

(,80 - 1,20), The extremely low value of this ratio due to 

the deletion of item l indicate• that this item is highly 

.atypical. This result contraeta well with our previous 

findings· baaed on predictive model• of white and black per-
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TABLE 3 
Delta Log1ts Regression Model 

Model 3 

Item Hat Raw Stdzed. Covar. DFBETAS 
No. � Resid. Resid. � P££.ill. Const. Slop 
- -

l 0,09 ,95 -3,44* 0,57* -1,09* 0,52* -o.e
2 0,03 - ,49 -1,51 0,94 -0,28 -0, 14 ·O, C

3 0,04 - • 05 -0,15 1.12 -0.03 -0,02 o.c
4 0,07 - .53 -1,68 o.95 -0,49 0.20 -o. 3
5 0,03 - ,ll -0,32 1.10 -0.06 -o.oo -o.c
6 0,05 - ,00 -0.02 1,13 -o.oo o.oo -o.c
7 o.o4 0,27 0,82 1,07 0,17 0,14 -o. C
8 o. 13 -.• �8 -1.21 l,ll -0.47 -0.47 o.'
9 0,04 0,14 0,42 1.11 0,09 0,08 -o.c

10 0.04 0,42 1,29 0,99 0,26 0.20 -0.1
11 0,06 0,16 0,48 1,12 0.12 -0.03 0, C
12 0.03 0,19 0,57 l,08 0.11 0.01 o. (
13 0.10 0,2l 0,65 1,15 0,21 -0.11 0, l
14 0,15 ·- ,25 . -o.eo 1.21• -0.34 -o. 33 o.:
15 0,05 0,18 o.53 1, 11 0,12 -0,03 0,(
16 0,06 - ,00 -o.oo 1,14 -o.oo -o.oo 0,(
17 0,03 0.21 0,64 1,08 0.12 0,02 0,< 

18 0,04 ,05 0,17 1,12 0,03 -o.oo O,< 

19 0�08 0,32 0,99 l,08 0,29 0,28 -o ..
20 0,03 -.• 33 -0,99 l,03 -0,18 -0,07 -o, (
21 0,12 - ,00 -0.01 l,23* -o.oo -o.oo 0,<

22 0,07 0,10 0,31 1,15 0,09 -0,04 O,<

23 0,03 ,01 0,03 1, 11 0,00 0,00 -o.'

24 0,07 0,15 0,46 1,14 0,13 0,12 -o.,
25 0,04 0,43 1,32 0,99 0,28 -o. 0·3 0,
26 0,06 0,55 1,73* 0,93 0,46 -0, 16 o.
27 0,08 - ,49 -1,53 0,98 -0,45 0,19 -o.
28 0,06 - ,12 -0,37 1, 13 -0,(19 -0,09 0.,
29 0,09 0,33 1,03 1,09 0, 32 -0,15 o.
30 0,06 -o.os -0,16 1,14 -0,04 -0,04 0,



formance. Similarly, analysis of the significance of the 

DFFITS and DFBETAS statistics consistently identifies item l 

as eliciting perturbations statistically different from 

those caused due to the deletion of the remaining items. 
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CORCLUSIONS 

Results of applying the regression diagnostics proposed in 

this investigation consistently identify items 1 and 26 as 

eliciting response patterns statistically different from 

._those observed in the remaining items. Although the preced­

jng results do not imply that these items are biased, the 

magnitude of the perturbation on several statistics due to 

their deletion suggests that these items deem further ex.ami­

nation, 

Given the preceding, the performance of these two 9roupe 

in these two item■ was further analyzed, Results of analysis 

of item 1 indicate■ that the performance of white and black 

examine•• in thi1 particular item wa1 almo1t identical, with 

,observed p-value1 of 93,6 and 93,5 re1pectively, Thia i1 a 

very atypical performance that substantially deviates from 

the pattern established by th••• 9roup■ of examine•• in the 

remainin9 item■, 

By contradistinction, analysis of item 26 indicates that 

the observed performance 9ap is highly atypical, The ob­

served p-valuea of 87,7 and 63,1 for white and black exami-
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nees respectively, substantially deviate from the distribu­

tion of performance values observed in the remaining items. 

Althqugh the preceding results do not imply that these items 

are biased, the highly atypical performance levels they eli­

cit among these examinees needs serious further examination. 

Item 26 in particular elicits an inordinately large perform­

ance gap that far exceeds the performance differential ob­

served in the remaining items between black and white exami-

nees. 

The preceding results indicate how the recent develop­

,ments in the analysis of regr�ssion models may prove useful 

in the identification of atypical and potentially biased

items. Moreover, it is contended that the application of 

atatiatical criteria to ■et cutoff levels and identify atyp­

ical observations offer, a substantial refinement over ex-

.i,ting approache1, namely, delta plot , chi-square and la­

tent trait method,. 
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FIGURE 4 

STUDEBTIZED RESIDUALS 

BLACK REGRESSION MODEL 
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STUDEBTIZED RESIDUALS 
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