
pl,£ LINEAR REGRESSION VIEWPOINTS 
1LUME 1', NUMBER 2. WINTER 1817 

The Use of Nonsence Coding with ANOVA Situations 

John D. Williams 

The University of North Dakota 

Summary: Nonsense cod!n,t systems can be constructed that 
retain OMtcomes regarding R values, F values and multiple 
comparison tests. Nonsense oodin,t highlights the flexibility of 
coding ANOVA problems to be analyzed by multiple linear 
regression procedures; however, no additional analytic power 
appears to be gained from their use, 

Characteristic Codin,t Compared to Nonsense Cod.inf 

Moat coding systems tor acoompliahinl ANOVA solutions by 

multiple linear refression use aome variant of oharaoteristio 

cod.ins (binary cod.inf/dummy cod.inf) with the �•e ot l's or O's, 

depending upon group membership, or contrast coding, which uses 

l's, O's and -l's (see Williama, 1974a), The use of orthogonal 

contrasts deviates from this usa,e, including orthogonal 

polynomials, but none of these systems allow arbitrariness in 

their coding process. 

On the other hand, Cohen and Cohen (1975) assert that 

regression solutions can be accomplished through the use of 

"nonsense" coding, though they neither give directions nor 

examples of this process. Thus, an example of nonsense coding is 

provided here. The data are taken from Williams (1974b, p. 43, 

problem 5.3). See Table 1. 
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Table 1 

Sample Data for ANOVA Problem 

O�oup One Group Two Group Three Group Four Group Five 

19 20 13 12 22 
18 19 12 8 20 
15 16 10 19 
13 16 10 19 

8 14 10 15 
5 14 

13 

The data in Table 1 are clearly from unequal aimed groups; 

the intent is to show outcomes that have generality beyond equal 

oell •i■ed situations. First, to accomplish a,characteriatic 

oodinl of this data: 

Y = the criterion score; 

X1 = 1 if a member of 

X2 
= 1 if a member of 

X3 = 1 if a member of 

X4 = 1 if a member of 

X5 = 1 if a member ot

Table 2 shows these values 

Group One, 

Group Two, 
' 

' 

0 

0 

Group Three, 

Group four, 

Group Five, 

otherwise; 

otherwise; 

0 otherwise; 

0 otherwise; 

0 otherwiae, 

for the data in Table 1. 
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Table 2

Characteristic Coding (1 or 0) for Data in Table 1 

y X
1 X

2 X
3 X4 X

5 
19 1 0 0 0 0 18 1 0 0 0 0 15 1 0 0 0 0 13 1 0 0 0 0 8 1 0 0 0 0 5 1 0 0 0 0 20 0 1 0 0 0 19 0 1 0 0 0 16 0 1 0 0 0 16 0 1 0 0 0 14 0 1 0 0 0 14 0 1 0 0 0 13 0 1 0 0 0 13 0 0 1 0 0 12 0 0 1 0 0 10 0 0 1 0 0 10 0 0 1 0 0 10 0 0 1 0 0 12 0 0 0 1 0 8 0 0 0 ,1 0 22 0 0 0 0 1 20 0 0 0 0 1 19 0 0 0 0 1 19 0 0 0 0 1 15 0 0 0 0 1 

Next five different linear models can be defined to complete an
analysia by multiple linear refression: 

y = ho + b1Xi + �x2 + b3X3 + b4 X4 + el;
(1) 

y = bo + b1Xi 
+ b2 X 2 + b3X3 + bsXs + el;

(2) 
y = bo + b1JS 

+ b2 X 2 + b4 X4 + b5X5 + •1: (3) 
y = bo + b lXl + b3 X 3 + b4 X4 + b5X5 + el;

( 4) 

and y = bo + b 2
� 

+ b3 X 3 + b4 X4 + b5X5 + e ; (5) 

Equations 1 thru 5 are reparameterizations of each other and are 
reparameterizations of 



(6) 

The use of equations 1 thru 5 require the use of a unit vector 

for solution (commonly a part of typical multiple use multiple 

lienar regression programs) and represent solutions that allow 

psuedo-Dunnett formulations that permit construction of all 

simple comparisons of means (see Williams, 1976). Also, the b
1's

are unique to each equation. Each of the formulations yields R
2 

= ,49362, F = 4.874 with df = 4,20 and p � .05, A part of the 

printout is shown in Table 3 for equation 1. 

Table 3 

Portions of Printout tor Multiple Linear 
Regression for the Sample Data in 

Table 1 Using 1 or O Codirl4r 

Re,tression Standard Error of Comput, 
Variable Mean Correlation Coefficient Regression Coeffioient t Vo.lu, 

Xl .240 -,181 -6.000 2,089 -2.872

x2 
,280 .230 -3.000 2.020 -1, 485

x3 
.200 -,392 -8,000 2,182 -3.667

x4 ,080 -.299 -9.000 2,888 -3. 118

Criterion 14.400 
Intercept 19,000 

In Table 3, means refer to the proportion in a ,troup for 

oharaoteristio (1 or 0) coded do.ta, The regression ccefficient 

is the difference between the mean of the particular coded group 

and the "left-out" group (Group Five). If the regression 

coefficient is divided by its own standard error, the computed t 

value is found which can be compared to a table for an 

appropriate multiple comparison method (e.g., Tukey's test). The 

correlations in Table 3 represent point-biserial correlations of 
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the aroup membership variables with the criterion. The criterion 

is tho overall mean for the Y scores, and tho intercept (b0) is

tho mean of the "left-out" group (Group Five). A reformul�tion 

of equation l makes these relationships more obvious: 

Y = Y5. + (Y1-Y5)X1 + (Y2-Y5)X2 + (\\-•i\>X3 + (Y4-Y5)X4 + e1. (7)

Tho aet of all aimple multiple comparisons, omitting signs and 

lower diasonal entries is shown in Table 4. 

Group 

Mean 
One 
Two 
Three 
Four 

Table 4 

Means and Computed t Values for all Simple 
Comparisons Using Characteristic (1 or 0) Coding 

One 

13.00 

Two 

16.00 
1,563 

Three 

11.00 
,957 

2,475 

Four Five 

10.00 19,00 
1,065 2.872 
2,169 1.485 

,348 3.667 
3.118 

Usin4J Tukey's Test (p<.,O5) a t  value of 2,992 1• required tor

aiftnitioanoe. 

Using Nonsense Coding 

Nonsense coding consistent with the characteristic coding 

process con be accomplished in the followinft manner: 

Let Y = the criterion score 

X1 = a if a member of Group One, b otherwise (a� b);

X2 = o if a member of Group Two, d otherwise (o � d);

x3 = e if a member of Group Three, f otherwise (e � f);

x4 = g if a member of Group Four, h otherwise (g � h); and

x
5

= i if a member of Group Five, j otherwise (i � j). 
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:.lilt oan be noted that the solution given earlier is the special 

case using this notation where a =  c = e = g = i = 1 and b =d = 

f = h = j = o. As an example of choosing values for a thru j, 

let a = 7, b = 3, C = 2, d = 9, e = 4, f = 1, g = 8, h = 5, i = 

6, and j = 2. Using these values, similar equations were 

constructed to equations 1 thru 5 and multiple regressions were 

completed. For the data set itself, see Table 5. 

Table 5 

Characteristic Coding Usint a Nonsense Coding 
Process for Data in Table 1 

y X
l � � x4 X

S 

19 7 9 1 5 2 
18 7 9 1 5 2 
us 7 9 1 5 2 
13 7 9 1 5 2 
8 7 9 1 ts 2 
5 7 9 1 ts 2 

20 3 2 1 5 2 
19 3 2 1 5 2 
18 3 ·2 1 5 2 
16 3 2 1 5 2 
14 3 2 1 5 2 
14 3 2 1 5 2 
13 3 2 1 5 2 
13 3 9 4 5 2 
12 3 9 4 5 2 
10 3 9 4 5 2 
10 3 9 4 5 2 
10 3 9 4 r, 2 
12 3 9 1 8 2 

8 3 9 1 6 2 
22 3 9 1 5 6 

20 3 9 1 5 6 

19 3 9 1 r, 6 

19 3 9 1 r, 6 

15 3 9 1 5 6 



Usir141 formulations like equations 1 thru 5, .each ,equation yields 
2 

R = .49362, F = 4.874, with df = 4,20 and p.::, .05, identicaH;y 

the same as before. 

The appearance ot other portions of the printout is somewhat 

chall4ted; a portion, of the printout correspondina to equation 1 is 

shown in Table 6 and can be compared to Table 3. 

Mean 

3,960 
7,040 
1,600 
5.240 

14.400 
37,308 

Table 6 

Portions of Printout tor Multiple Linear 
Rearession Using Nonsense Codina tor 

the Sample Data in Table 1 

Correlation 

-.181 
-.230 
-.382 
-.288 

Regression 
Coefficient 

-1.500
. 428

-2.667
-3.000

Standard Error 
of Estimate

. IS22 

.289 

.727 

.962 

Computed 
t Value 

-2.872
1.485

-3.687
-3.118

It is by no means obvious what the meanina of the mean, 

roaroasion ooetfioient or standard error ot estimate are trom a 

ouraory alanoo at tho output. However, tho oorrolation 

ooottioionts remain point-biserial correlation ooottioients ot 

eaoh aroup membership variable with the criterion even though 

they are not l's and O's. Also, except for sign, the computed t 

values are identical with those found ee.rlier. Thus, even though 

muoh of the output is unfamiliar, important aspects are identical 

to those found earlier. Actually, the means represent simply the 

mean values of a variable assigned by our coding scheme; for
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example, the coding in Group One on X1 is 3 and .24 of the scores

are from this group. The remaining .76 are from other groups and 

are coded 7. Then .24(3) + .76(7) = 3.96, the mean of x
1
. The 

regression coefficients are part of the least squares process 

that achieve the same exPected values as was found previously, 

that is, the mean for the group. A rather intractable equation, 

siimilar to equation 7, relates the means for the nonsense coding 

situation: Y = Y
5 

- {[b(Y
1 

- Y
5

)/ (a - b)J + [d(Y
2 

Y
5
)/

(c - d)] + [f(Y
3 

- Y
5
)/(e - f)] [h(Y

4 
- Y

5
)/(g - h)]} +

[(Y1 - Y5 )/(a - b)]X 1 + [(Y2 - Y5)/(c - d)]X 2 + [Y3 - � )/
- -

(e - f)]X 3 + [(Y4 - YJ/(S - h)]X4 + e
1

. (8)

The relationship of the resression coefficients to the standard 

errors of estimate remains proportional so that tho computed t 

values remain identical to those found for the oharaotoristio 

coding solution. 

Contrast Codinl with Nonsense Coding 

Some researchers prefer to use contrast coding (see 

Williams, 1974a) to oharaoteristio coding systems, particularly 

if they are interested in a traditional analysis of variance 

solution,* A typical contrast coding systems using either a 1 or 

-1 or O is as follows:

*Because the computed t values are directly interpretable as
multiple comparisons (see equation 7) characteristic coding 
solutions would seem to be preferable for testing most hypotheses 
of interest making the oharaoteristio coding solution not only 
simpler to achieve but more useful as well. 
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Xl = 1 if a member of Group 1, -1 if a member of Group 5,

0 otherwise; 

x2 = 1 if a member of Group 2, -1 if a member of Group 5,

0 otherwise; 

x
J 

= 1 
., 

if a member of Group 3, -1 if a member of Group 5, 

0 otherwise;' and 

X4 = 1 if a member of Group 4, -1 if a member of Group 5,

0 otherwise. 

A nonsense contrast coding can be accomplished as follows·: 

X
1 

= a if a member of Group 1, -a if a member of Group 5' ,.

b otherwise • ( a ·,;. b); 

x2 = 0 if a member of Group ·2, '-o if a member of Group 5'

·d otherwiae ( o '¢. d):

x 3 = e if a member of Group 3, -e if a member of Group 5,

f otherwise (e ¢ t): and 

X4 = g if a member of Group 4, -« if a member of Group 5,

h otherwise (g ¢ h). 

It these two separate formations are used in a multiple linear 

re1ression solution, R2 
= .49832, F = 4.874, with df = 4,20 and 

P � ,05 for both solutions, the same as found previously. Here, 

the computed t values contrast the group mean to the overall 

mean, Results for computed t values and oorrelation coeffioients 

the same for the usual contrast coding solution (using 1, 0 

-1) and the nonsense contrast coding solution (through

different than those found tor the characteristic coding scheme), 

the means, regression coefficients and standard error of 
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coefficients differ from each other, aa before. 

An equation similar to equation 8 (but oven more intractable) can 

-be developed for the nonsense contrast coding scheme.

What is the Advantages/Disadvantages of 

Using Nonsense Coding 

Perhaps the major advantage of nonsense coding is that it 

should allow users of regression a larger understanding of the 

codinQ' process, and the "robustness" of the coding procedures. 

On oooasion, a particular nonsense oodinl scheme may make a "bit 

of sense" in that application. On the other hand, simple binary 

(1 or 0) coding is muoh easier to learn and to interpret tho 

·outoomos. Perhaps then the major u10 of nonaon1e oodinC is to 

inatill in regression usors a sonso of versatility in tho 

recro1aion mothodolo,y, 
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