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1.BSTF1'CT 

Judgment Analysis is presented as a technique for capturing and 

cluatering unidimensional policies among a group of judges or evoluatora. J1'N 

utiliroa a multiple linear regression model to repreaent each policy and then 

clueter evaluator■ toqtithor who are 0><1>roaaing aimilar pc,liciea. JAN ill 

•><t•ndod to a multidimon1ional 1ituation in which a modified and 1implified 

Canonical JAN (C'•JA�) procedure fo1 car,turing policies on more than two 

criteria i• �••cribed, Both unidimen1ional and multidimensional JAN 

procodure1 1hould b� ot �•neral intoro1t to the �valuation methodolo9i1t, 
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Teacher effectiveness is an area of great concern and the focus of much 
re&earch in the ecuc.ational coll'muni t�·. 'lhe idea ot teacher evaluation 1'r 
students has been popular at the University of Northern Colorado campus for 
l"lany years.· 'lhe primary purpose of ·this paper is to present .:Judgment Analysis 
(JAN) as a technique for both, capturing and c�_ustering policies about what 
constitutes teacher effectiveness for individuals serving as evaluators. 

Management personnel and evaluators often base decisions upon complex 
arrays of information. If these administrators could state explicitly how 
they used this information, these decision makers--and others--could replicate 
their judgments in subsequent sitations in which the same types of inforn,ation 

available. 

By way of an example, consider a situation in which an organization is in 
the process of recruiting personnel for particular jobs at a specific point in 
time, '!he evaluation of prospec.tive applicants for each position is often 
determined by the judgment of one or more administrators, judges or decision 
(policy) makers. Frequently the actual rating for each applicant is obtained 

combining several different types of informatin into a weighted composite 
'.to procuce a numeric.al indicator of the decision r.,aker's judgment or value 
·'rating.· One methoc! of weighting is to have the decision maker provide the
numerical 1,eights to be used with the different types of infoi:mation
.(varia1'les) to form composite explicit-weighting evaluations. While
'eyplicit-weighting procedures are satisfactory in some situations, it is
usually quite difficult to choose the proper multiplier values to form the
composite evaluation of the applicant for the position in question that
·adequtely indicate the value of a person on a job, The problem of determining
the appropriate nun,erical weights to be used can be illustrated in the
following example, In Table 1 are presented three test scores in statistics
for two students, The instructoi desires that each test be weighted equally
1n the determination of the course grade. Both atudents obtained the aame
point total of 120 rointe, Yet, if the instructor wants each te�t to carry
the aame wciight, ho muot not add the three ecoree together: While each teat

c.t'I tt•e 11t.11N, l'l«an 11core, the v11ri11nce1 tot the thr�e teoto are quite 
ifferent. Thie variation actually influences any explicit-weighting approach 
hich might l� afplied. i, a r�sult of those tifferenc�s, different "eighta 
uat he applied to each teat acore if each teat ia to carry the eame weight in 
he evaluation proce*•• 

' '

1 1 he dH'tic:ultiee encountered with explicit-weighting etutegiea in 
eneral have led to a eecond method--policy-capturing--which involves implicit 

ot the n\.lfflerical weights to be appliea, 

1, JUDGMFN'l' ANALYSIS 

II technique for determing implicitly the set qt nl.lll',erical weights to be 
in a decision-making situation was developed by J, H. Ward, Jr, 
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Table 1 

ASSIGNING WEIGHTS TO THllEE TESTS IN STATISTICSl 

Test Points 

Test 1 Test 2 'l'est 3 Total Foints 

Student: 

Mary 30 40 50 120 

Joe so 40 30 120 

2-Score

Test 1 Test 2 Test 3 Average 2-Score 

Student1 

Mary o.oo 1,25 l.67 0,97 

Joe 5,00 1.25 o.oo 2.oe

Percentile !lank 

�'est l 'l'Ht 2 'l:elt 3 Average F<ank 

Student1 

Mory !iO 89 i5 b3 

Joe 99 89 50 98 

1Auume 'l'Ht 1 Score,......,N(30, 16), THt 2 Scoree,...,...N(30, E4) and 
'l'Ht 3 Score,,_.N(30, 144). 

20etermined tor th• t•Score1, 

It is called Judgment Analy1i1 (JAN) and it involve1 a hierarchial 

grouping of data ui'ing on iterative procedure (Ward 1961, 19631 Ward and Hook 
l!/63), While tbis was a clu1ter analysis technique, Bottenberg and (;hristal 
(196B) used this idea of hierarchial grouping to com�ine regression equations, 
using minimal loss of prE:dictive efficienc�· as the grouping criterion. 
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Originally, JAN was developed to solve probleMS faced by the Personnel 
DepartMent of the Air Force (Christal 1St'..6a I EottEenberg and Christal lS'U). 

Weights 

2. I-0LICY-SPFCIFYING 'AND I-OI,ICY-DEVFL0FMP:?JT WEIGH'l'S IN JAt:

Folicy-capturing requires a set of judgments (Y values) associated with n 
decision situations to obtain the implicit weights. However, in the 
policy-specifying process, the weights are determined without empirically 
obtained juegments (Y values) by stating desired properties of and relations 
al!'ong the predicted values in sufficient detail that the numerical weights 
become known. 

Specifically lt=t 

the unknown weights to be determined by policy-specifying 
( corresponding to aj in policy-capturing above). j .. 
1, ... ,k 

an unknown constant (corresponding to a0) 

varial:.les correspcnding to the predictor vectors above. 
'I'hE:Ee are not vtctors ot c'atta rut are varial:les which 
when given a set of weights bj and b0 and a set of 
values for Xj will yield a composite value y. 

Then we have the starting function 

Frior to the rolicy-s1itocit�•in9 p1ocess, the range of value• to_r x1, 
><2,,,. "k •n �nown h1t the 1'j end 1:.0 valuH ere not known. 
Folicy-,pecitying proceeds ry ,tating restrictive relation• among the 
prc.1Hcted valuo11 tor var iou11 values of x;, 'lhue policy staten,ents ·_result 
in rHtriction• on tho valuH of bj and f>

0 so that the numerical velue•. ·ot 
• the woi9hts can be determined. Specification is completed when k + 'l 
indepen�ent restriction• an impoHd. C.nce the values of b

:l 
and b0 are 

r•known, then predictec1 valuea, y, can be calculated for any values Xj, 
it 1 

Policy-capturing and policy•1pecifying can be combined to form a general 
., procus of policy-development. A particular <tech ion maker mAy 111ta,rt by

zyf■pecitying several propertie1 arout relations amon9 the predicted values. 
,
,

�
.
•
.
Wh 

.. 

ere•• policy-spt"cifying resulteG in k+ 1 reetriction• on the k + l weights, 
.bj anc1 L

0
, the e)(preuin of desired properties may result _in only 1· k +

,�f\ restructions on the l:,j anc' 1:,
0 

values. . 
• 

'· 

e,-� Then imrosing these 1 restrictions on the startin9 mocel results in a 
>'.restricted 111odel 



= new variables resulting from imposing the r restrictions. 

Each zi variable is a linear combination of the xi variables. Now 
since there are still k + 1 - r unknown weights ci and c

0 
to be computed 

it would be possible to use policy-capturing to find the cj values. The
decision maker could provide, for each of the n[n (k + 1 - r)] decision 
situations, Yi (i • 1, ... ,n) values associated with various profiles of
information about the diffe1·ent situations. Then the least squares values of 
cj can be computed for the model. 

Y � c
0
u + c1z(l) + c2z(2) + ... + cjz(j) + ... + ck-rz(k-r) + E(2)

where 

Y • a vector of judged values of dimension n. 

z(jl • the jth predictor vector, of dimension n formed as linear 
combinations of the predictor vectors x(j) generated from 
information associated with the decision situations. 

Having computed the least squares values for ci and c0 the weighting 
system now produces values that l:ioth reflect the policy restrictions imposed 
by the policy-specifying process and the best fit to the empirical juc.gn.ents. 

3. G!'NFPJ\.L APPLICATIONS OF J.IIN

JAtl has been used in ■everal studies conducted by the U,S, Air Force fo1 
job evaluationfJ and to stimulate officer promotion boaras with a high degree 
of efficiency, F�uations have also l:ieen de1i9T1ed to simulate career 
counselors in making initial aseign11,ents ot airmen graduatin9 from Laeic 
training (Dudycha, 1970), 

'l'he JAN techniqu• has been appliea in 'a pr.diction study of s1.1cc41u in 
graduate education. In a study l"y Houston (1967) two variation• of JAN were 
inve■tigated••Normative J/IN ant' Ipsativ• J/IN. 'l'he purl)OH of tho t-lormative 
JAN study was to deten,,ine the extent to which a policy re9ardin9 9raduato 
adl'l'i1sion ■tandards existed among selected graduate faculty a,emLers at 
Colorado State Colle90 (now University of Northern Colorado), Da1ically, 
three sets of independent profile variable• woro uselL (1) biographical dat 
(2) test "•ta, and (3) major sul:iject field data, Pesults from the Normativ,
J�n study indicatcl'I usunthlly one policy wu pnsont. in tho 9rou1, of juag,,

'l'he Ipaative JIIN 1.1tudy used for its dependent varial:ile the ranking&; 
sul:mittec.1 by tbe judgEill who wen, requested to rank, without access to tl,e 
throe sets of independent profile variables used in the Normative J�N study, 
the doctoral grafuates on a basis of p&rsonal knowleuge. It was the intent 
this phase that the ratings or rankings be loaded with personality factors 
readily availalle in t�e Normative JAN study. Results of this phase were 
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tatistically significant, though weak from the predictive standpoint. The 
,ractical significance of the Ipsative JAN study was in the suggestion of new 
!irections for subsequent research.

Williams, Gab, and Linden (1969) replicated houston 's Normative study at"' 
:he University of North Dakota and sought to determine the policy of a 
1niversity doctoral admissions boarci. 'lw£,lve 11'.er.ibers of the graduate faculty c 
,valuated each graduate student's profile and place it into one of seven 
:riterion categories (t!-sort). t:-ach rater's policy 1oas a&sessed er captured 
Jnd the raters were grouped into appropriate clusters hy the JAN process. The 
investigators found that at least two separate judgr.iental t;ystems were present. 

A further illustration of the versatility of the technique is provided in 
a study J:,y Stock (196S) who sought to aetermine if systematic differences 
existed in the placel!'ent policies for special education students al!'ong special 
education personnel (teachers, aclministrators, and the n,embers of the special 
education screening colllitlittee) responsihle for placing the students in the 
public schools of Cheyenne, Wyoming. Colvert (1970) used JA?. techniques in 
the identification and analysis of the consultant ratings of elementary 
student teachers at the University of Northern tolorado. Using JAN 
procedures, Chang (1970) designed a study to determine whether individuals 
serving in different official capacities in the State of Colorado had 
differing attitudes toward selection criteria for awarding college financial 
grants. teelan et al. (1973) ca�tured the leader&hip policies ot selected 
fireman in the s't'ate"""of Colorado with the use of JAN. 

'l·he c;i..estion of wliat is po1·nograptiic was investigated by J_. Houston anc, 
e:. Houston (1974) who used JAtJ ae a methodology by testing this technique with 
three group& concerned wit this issue. 'lhese groups incl1.1oed doctcral 
students majoring in Psychology, Counseling and Guidance at the University of 
Northern Colorado, la1oyers and police officers from the city of Greeley, 
Colorado. The JI\N technique proved to be surprisingly eft,ective in capturing 
enc: clustering the policies (specitic and complex) of the judges trom the 
three groupa identifi�d. A• expected, many policie• were preaent, 

The problem of evaluating cuuiculum packages was t-xplond by Torgunrud 
(1971) in a doctoral diasertation completed at the Univeraity of California at 
Loat Angoluu ur1der thci dirtiction of Dean John I, Goodhd. 'lorgunrud 
identifio� from the educational literature the following independent variable• 
u imI,ortant. Gimenaiona of any curriculun, package or set of materials which
ere un"er conllideration for posdble adoption, These include 1 ( l) valid and
■ignHic1111t content, (2) ligniUcant t.lementa of organization, (3) sequence
providing a cumulative effect, (4) integration providing horizontal

:;relatio11uhirr;, (5) value position clc:arly state�, (6) specificity i:roviding
:'direction, (7) fle,dbility providing alternatives, (8) accommodation for
:.student patticir,aticn, and (11) provision for measuienent of achievell'ent,
'After defining the variat--les, Torgunrud generated a sample of 100 profiles,
,:. each described on the 11 vat !ables, ty using techniques dei,cr ibed by Naylor
.' and Wheery ( 1965) for simulating stimuli with specified factor structure,
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another'e',;.iiluation at the University of California at Los Angeles, 
• Duff (1�69) utilized JAN techniques. to capture both the teacher-hiring

policies(��) of selected administrators and the administrators'
evaluation policies (E:X l'ost) of teachers' on-the-job performance after their
first year of paid teaching experience. Both types of policies (hiring and
job perfonr,ance) were analyzed for elements of predictive validity J:.y the 
investigator.

The effectivt,ness ot JAN in capturing and clustezing raters' policies was
investigated by Dudycha (1970) in a Monte Carlo evaluation of JAN as a
methdology. Dudycha's outcomes show that the gzouping process begins t0 J:.reak
down when there are fewer than 200 stimuli being evaluated or 100 if ten or
more stimulus dimensions are used. �onsequently, the researcher using JAN
must be concerned with the number of stimulus dimensions used in a
relationships to the stimuli being evaluated. It is the present
recommendation of the writer that a minimum of 100 stimuli be available for
each juage on a maximum of 10 stimulus dimensions.

Other examples using Ipsative JAN are Christal (1968b) in which the
researchers had to use their own knowleoge to discover the variables J:.eing
used by the single judge, and Holmes and Zedeck (1973) in which the judges
were asked to jucige paintings and also to relate qualities which the i,aintings·
exhibited. These qualities were then used to develop characteristics used as

the predictors in the linear matheniatical policy model. A tiormative stuc.y
using these characteristics followed.

The type of JhN used ir, a stuc;y c.an be further specified, 'Iype A JAN 
would be used if the judges were dealing with the same subjects OI profiles.
Type E JAN designates a situation in which the juoges each are making
judgments on a different set of subjects or profiles,

'l'uditionally, JAN prot.len,&1 have involved predictors having a continuous '
distrihution and have had dependent variables which were either ranked or
categorical, It wae demonstrated l,y Hou1r1ton and Bolding (1974) that .:iAN iE> a '
special caae of the general linear model, Becau1e of thi1, any typo of
variable which could be ueed in a lineiu model could be UHd in JAt,,, Seta of 
non-redundant, dummy variable,, for inatance, can bo u1od for tho categorioe

(Suite 1957), An examph of thi1 can bci found in Chriltal (1�60b) in which
eome of tho variable• were categorical,

Certain i11uu aeaociated witt. tho ueo of JI\N have l,Hn oebat.d ( Houston 
1S741'), It hu roen 1u9goeted that a cU1trHution bo specified !. priori for 
the judge• tc u1u1, I\ aeconc! h•ue rai1oo<1 by •tati11ticit.n• wu1 how n,,ny 
pre<1ictora (independent v11ri11bleo) should be use�. Statistical studioo have 
shown that tc,n t1ho\Jlt, l .. o tho minimum, i r11ct1c1.1 l contdclllutions ti11vo a.uggei.ted 
between five 11rd seven, II third ieaue was. the number ot Se to be given to 
each judge. 6tatistical st1.dic.1, e1t1pluying Monte C.arlo teciinic;.uee have ehoi,n 
that a minimum of 200 should be used, rractical coneideratione indicate that 
�etween 30 anc. 6G profiles shoula be used in a policy-capturing situation. 
Another issue debated is whether a test ot significance or a practical test 
should be used, Fegression is II large sample procedure, 'lests of 
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significance useful in JAN (t and F) are designed to be powerful when samples 
ne small with increasing power as the sample size increases, 'v.ith a large 
sample size even the smallest decrease in predictability can be significant, 
�ard and Hook (1963) recommended looking for a break in the pattern of'R2 
( r.so value decreases between stages in the analysis. Houston anc: Gilpin 
(1971) suggested a modification of this technique. They recoll'mended 
�stablishinc;, � priori the l!'aximum decrease in prec.ictat,ility which the 
researcher would allow before considering the decrease to be meaningful,• They 
,uggestec:1 a ,05 level as a genE:ral "rule c,f thumb", 

JAN has been widely used as a policy-capturing procedure in the 
:iilitary. Lome e>:arr.ples of· military policy-capturing applications have been 
lescribed in the following publications: Black (1973)1 Christal (1968a, 
.96Eb) 1 Gott (1974) 1 Cc,och (1572) 1 Jones, Mannis, Martin, Summers, and 
iagner (197€)1 J<oplyay (1970)1 Koplyay, Albert, anc Black (1976)1 Mullins 
•nd Usdin (1970)1 �ard and Davis (1963),

4, STUDENT PQLICIF.S OF TF.ACHEP EFFECTIVENESS 

The student. judgmental policies of teacher effectiveness were analyzed in 
study completed by Houston and Gilpin (1971), 

Procedures, The primary problem of the investigation was to analyze the 
esults of a teacher description study and to identify judgmental policies of 
elected suhsets of students at the University of t-orthern Colorado. 'l'he 
L1bjects for which profile and judgment scores were generated were faculty 
embers of the University of Northern Colorado, 

'l·be judges, Students rateo the teachers ueing the criteda xepreaented 
n Instrument One, For purpoaea of thia atudy, the atudenta were grouped •into 
•lectt.d aubaets, 'l·he tiret 9roupin9 waa made 1-y achools ,or colleges within
:,e univeraity and reaulted in aeven 1ub1et1 or 9roup1 of atudents, 'l'he
,searcher treated each of the individual groups•• a judge in the firat JAN
,ve1ti9ation, 'l'he aecond grouping of atudenta we• determined by 9rado level

,id allowed tor five 1u1'1ot1 of atudenta ran9in9 from frHhman through
raduato level, Each of theae diatinct 9roups was treated•• an individual
,ag• in tl,c, aecond JA� analya.la, '•h•rotoie, in the JAN analyaea, a alight
,novation wu u11ed, In the uaual JAN a judge is an individual1 however, in
,i. atudy the inaivicluala were grouped into aub1e.t1 anc\ each aubset,
,nsi1tin9 of numeroua individual&, waa conaidered a judge,

'l'l,t• Jnatl \lll'ent, 'l'h11 &t\ldent rater• were requeattid to rank teacher• on 
,. firet 9 it•m• and to provi�e �io9raphical information asked for in item 10 
1: tt,e following inetrumLnt 1 
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Teacher Description Instrument (Instrlllllent one) 

Please rate only this teacher in this particular course in accordance with 
this rating scale. 1) Foor 2) Fair 3) Average 4) Good 5) Excellent 

1. 
2. 
3 

4. 
5. 
6. 
7. 
8. 
9. 

10. 

Teacher's interest and enthusiasm for course 
l'.bility to adequatE<ly answer questions 
Ability to col!llllunicate the subject matter effectively 
Ability to interest and motivate students 
Fairness in testing and grading 
Personal interest and adaptation to stuoent's needs 
Course objectives are clearly stated 
Course objectives a:te o,et 
Everything considered, including strengths and 
weaknesses, I would rate the instructor 
1) Freshman 2) Sopromore 3) Junior 4) Senior 5) Grad

1 2 3 

1 2 3 
1 2 3 

1 2 3 

1 2 3 
1 2 3 
1 2 3 

1 2 3 

1 2 3 4 5 

The first eight items of Inst:tument One were ccnsidered ineependent 
variables while item nine was treated as the dependent variable in multiple 
linear re91·eEJsion analyses, J..esponses to the filst eight variat:les were also 
used as profile scores, and responses to item nine as judgments in the two JAN 
analyaes, 

JAN techniques, '!'he JIit. technique ltArts with the aHU1llption that E;tach 
judge has an individual policy, It give• and R2 (multiple R coefficient 
squared) for each individual judge and an overall p2 for the initial stage 
consisting of all the judges, and eAch one, treated a1 an individuAl 1ystem,, 
Two policies are 1elected And comhined on tho baai1 of hAving the mo11t 
hol"ogeneous r,rediction equAtione, thercitore re•11lting in the leaet rouible 
loss in predictive efficiency, ,Thi• 1eloction reduce• the nl.l1llber of originAl 
policier, t,y one And give11 A new r.� for th.ii 1t1190, ti·ho 1011 in predictive 
efficiency can be �eaauret by finding tho drop in p2 botwoon tho two 
stag<le, �•he grouping procedwro continue,, uducinc; th• nW11t'-er ot policiee b:., 
one at each 11tago, until finally all of tho judgt'I have boon clu1torod into a 
ninglo grcur, 

Invoatigetou examlnt1Cl the, collective C,rop in r,2 trom thet ot tho 
or iginn l stage in oecb or tho t.,.o JHI ena lysee, A dut.ermination c:,f wliutl,ot 
one or moro policiu wen present 11111on9 t.h• jud9t11 w111 mado on tho b111i11 ot 
the &t1quential drop in p 2 , l\ slippage greeter than ,OS waa con&idoud !. 
priori to represt1nt too great a los• in predicta�ility, 

Findings 

The first Jl\N analysis considered the students grour,ed into the seven 
schools ancl/or colleges of the University of Northern Colorado, F.ach group 
was treated in the analysis as an individual judge, A listing Anti 
abbreviation of the variables for this study are found in Table 2, 
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Stages of the JAN procedure for, judges by school and
0

/or colleges, , :,The,, , :; 
F 2s for each of the seven initial systems are reported :in Table 3. t-iot.e 
that the magnitudes of F2 are restricted in range, 'lt1e highest value is 
• e3C9 for judge four and lowest is ., 7443 for judge seven. These high values ,
of F2 for all judges indicated that the judges \</ere consistent in their 

•• • •

individual decision-making policies. 

Tarle 4 reports the seven stages of the J� clustering procedure f�r 'the. 
seven judges and the corresponding F2 for each st.age. In stage 2, judges 
two and three have been .combined to fern, one group while all other judges are 
treated individually. The. drop in F 2 between stages 1 and 2 is only ,004, 
Continuing this clustering procedure, stage 3 comtdned judges five and six 
resulting in a 1110<:iel consisting of five policies or systems. 'l.'he resulting 
drop in P2 from stage 1 is ,0Q09, 

E:tage 7 combinec: all' seven judges into one cluster b.nCI resulted in a 
collective ero{' in F 2 of only , 02-<.8, The ,! priori criterion for peimissible 
slipp-.9e in F,2 was .o�. &ince the collective drop of ,0 24b is \</ell within 
this tolerance level, stage 7 was accepted as the appropriate grouping of 
judges, 'lherefore, the investi«:iatcrs concluded that or,ly one policy was 
rresent among the seven ,judges. 

Pc.Hey of the seven judges, . Interpretation of the JM procedure 
determined that only one polioy existed a111ong the seven judges representing 
the schools anc!/or colleges, !<egress ion analysis was then e111ployed in a," 
effort to explain that policy. 

'l'he investigators were interested in determinin9 the uniq1.1e contrilution 
of proper subsets of the predictor variables, 1 through�, to the prediction 
of the criterion, CenP, The contribution of a set of variables to prediction 
may �e 111easured �y the difference between the F2 for the full model (FM) and 
the r-2 tor a reetdcted mo<'el (f'M). 'l'he Hot clittere from '7-be FM in that the· 
proper suh1et of variables, tor which the unique contribution to . , 
puc'ictability is deeiuo, havt. l;,een delete¢, •,·he di!ference between the two 
n2, �ay b� t••t•o for 1tati1tical •i�niticbnce thrQu9h u1e o! an F te�i.��-- .. 
elle an !. l?riori acce11tak-le drop can be e1tabli1hed, 'l'he inve1ti9aton c;l)oH; 
ti,«- lllttor oltcirnativct an<! 11at a drop tolerance ot ,05, 'lh1t ii, if -� :;· �j 
.o�, the inve1tJgatore conclucfod that the 1ul:•aet under conBideration we• 
makJng a unique, contribution to prcidiction o! the criterion. 

II 11ul,jective hierarchy of the varia1'le1 is presented in Table 5, 'l'hia 
91·ou,,1ng wa1 \11vc" in tha ngnuion 1naly1il of the 6itforcint 1,olicie1. 

Figure l pre1ents a 1chematic to guide the 1oquence of toat• frOII\ the FM 
through the variou• reatricted model,, The accompanying t2 for each of 
these rr.odela 1a found in the appropriate block, For example, thti information 
in block l indicate, that the independent variables 1 through 8 were used sa 
the predictors in the FM and that the R2 for thia model was ,8123, 

•

Block 2 displa�•s FM - (5,6,7,8), indicating that variables (S,6,7,8) have 
been deleted from the full model. This also impliee that variables 1, 2, 3, 
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and •4:are used as the predictor variables in the l<M, By dropping out 
variables (5,6,7,8), the unique contribution to prediction of these variables 
can be determined, The measure of this unique contribution was found by the 
difference between the F2 • .81 23 for the FM and the R2 • .7742 for this 
FM. ":.he difference ,8123 - ,7742 • ,0381 was less than .05 ana thexefore 
indicated that these variables were making little or no contribution to 
prediction that could not he explained by the other four predictor variables, 
Since the drop in F2 for this set wae not significant, no further tests of 
subsets of these variables were necessary. The broken line in the chart 
indicates that further testing of subsets of variables (S,6,7,8) was

terminatec .. 

The expression in block 3, FM - (1,2,3,4), indicates that variables 
(1,2,3,4) were eliminated from the FM. These predictors were grouped on the 
subjective basis that they were related and meaeuxed a general hypothetical 
category called methodology, The drop ,8123 - ,6673 • ,1450 was greater than 
,OS and therefore resulted in too great a lose in predictive efficiency. 
Therefore, further analysis of subsets of these variables was undertaken. 
However tht:: i;.2 fol' the model Ft,1 - (1,4) was . 7708, Since the droi, of ,033!:i 
was lees than ,OS, variables (1,4) made no significant contribution to 
precliction of the criterion, An examination of the eubi.et xepresented l,y the 
model FM - ( 2,3) showed that the drop in F2 was equal to ,037b, Again the 
dxop was less than ,05, and it was concluoed tbat variables (2,3) made an 
insufficient unique contribution to the prediction of the criterion, 
Multicollinearity of the variables (1,2,3,4) accounted for the fact that no 
significant drop in F2 wu detected when further analyfiis of the ):;;ranchings 
from this set were examined, That is, the variables in this set are highly 
intercorrelated, and when two of them are eliminated, the presence of the 
other two in the FM hold up the value of F-2, The broken line again 
indicate• that furthex examination of subsets of the•• variak-l•s waa not 
needed, 

In aumn�ry, th4t, •!g.ht predictor variable• were very efficient in 
pre1'1ctin9 th• cdterlon ainc" the R:,i wu reported to be ,6123, 'l'hl 111odol 
FM - (5,�,7,8) 1110 had hi9h prediction efficiency with an R2 • ,7742, 
Therefore, all of the judgu who WflU clu1terod into th61 CJnly 1•olicy•111okin9 
eyatem were att.nding to veriat:lH 1, .,, 3 and 4 �•hen they were ratinQ 
toacheu in tt,c gonoral overall cateiory, 

lie roportC!c1, the grouping c;,f subaot• ot the ei9ht 1,redictor variftl,lu waa 
a complot•ly •u�joctive �etor�in�ti�n. �ho invo,ti9atur1 wer� inter•�t•� in 
analyzing Toblto C,, the int.ercorrel1tion1 of pr•dictora and th• vali<Htioc, to 
det4.,rn,in-.i H a <11fterent liie1archy of val'!ablee would n1•ult, Ferhap• a 
a111aller 1ub1et of variable• making s unique contribution to prediction co�ld 
be found if th1a1 eul·HU wel'e groupe(I differently, 

The validitiea were comparatively higt,, ranging from ,604 to a high of 
,804. �•he inveatigatou group6d the predictor a into a hieiarchy base u1>0n the 
correlations. Thia grouping ie preaente� in Table 7, 
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'l'he scl>ematic sequence of tests is presented in Figure 2. The branching 
eading from block 2 was terminated in view of the resulting R2 • .7848 for, 
he model Ft! - (1,5,7,e). Th,is represented a crop of only .0275, well within 
he .OS level, Of coneiderable interest was the alternate branching' leading , 
s, anc1 fron, block 3. The model fl'! - (2,3,4,6) yielded a significant drop in 
"' c,f .8123 - ,6758 • .13b�. 'Ihis prom�ted further investigation of subsets 

,f this model. The l!'odel FM - (2,6) accounted for a drop of only .8123 -
,7S3\:i • .011::4, and hence further irivestigatic.n of subsequent. branching was 
•need. However, the model FM - (3,4,6) was of extreme interest in view of the
dgnific.ant. dror, in p2 of .8123 -·.7248 • .(iEl75. Consequently further
'ranching from this model was investigated. The model FM - ( 3, 4) was also
found to niake a unique contril:,ution since the cirop of ,8123 - .7558 • .0St.S.
Further analysis of the unique contrihution of variables 3 and 4, treated
Lndiviaually, resulted in nonsignificant findings. 'l'he reason for this
finding was that variables 3 and 4 were highly related r3,4 • .75. 

The regression analysis based on correlations (Table 7) allowed for a 
more refined interpretation than did the analysis based on subjectivity, 'l'he 
hierarchy suggested by the correlations led 'not' only to a set of three 
varia�les (3,4,6) ��king a unique contribution, but also to a set of only two 
predictors (3,4) making a unique contribution to prediction. 

1-n interesting question a1cse at this junctut e., 'l'he two sets of , 
variables (3,4,£) and (3,4) both make unique contributions, but what about 
their at,solute or total preuiction? This information is riot available from 
the sequence of tests in Figure 2. The researchers investigated the 
precictive efficiency of the�� mooels consisting of the set ot variaLles 
(3,4,6) and (3,4). 'lhe r2 for the U! consisting of variables (3,4,6) "'aa 
equal to ,7678, 'Ihe difference was ,8123 • ,7678 • ,0445 which, by virtue of 
the , 05 convention useci in thil study, imrlied that this Ja-1 pre�icted aa well 
as did the FM, However, the r� consiating of variables 3 and 4 had an R2 • 
,7340 which obviously waa not as efficient'aa was the ni. 

J�N by grade level, The second J�N analysi1 grouped 1tudent1 according 
to grade levol, ucb of the. five levell waa conli6erec:\ H a judge., Table, 8 
show• the r21 auooiatec\ "'1th thti prediction equation fox' each ot the five 
jut'19e1, 'l'ho 1121 ran!e,1 in ,value from , 7988 for !reahmen to ,8344 for
naniora, 'l'he high J-. • inc11eatea efficient prec.'!ictior, fo1 each of' the 
reapeetive re9ro11ion or deoi1ion-rnakin9 equations. 

'l'lio five 1ta9u of the, JAN 9rc,or,ing technique ere 'prt11ented in 'l'al.11• 9,' 
�• conjectured frcm obaorvation ot the preliminary 1tati1tica, the oolleotive 
c,, or• in p2 tron, tlici original 11ta"e to 1ta9e 5 �all 1or.,ewhat leu than thfl • 05 
limit, 

Stage 2 ccmt•ir,cid tl,v fre11h111en and 1ophomou,&, leaving tl,e juniors, 
aeniora and graduates a1 the three single-member systems. '!hie combination 
resulted in an �2 alippage of only ,002, Stage 3 clustered the junior• end 
eeniors leaving the 1raduate 1tudents aa the only aingleton set, The
collective drop in� at this atage was a nearly in�iscernible .COOS, Stage 
4 combined the sets containing two judges each into a cluster of four, again 
leoving judge five as the only single-member system. At this stage the 

59 

. ,,·•" . 

_\',, 

"-·,/r! : _\i�·?}�:�·;i,'. • ••• ·-

··., •• ,,"t/?f �'.9�,;;!;���'. 



\, ' ./' ,'. :,\--:\:i\fi�\?
>

"' 
,i ;1 !lf!jl'\'1($"1,f : :, : ·." 

overall \drop in R2 was an inconsequential . 001!>, Stage S grouped all of the 
judges into·one decision-making system and resulted in a total R2 slippage 
of only ,003, .certainly this drop in R2 was well within the tolerance range 
of . 05. These data suggest that or.ly. one juogmental policy was existent among 
the five judges. 

'l·A�U. 2 

l,ist of Variables and Abbreviations 

tlumher Variable 

l. 'l'eacher' s interest and enthusiasm for cour,t�, 
2. Ability to adequately answer questions • ·( 

3. Ability to c0111111unicate subject 11111tter effectively 
4. Ability to interest and motivate students
S, Fairness in testing and grading 
6, Personal interest and adaptation to student's needs- 7. Course objectives are clearly stated
8, Course o�jectivea are met 
9, Gene1al rating (critel'ion) 

1. 
2. 
3. 
4, 
s. 
6. 
7, 

, I ' 

'l'Al'Lf. 3 

F 2 VAluea tor 1'11 JUdlJCI from feCjjrulion folodd1 

Jud • 

School of the Art■ 
Coll•IJ• of �rte 1nd &ciencea 
School of Buain••• 
College of Education 
School of Health, Physical Education, and Recreation 
School ot tiulic 
School of t.ur1in9 
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Abbr, 

IEth 
Anet. 
<.Su1' 
Mott 
'leer 
St-ids 
<.obi 
CObM 
GenF. 

.7869 

,8126 

.7764 

,l1309 

.7992 

,1.107!; 

.7443 



, ;•TABLE 4 
Stages of .the JAN Procedure for the Seven Ju�ges 

Stage Judges Jl
2 

1 1, 2, 3, 4, s, (., 7 . 8141 

2 (2, 3), 1, 4, 5, (,, 7 .Eil37 

3 (2, 3); • (5, 6), 1, 4, 7 .8132 

4 (1, 4)' (2, 3)' (5, 6), 7 .61.:1 

5 (1, 4), ·;(2, ·3, ·.7), ( 5, 6) .eo99 

€ '(1, -A, ·2, 3, 
.. 

7)' (5, 6) .€0£.4 

7 (1, 4, 2, 3, 7., 5, £,) .7893 

'IA1'I.E. 5 

£_ul:,jeqtive Hierarchy of Varial:,leei

Methodology, 
Teacher'• int�reat and enthuaia•� for couree 
APility to intero1t and 111otivato •tudent• 
Avility to aaequatoly •n•�•r que1tiona 
Ability to ool'lllllunioate •ul;ljeot 111att\lr effectively 

llumaniltio 1 
Fnirno•• in te1ting and irac11ng 
roreonal intereet and adaptation to 1tudent'• needi 

Or9aniutional 1 
Couuo ol•j1totivu are c:le,,rly 1tat41c1 

Courie objootive1 ere 111et 
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Collectiv� Drop in P . 

.00(;4 

.000$ 

.001£ 

.0042 

.oon 

.0246 

(1) 
( 4) ..
(2)!

(3)

(5) 
(6) 

(7) 
(8)



2 

FM - (5, 6, 7, 8) 

• 7742

,'.·"· . E , 1 

ed '(Sul-jective Hierarchy) 

1 

(1 .through 8) 
.81�3 

FM - (1, 2, 3, 4) 
.6673ilr 

FM - (5, 6) FM - (7, 8) FM - (1, 4) 
.77&1$ 

FM 

FM - ( 5) FM• (6) - (8) l'M - (4)

•s19niticant drop in R2 ,

'l'AIU. 6 

Correlltion1 of Predict�r and Criterion Variable• 

Variable l 2 3 � 7 
1. IEth

2. MIQ ,580 

3. csub .io«J ,696 

4, Most ,646 .621 ,746 

5, 'l'eGr ,42!: .471 .492 .522 

6, Snda ,558 .566 .613 ,688 . 582 

7. cobs ,477 .507 .580 .550 ,467 ,532 

e. CObM .532 .564 .633 .618 .510 .578 .794 

9. GenF ,688 ,715 . 716 .804 ,604 .728 .623 
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t'. TABLF •7 
}lierarchy '.of Vaii�bl.e�·· Eased on Correlations 

,• ,__•�� , i,t _"·,·: : '',) "�f':, :' ,ifjf:�·f.- ;':,£,,.HJ)• I 

suhset 1 • 
Sub-subsets 1 . 1 

• ·Ability to ·interest ·and motivate students

subset 2 

Ability to communicate subject matter effectively 
Personal interest and adaptation to student's needs 
Ability to adequately answer questions 

sub-subsets: 
Course objectives are met · ,. •• * 
Teachers interest and enthusiasm for course 
Course ohjectives are clearly stated 
Fairness ,in,,.testip�. a!l�i gfadi�g .:.· �, 1

f'IGUU, 2 
·seven Judges ·(Hierarchy Based on Correlations)

1. 

1 

FM 
( 1 through 8) 

.8123 

3 

(4) 
(3) 
(6) 
(2) 

(8) 
(1) 
(7) 
(5) 

FM • Cl, 5, 7, e) 
:784l, 

FM ·• C 2, 3, 4, 6)
,6758* 

FM • Cl, 5) FM 

4 

FM • (2) 
,8046 

I • 

f, 

FM - (3, 41 �) 
,7248* 

7 ' 

n: - C5l FM - C 7) n-1 • (6)

,€033
FM - (J, 4) 

.7sse• 

,ignificant drop in F.2 , 
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FM - CJ) 

, 7946 

9 
- (4) 

.7944 



,,Vi;!';>' TABLF 6 
R2 Values for All Judges horn J.egression Models 

Jud es p2 

1. Freshmen .79ee 
2. Sophomores .7S.54 
3. Juniors .8165 
4. Seniors .8344 

s. Graduates .827€ 

�;ABLE S 
Stages of the JAN Procedure for the Five Judges 

Stage Judges F2 Collective Drop 

1 1, 2, 3, 4, 5 .813( .0000 

, (1, 2), 3, 4, 5 .8134 .0002 

3 (1, 2), (3, 4), 5 .8131 .oous 

4 (1, 2, 3, 4), 5 .e121 .0015 

5 (1, 2, 3, 4, 5) ,810€ .0030, 

Summary and Conclu1ion1 

;� . �-1+
S.1"' 

2 in F. 

··,,;
t:· 

I;� : : " 

:ff· 

i'� . ;:· 

Pe1ult1 ot the tirat JAN analy•i• revealed the 1even judge•, r1pre1anting the 
1chool1 ant4/or collegH, clu1tered into one 1y1t1m. Thia mHnt that only one'f 
dechion•makin9 policy exh_ted amon9 the jud9H. llec;rHdon analylia waa ueed,,t, 
explain thh lin9la judgmental policy and it wu found that th• judgu were i 
attending primarily to variabl11 3 1 4, and 6, An inter11ti119 finding �tie that'tl 
PM u1ing only varinhlea 3, 4, and E reaultod in predictive efficiency uignificanl 
equivalent to that of the tM, Judgu repreHnti11g the five grade levels wen .. ;r.'lf 
cluatered into one ayatem H a reault ot the hierarchical grouping procedure �f 1 
second JAN analysis. 

•• 

S, E\IAI.UA'IING THE EVALUATOFS VIA JAN 

What is now presented is an a�plication of JAN to indicate how it might be use 
evaluate evaluatore. 

�.r. 

The League of Cooperating Schools (LCS) was launched in May 1966, as a 5-year 
project to study and promote planned change in American education, It 
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was sponsored by a partnership of the University of California at Los Angeles, 
the Institute of Development of Educational Activities, Inc., anci eighteen:· J, 
independent school districts in Southern �lifornia. Each school district 
contributed one League school and these cistricts ranged in siEe from the 
massive Los Angeles City system to a small district of only three schools. 
The districts and schools were selected in such a �ay as to 1epresent, 
ropefully, a true microcosm of American elementary schools. It was the aim of
this joint ente11,rise to develoi, a cohesive program of research, development, 
innovation, and dissemination of information in order to narrow the chasm
retween cur1ent educatioual theo1y and practice. 

In order to effect educational change, a rationale was neeced that would 
serve as a basis for research design while at the same time se1ving the 
interests of the cooperating schools. The result was the creation of a·riew
social system in which principals anc teachers in the LCS were to J::,e , • .... , ,,, .. : 
challenged by I/D/F/A to fashion new norms, roles, supports and rewards for 
themselves. 

Fout menu.,ers of the Intervention Staff were requested to score on a �-point· 
scale each of eighteen schools on eight ctiaracteristics deemed essential •.for,u 
effective schools, A list of these characteristics with explanations appears
in Table 10 (variables 1-8). In addition, the Intervention Staff members were
asl<E:d to rank the eightt.en schools in terms of overall effectiveness. �he 
rankin9s were used as the criterion variable in tre JAN process. 'lhis ,, 
pl'cceoure re1,resenls a slight n,ooification of the us1.,al JAN proceclute in thtat 
the judges generated their own profiles by the scores they gave on variables

1-�.

In 'l'dle 11 AH,ears the intercorn,lbtions between all the variables. The
means and standard deviations are presented in 'lal:·le 12. A multiple linear 
re<,Jreea;ion ec,uation was develo1,ed ft;r each Inte1 vention Sta ff riieir.her who 
served a1 judge. Table 13 contains the correlation• of each predicto1 
variatle and the criterion variable (1chool rank), Also included for each 
rater i1 hie multiple correlation coefficient. 

Tahle 14 1u1M11riie1 intexcorrelation1 of judgmental policie1. It appear■ 
that judge■ 3 and 4 have the moat horno9eneou1 policy a■ the correlation 
coo!Hchnt rating their rankinc;,1 ot e1'tactive 1chooll ii 0.90. 'l'l,ie ii borne 
out in 'l'able l!i which 91 ve■ the ■tage valuee for the JJIN technique. In Stage 
2, two gx·ou111 havo l>a.n formed and judge■ 3 and 4 have bee.n tint to l:iil 
grouped. 'l'he inve1tigator1 conclude that there are essentially two poliei•• 
1,r .. ont, 'lh• ju1t1Ucation for tt.ia sten:s fron, tl1e fact that th& collective 
drop in r2 trc,111 r.tag• l tt> Eltac,,u 3 ill just 0. 03&1 whilu the dror, hom l>tage 
3 tc Stage 4 re1ult1 in a lose of 0.0678 n:aking the collective drop C,1060, 
Fr0111 'l'able l!' one car, set, in Stage 3 that judges 1 and 2 comprise one policy 
grour, while judges 3 and 4 forn: the second policy group. 

In t1ralydng the policies one ndght wisl1 to refer to Table 13 which report, 
the correlations �etween the achool characteristics and judges. However, one 
finds a aietressing situation in that all the intelcorrelations ar, high, 
This means that the judges may have been guilty of the "halo effect" as they
gen�rated their pr�file scores for the eighteen schools. 
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investigators were interested in determining the unique contribution 
r�per subsets of the predictor variables, l-8, to the.p�ediction of the 

terion, JANCr, in both policies to c0111pensate for multicollinearity, 

::'.:..;,�•·· For an explanation of the two judgmental policies, the investigators 
• !first made a subject! ve analysis of the predictors and conjectured that the/':'

formed a hierarchical pattern as displayed in Table 16,
·,). 

Presented in Table 17 is a schematic to guide the sequence of tests 
associated with the single policy of Judges 1 anc .:, 

In summary the eight predictor variables were very efficient in 
predicting the criterion since the R

2 was reportec:l to be 0,8672, l-olicy 1 
as expressed by Judges 1 and 2 could basically be explained as a concern for 
the corr.petence cf the professional team (variables 1, 2, and. J),· 

In Table 18 appears a schematic which illustrates the second policy, 
namely the of judges 3 and 4. Fror.l blocks 2, 3, and 4, it can be seen that ',J 
each of the three subsets in the subjective hierarchy was making a significant 
unique contribution to predicting the criterion, 

Number 

l, 

2, 

J, 

4. 

s. 

6. 

7. 

8. 

9. 

TABLE 10 
List of Varia�lee 

Variable 

Extent proteseional team (principal and teacher•) 
ahow• enth1.1aiurn about their achool pro9ram 

lxtent profe111ional team ii action•oriented1 
i.e., they put their idea• into rractic�

Extent profe11ional team ii inquirin9 and 1earchin9 
i�tallecutally and aelf•critical 

Extent children are involved in educational activity 
(can o�aorve and talk to children) 

Extent teacher concern• are with each child a• an 
individual, (One can 9ain inforn�tion from 
children, teacher,, or parenta,) 

txtent the diatrict aupporta and •hot.·• pride in 
the school program 

Extent of community 11upport (the progu1m is 
supported by participation in school life, 
publicity, etc,) 

The quality of the educational program vis-a-vis 
inc:lividualization of instruction is evioent 
(alternatives, conferences, different grouping 
procedures, etc.) 

JAN criterion--rank of school 
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Abtr, 

I Ent 

r·Inq 

Cinv 

TChC 

DSup 

csup 

JANCr 



Variable 

PEnt l 

PAct 

Pinq 

Cinv 

'l'ChC 

osup 

CSup 

2 

3 

4 

s 

7 

('EdPr 8 

JANCr 9 

Variable 

1 l'E:nt

2 - PJ\ct 

3 l'Inq 

4 Ginv 

5 TChC 

6 OSup 

7 CSup 

8 t'EdPr 

JA?lCX 

.83 

.56 

.66 

.70 

.74 

.SB 

.• 57

.79 

.71 

.74 

.60 

.76 

.66 

.74 

TABLE 1Y.;:,, 
L Intercorre1atloriei' ''"°� h•! 

.71 

.72 

.64 

.84 

,65 

.82 

,.4 

.74 

.73 

.77 

,79 

,75 

s '' 

.60 

.77 

,73 

.71 

'lALLE 12 

6 

.67 

',67 

.56 ,59 

Mean1 and Standard Oeviatione'(N • le)· 

Mean 

1,944 .,

1,722 

1,388 

1,833 

l. 777 

1.Ell

9.500 

67 

,71 

i ' } 

Standard 
.Deviation 

,872 

,826 

,698 

,707 

.878 

,650 

,686 

S.33&



" 

' 
'Judge�;afd 'sd:ool Charabteristics

school Characteristics 

--:~"''"rt�·� "PAct'\\n 

1 ,0.56 0.74 0.82 

2 0.57 0.55' 0.62 

3 o.s; o.ee C,.69 

4 o.e5 o.es 0.71 

TABLE. 14 
Intercorrelations of Judges

Judge 1 2 3 4 

1 1.00 0.68 0,71 0,€3 

2 0.68 1.00 0,6i 0,66 

3 o. 71 0,(,9 l,00 0,90 

4 0,63 c.u:. 0,'-0 1,00 

Ginv 

0.75 

o. 77

c,. 77

0.73 

TChC 

(1.71 

0.69 

C,.83 

o.eo

Stage 

1 

2 

3 

4 

'l'ABLE 16 

OSup CSUJ2 �•EdPr 

0.56 0.59 c. 71

0.63 0.€3 C.59

O.H 0.7f. 0.63 

0.69 O,f,2 0.6S 

TAE!LE 1� 
Stage� of the J� 

Judges 

(3,4), 1,2 

(3,4), (l,2) 

(1,2,3,4) 

,8302 

,7921 

&ul'•jective Hierarchy of Variahh1 

Prote11ional 1taff comrotence1 

Concern tor children• 

Outside support.: 

Extent rrote11ion1l team i1 
enthuliHtic 

Extent profe11ion1l team i1 
action•orhnted 

Extent profe11ional team i1 
inquiring end 1elt•critical 

Extent children are involved 
ih eaucational activity 

Extent teacher concern• are 
with child as indiVic\Ual 

Extent of individualized 
instruction 

Extent of district support 

txtent of comr.,uni ty support 
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....L 

O.S5

o.e1

0.94 

0.93 

(1) 

(2) 

( 3) 

(4) 

(€) 

(6) 

(7) 

,4-;, 

,; 

' 

T 
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, TABLE 17 
Flowchart '•of •Fegression Analysis of JPolicy. ·I (Judges, 11and ·2) ,l!illi'jj'Jl 

.• ,::-:·i � ,. , 
,, � rr 1·.�!:1.t ·]O:·"·<iillfi1 . .<. ;.���·itt 

M - (1, 2, 3) 

0.7605* 

\•,.f'' ·, -(."/ ; 't' • � ,< ►, 1 ·\i 

11 Model 
1-8

0,8672 

3 
FM - (4, 5, 8) 

0,8407 

*Significant drop in R2 .

TABLE 18. 
Flowchart of Jlegression 1'nalysis of Policy II '(Judges 3 and 4) 

s 

FM • 1 
0,695 

j ' :

2, 3) 

7 

FM • 3 
0,f:423* 

*Significant �rop in��.

1 

ull Model 
1-e

0.7170

3 
,}.'. ,I 

,, '>/( ··qt 

FM • (4, , &) 
0.5932* 

"') ,, . ,' 

,!;·15': \ 

12 
�· FM • 7 

0.6349* 

In e1.111'111ary, the eight prec:Uctot variables were efficient in predicting 
the criterion for judges 3 and 4, though not as efficient as in Policy I. 
Policy II differed from Policy I in that each of the three hypothetical 
subsets roade a significant unique contribution. 
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, . ,.,Su1111rtary ,">it In this study, .:an. attempt was made' to demonstrate the 
'fea·s1bility of '"utilizing a modified form of JAN as a vehicle for identifying a 
policy of rated school effectiveness in the League of Cooperating Schools 
project. Four Intervention staff members, serving as j�dges, generated 
profiles for each of the eighteen LCS and then ranked the schools in order of 
overall effectiveness. 

With the use of the JAN technique, the four judges were placed into 
appropriate clusters, and it was found that at least two separate judgmental 
policies were present. A regression analysis of the two policies was 
undertaken. Policy I could pe explained basically as a concern for the 
comr,etence of the professional team in the sct.ools. On the other hand, 
II was more comprehensive in that it not only reflected a concern for a 
competent profeesicnsl staft, but it included a concern tor children as well 
as a concern for community support, 

6, C.ANCNIAL JUDGMEll'l' 1'.NALY&IS 

What is now proposed is a strategy in which the JAN techniQUe can J:.e 
extended to include the ratings of judges on two or more criterion variables 
or dimensions. 'l'he technique is iaentifiea as Canor,ical Judgment Analysis or 

c-JAN. The c-JAN technique was aucceasfully used by Johnson and_l<ing (1973)
in a team doctoral diasertation at the University of Northern Colorado,

Definition of 'l'erms 

'l'he !ollowin9 terms are <JoUned in tho levelopntent of c-JN-i 1 

Oouble•Barreled Principal Component• Solution,-•A factor 1olution for a 
canonical correlational analy1i1, In thi1 type of factor aolution a principal 
comporitmU eolution tor the predictor (r,rofj,lf,) variable• ia 91ven in 
conjunction with a principal component• 1olution tor the criterion (judgment) 
variablee, Not only are the tacton in Hoh of the above principal co111ponent 
aolution• ortho90nal to each other, but the cro••-••t factor• are orthogonal 
to each other, 

Factorial Judge .--A jud9e 9enerated from the r•rediotor and criterion 
variable ecore• and the wei9hte of a double-barreled principal OOlllPOnents 
soluti�n of• particular judge, 

!XP• A JAt.. ,•-A JA�• in which 111 the jud9H giVe rating• on the ume 
aubjecta with reapect to the aame criterion varia�le and predictor variables. 

Type D JAt.., --A JAN iii \,;hich the judge& do not rate the aan,e 11u1'jects 11,ith 
respect to the a��• criterion and pr•dictor variables. 
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teps in C-J�N Process 

tep l 

For each judge run a ca�o�ical correlatio� analysis using 
1967) CANONA program. Let the judges be Jk fork • l, •.. �m

tep 2 

For each judge, Jk, determine the number of factorial judges, 
<,Fl,JK,F2• •• ,�J.k,!'np· 

,is is where Jk, 1oould be the !th factorial judge generated from the !th 
,ctor for the kth judge. Al�o, nF � the'number of significant factors.

1, 

2, 

3, 

4, 

5, 

Let !fi be the canonical predictor factor score vector for the !th 
factor for the kth judge,, 

Let .!!Fi be the canonical criterion factor score vector associated 
with !Fi, for the kth judge.

Let (al, Fi)i•l be the 1oei9ht vector tor the jth predictor factor 
for the kth judge, 

I,et (bi, Fj )i•l be the weight vector for the jth criterion factor 
tor the kth judge, 

Let the following mod6l be uee, in the JAN proce11 tor the factoral 
judge Jk,Fi tor i•l, ,,, , n1, 

I I 

'lhe criterion vectori <!u ,!Lt•i)' 

'I'he profile matrix, 

xx xx 

xx xx . . . 

xx xx 

...

xx 

xx 

xx 

xx 

xx 

xx 

N • number of subjects for Jk• 
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:l'\itlo;l;,(io�termine the j\ldges who should te retained. .:iucsges who identify at 
:least one significant canonical factor should be retained in the analysis. 
'.!\ny judge who is unable to identify at least one significant factor should 
:eliminated as he is failing to relate any predictor variable set to any 
criterion variatle set. After eliminating inconsistent judges, a Type A or 
Type B (JAN) should be completed on all of the factorial judges identified 
the study. 

Step 4 

For every policy captured in Step 3 form a matrix in which each column 
represents the respective factorial judge's original factor loadings. These· 
loadings will be obtained from the CJll,iONA p1intout .for the judge from which 
the factorial judge was generated. Include along with this. matrix the 
corresponding vector of canonical correlations for the original CANONA 
printout. 

Step 5 
,)( 

.

. 

1't this point aioed with the data preliented in Step 4, the researcher :�II( 
should make an intuitive analysis of each of the captured factorial policies }I

.
:
.
•

in order to detern,ine relationships bet1,een pre6ictor variable sets and ,1\'l; 
criterion variable sets, 

• :ltj'
A limitation in this approach to C-JAI'< ia that a single j1.109t: may be ,;�f 

allowed to express l!'ore than one policy as roore than one canonical correlaticiii"' 
aesociated with his judg111ents may be sic;initicant, Unfortunately this full ·11 .. �i

.
•
.
i 
.
.. 

c-JAN technique ie so complex that it hae ranly 1-c-en usec!.. , . 'i ;··,i· �: 

Instead we propose o siroplifieci C•JAN methodology which 111ay be suitable'�J' 
for use in many practicol lituations and avoids much of the complexity of the{; 
full C•JAN methodology, ruentially, the canonical analyeis will only be use'l:i. 
as a data reduction techniq\1e to reduce the multiple criterion variables to a'\ 
single critt1rion variable, 'l't.is then allows UH of the standard JAi'< i,f�i 
analysis. 'l'hie approach would be suitable for th• cue in which judge's }l 
rankingl on the 1nul tip le er itu ion var iablei Gilplay a degr.e of redundancy, �W
The t,asic atep■ are a■ follow■ 1 ·# 

1, 

2, 

3. 

Oive a Ht of N pro1'ilo1 tu the I< ju<l9•• and h•v• them rank the 
profile■ on the ■pecitied criterion variables, 

'" 

��:, 
U110 canonical correlation •naly11i1 to ploduc:fl • ••t ot: camnlical ,.,, 
function• tor oach judge uain9 the judge'• ranking• a• one canonical 
set and tt,e 1,rof ile var !able■ a■ tho &ec:ond canonical eut. ,,� 

Chee!< the c:enorical correlation t-etween the first and second two ')" 
canonical fi..nc.tione for et1ch judge, 'l'o continue with the simplifie·a

C-JAN procecure, it would be neces■ary tor the first canonical
func:t1one tote of �ractical significance and the second and futther

72 



possible canonical functions to le of little or no practical 
siqnificance, If even the first canonical f is of no significance 
for a particular judge, the judge should not be used in further 
analysis, If more than the first canonical functions are highly 
important, the more complex C-JAN procedure must be used, 

4, Use the first criterion canonical function to proauce a new 
canonical variate for each judge, Substitute the new canonial 
variate for the original set of criterion ranking varialles for each 
judge, Substitute the new canonical variate fer the original set of 
criterion tanking variat·les for each judge. 

s. Proceed with the standard JAN analysis as described in the previou�
section.

6, If r.-·ulticollinearity of the profile variable set is not a problem,
ttien regression analysis can le used to capture the judgment: ..
policies as usual, If multicollinearity is a 1>roblt.m, then
canonical correlation analysis may be used to help determine .the
judgmental policies.

The logic behinc this procedure is c.uite streightforward, 'lhe .first 
,nonical criterion function is the linear combination of the criterion 
,r ial:les which extracts the mudn,um possible variance of tt,e criterion 
,riables and has the maximum covariance with the first canonical function of 
,e profile variables. We are atte1111,tin9 to maximiu the siruplicity of 
,bsequent data analysis while minimi�ing the loss of. information. 

,plication F.>:ample 

Many in1titution1 of hi9her education have internal ,funa1 �hich axe u1e� 
� ■uprort the be9inning 1tage1 of re1earch which may lead to out■ide funding 
nd i-,ul:,1i1hable journal art.iclH. It ii typical for 1uch funds to be 
tlocated by committee deci1ion, Several intere■ting que1tion1 might �e 
4il�d abou� ■uch �•ci1ion11 

1. Civen a aet ot protil6 de1cri1,ton of a research Ji>ropoaal, .}low many
�ifferent judgmental policies exi1t among the committee member• ir1
de1t.rmininc, the quality of the ruearch 1,ropoeala?

2, Which de1criptor1 do the differing judgmental policy grouv■
en,rhuir.e in d•tein,ining p1oxio11d quality?

'l·he followin9 eY.al1'rle illustrated the c-JAN approach in an■wering the
stated question,, We fir■t constructed a set of 32 hypothetical de■cription■
of proposals by use of ■imulation technique■• A ■ample profile aprear■ in
Table l�. 
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TABLE 19 • t • ' • 1 ,. ·, 

'Sample Pesearch Proposal Profile 
;; . ,t ,.,1 ·��_:: \' 

Profile Variable ID 
�lumrers and Descriptors 

1. 'Need

2. 'Feasibility

3. 

4. 

s. 

Cost benefit

Quality of writing

Originality

Judges' Overall Fating 
(repeated.rankings not 
allowed) 

Possibility of generating ' 
outside funding 

Poaaitility of leading to 
publi1hable journal re1earch 

Weak 
l 2

'). 

3 

.Average;, 
4 5 '. 6 

., '

·7

Streng 
8 9 

........... -..... ·.·� ...... • ....• ; ..... e 

• •••••••••••••• 4
: i 

• .....•.•. •. �-. ,�, ... �1/ •••• � �\·:e 
.'I . . '• :'., 

Pank Profile fro� 1st (strongest) to 32nd 
(weakest) 

,/ .. 

• 'l'h• Ht of 32 profilH WH then aul;mittod to Heh •of tour 111e11,bers of a

hypothetical propoaal funding c0111mittH, • 'l'he judgH were required to 
independently rank their aet o! profiled trpm ttrongeat (ltt) to w•akest 
( 32nd) buod on th• profile deacriptor value•, 'l'hia rinking hid to J-e 
accomplitthod fiut fc,r the poadbility th1t the propoHd rHeerch would lea 
to out•i�e funding, and ••condly, tor the poe1ibility• th; propo1ed research 
would generate journal publication, 'l'h• ranking• tor uch ot the criterion 
vari11hle1 thould be carried out at 1eparate tim•• in ord•r to mini�ize halo 
et'fect. 'l'ie" ranking• won not 1llowed tor any r,arUc\.ilar criterion vuiabl., 

·���.. ��'-
'l'able• 20 end 21 ahow mHn11, 1tandard deviation, and intercorrclations of• 

the five aimulate(I profile varial,le11, 'l'he dmulatec proUlH appear to l:e 
quite good with consistent mean•, atandard deviation,, and low 
intercorrelations retw�en the profile veriab1ea, 
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TABLE 20 
Means anc Standard Deviations (N • 32) 

Standard 
Variable Mean Deviation 

1 6.25 2.54 
2 5.69 2.76 
3 5.34 2.73 
4 5.72 3.15 
5 5.25 2.80 

TABLE 21 
Intercorrelationa of the Profile Variables 

',., Feaeuch 1-ropoul Pr'1file Variat,lH 

l 2 3 4 s 

l 1.00 -.28 -,23 •,24 .23 

2 -,28 1.00 -.03 -.1� •,13 

3 -.23 -.03 1.00 .09 -,06 

4 -.24 -.19 ,09 1,00 .01 

!i ,23 -.13 -,06 ,0l 1,00 

The aet of two criterion variatle ranking• and the five profile 
variable• �ere then eubject�a to canonical correlation ana1yai• for each 
judge. The canonical correlation• for this analysis are displayed in Table 22, 
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i
r'.,�,, ::,, 1","), j;,,, 

. ; ,, . . • , • 'l'J\BLE ·�2 , , ·, �,., .. ,,,, 
Canonical 'Correla'tions' 'Between the Pan king and Profile 

• • Variatle Sets by Juage 

Judge Number 
Canonicai R 

1st 2nd 

1 .959 .272 
2 .6SS .s,a 

3 .916 .367 
4 .915 • .32S 

In each case the first canonical correlation is very strong while the second 
is comparatively weak. We therefore proceeded with the simplified c-vA� 
procedure. 'l'he first canonical function for the criterion variable set was 
used to produce a single canonical voriat,le tor eoch judge. 'l'he original 
of two criterion variable rankings was 'replaced by the •in9le canonical 
voriable. ,.,,. ·' ·•'·1 ' •• ,,._,,_,,, ,;•, 

The modified dota wer• -then anolyzed by mean• of the uAN 
procedure which eomputu .a re9re11ion •quation for each ;jucl9e 1nd then 
hierarchicdly cluatori tho 'judge• baaed ·o'n the homo9eneity ot thf>ir 
prediction equation,, i 9onoral idea of which jud9e1 will elu1ter together 
can to determined l'ly looking at 'l'11'h ,3 tihi_ch •howl the intercorrelations o 
the juc!9e1. 

1 
2 
3 
4 

'l'AllLL 23 
Intereorrelation1 of Judge'• P1tin91 

1 

1.00 
.4€ 
.39 
.49 

2 

.4Ei 
1.00 

,95 

,94 
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3 

,39 

,95 
1.00 
.ss 

,49 
.94 
,95 

1.00 



,.. 

stages of the JAN process are disp�ayed,in Table 24. 

TAliLE 24 
Stages of the JAN Procedure for the Four Judges 

,ge Judges System p2 Total System �2 Drop 

1, 2, 3, 4 .8507 
2 (2, 4), 1, 3 .8497 .0011 

(2, 3, 4), 1 .8472 .0035 
4 (1, 2, 3, 4) .6864 .1643 

ing an !_ priori criterion ot an J!2 drop of .os or DlOre as indicating a 
parture from linearity, the clustering of judges is easily determined, The 
op in overall system �2 for stages one through three are of little 
nsequence, Judges which cluster together are indicated by parentheses. The 
drop from stage 3 to 4 is,considerably larger than the ,OS criterion and 

dicates a substantial loss of predictive efficiency, We therefore conclude 
at two policies �ere present in the c0111D1ittee, Judge l has Policy I while 
,dgee 2, 3 and 4 have Policy II, 

To explain the two policies, all possible subsets regression �•s used, A 
,ugh idea of the profile variables the judges were attending to while making 
,eir ranking can l-,e gained from Tal:,le 25, 

Judge 

l 

'l'ABL! 25 

Correlation• Between Judge• and 
Pe1earch rroposal Profile Variables 

Fesearch 

2 3 

Proposal Variablea 

4 � 

l -.4f ,27 -.11 -.60 -.4e 
2 ,08 -,13 -.75 -.31 -,2(. 
3 -.13 -.24 -.75 -.26 -.26 
4 .04 -.17 -,72 -.33 -,29 

l'o explain Folicy I, the use of Table 26 is required. Table 26 indicates all

�ossihle combinations of profile variables ordered ry their P 2 values for
precicting the canonical variarles of Judg� 1. 
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�A�tit%'r�u: \� ,v�••:• ,, ,,)d.: 

Fesults from All Possible fubsets 
F�gre�'sion for, thf: Single -::i,ll,dge C.l uster (Judge l)

t; • 

, .. -M••e-·Profile Variables in Equation· 

1'.:,r;t, ,i 1, 2, 3; 4, 
1, 3, 4, 5 
1, 2, 4, 5 
1, ti, 5 
1, 2, 3, 4 

. 1, 3, 4
1, 2, 4 
1, 4 
2, 3, 4, 5 
2, 4, S 
3, 4, S 
4, S ,, . ;;,·, 
1,. 2, ,· 3, 5 
l 3 '5' 

2; , 3; '· 4 
2, 4 , I 

1, 2, :s 
3, 4 
4 
1, s 

.1, 2, 3 
l, 3 
2, 3, 5

2, 5 
1, 2 
3, 5 
1 
5 
2, 3 
2 
3 

5 

: \� ·1 

',: ... , .. 
;, '!l 1 

·,; r �. , Lt 
"'V ' , ft') 

' ' 

, I 

\. 

� ;� 

.,, < 
.,• 

·FSC 

.919 

.909 

.874 

.8Ee 

.817 

.810 

. 775 
• 771
,564
.577
,574
,567
,420
.411 
,390 
,387 
,'37,. 
,36€ 
,362 
,358 

. ,,293 
,278 
,272 
,255 

, 241? 
,229 
,22(: 
,211 
,082 
,072 
,012 

We agllin look for o jum1, in r2 using the a priori , 05 criterion, 'lhis jump 
occure when going trom the equntion with varia�lee 1, 4 and 5 to the equation 
with varhl·lcs 1, 2, 3, encl 4, Judg41 l wa11 atteridin11i to vuialles 1, 4 ancl 
S, ;;we can ale� see that major emphasis was placed on varia�le 4, In other 
words, tl>e Policy I j1.c'9e \.Slil primarily considN ing neE;d, quality of �.riting, 
end, originality while ranking the proposals anc.' eMentially ignoring 
feaei�ility anc cost tenetit. 
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,--r q 
;J<,,;,\ :';') tf;l i, �� 1

l'olicy· :i:I can be' explained in a similar manner using'''l'able'' ,,;. 
'l'able �7 shows the all 'pois'sible subaeta regreBBion tor Judges 2, 3 •ani3 4 ,1� 

bined aa a 11ingle c!ata set.' ·, • , r �-,;,.,,'!,·k•:f 
.1 

'l'AliU. 27 
Pesults from All Possible Subsets 

Feiression·for the 'l'hree Judge Clu&ter (Jucgea �, 3, 4) 

Profile Variab�ea in Equation RSti 

l, 2, 3, 4, 5 ,824 

2, 3,· 4, 5 .790 
l, 2, 3, 4 . 729 
1, 2, 3, 5 .716 

2, 3, 5 .709 
1, 3,· 4, s .708 
3, 4, 5 ,702 
2, 3, 4 ,667 
1, 3, � ,649 
3, 5 ,648 
1, �, 4 ,624 
1, 2, 3 ,612 
3, 4 ,603 
2, 3 .588 
1, 3 ,554 
3 ,547 
1, 2, 4, !, ,240 
2, 4, 5 ,239 
1, ,, 5 ,1C7 
4, 5 ,162 
1, 2, 4 ,155 
2, 4 ,149 
1, 2, 5 ,129 
2, 5 ,120 
1, 5 .oss 

1, 4 ,090 
4 ,090 
5 ,073 
1, 2 ,034 
2 ,033 
1 ,007 
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, . , . . a m:9 or ump 'i� 1i occurs when going from variables
t'4!b:'11t�'<.<t ane:.4/:'\lt :J,a.obviou6.that,variable 3 was of maJ' .;i._,r�'f):'"l�! ::-..ii:,.. .. ,.,. v ,,�. • .. ,, •• .1 c-: ... �.,, J,,i,110,•-.t.r�--.� -:, •• ,. , ... """ • • -� 4J, ,i,, '->'> or 

mpor_ �P.�� . �J:�1i.s,�f�� •• �,licyi,l} .�u-?.ge!'..J we:!J,;f.t\!ndi_ng,.1=0 ,feasibility, cos 
enefit/\q ).ty'of writing and origir,ality with a pr.imary,emphaais on cost , 

benet'rt.;Hie"iirikin9"'t:lie' proposal profilell. Need· w�s iiot viewed ae • -�. 
It is interesting to note that neither of the polic:1-· groups 
all the profile variables•� 1 l." \ :' 

3 . .. ,� .. ·'.,-),•:·,tu'• � :.1 .• "'ri;1i .(L. / ,-··1 i·;.'¾•{ 

Al though; JAN_ and C-;JAt. _are ,u11�ful ,fll]C innov11ti v� p:r�ct;ci':'re11, they cc, have 
" some general problems. As with any statistical procedure, it would oftentimes·· 

be advisable to validate the results by use of split sa�pl6 techniques or 
"replication",' Since the JAN procedure·ia based on regression, it suffers fron;· 
the same p;roblen,s encountered -"11th regreesion. ·.: For te>car.1Plti, . .:.�, n,ust ,bave a 
sufficient ratio of profiles to profile variables to avoid overfit which 
~results '"in"'ii,flateClind 'unstable f,2s. tincte 'JAN clusten ·on. the 1:asis of 
homogeneity .of prediction equations, multicollinearity of the· prof.ile 
variables us _also a se:r:ious p:r:ot.leDl. High multicollin�#!Zity' will lead to 
questionabl.e clustering results and make the. interprf;!tation of the captured 
policies quite difficult. f!owevei·, if utilized prop'er'iy, JAN and• c-Jan are 
prondsing .tools for evaluation methodologists to be used as «1dditional 
techniques �n. decision-making and policy-capturing sit._uat�ons_.

r • 

•· 
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