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ABSTRACT 

Hulttple linear regresston may be WJed to determine whether an independent 
·'..i,, ,, ;,, ' t ·r' • 'f.,:f(:?'-

varta ble of interest has a difftrential effect on two or mo;e depende�t
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variable., The lnittal etep tnvolves the separate standardlzatiori"'ot<eact/i i 
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dependent viarlable, The vduee of. the etand.rdized dependent :•iv ' "·' • 
,. ,, ·�"/ '/:" "{ ··tf,.'<:;t'.:\ ';,,.t�\-�-.�J\i{ ,; 

pooled and treated for purpoeea of,·; tbe ,,analyeia ,,ae .teo' " >:,:;: ;; :: � :�-'��t�.�,��,-�ff/:: i?�:u,:_;:�?\!;'.'"}\�:::.?.�!if • 
tiependent vu1able, A wt thin 1ubject1 • 1.ndependent: 1 variabl. 
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independent variable of intereet • 11 'the . between '; groups ;,:factor .•end 1'.:�he., . 
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lnrtependent variable which dhtinguiahe11. the .. dependent variable• ia the',withtn, 
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111Jbject1 factor, The teet of the intero1ct1on ot these two factors provide■ ,a, 
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11tatl11t1c"1 '1etermin1t1on of whether the indepentient variable of interest has
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A proble111 w! have encounted ,1;>0 seveT.'al occassions .cao be dealt with eastli:
by using an .. interesting "twist" .on multiple linear regression pr.oceciures, . 'rl¼_�ti: .. 

r ., , 

proble111 involves the .deter1Dination of whether a gtven independent variable has 

different effects on several dependent 111easures. For exa111ple, 1Dost recently� 

we were asked to deter111ine tf the dosage of a gtven drug admtntstered to 

animals injected with tu111or cells had different effects on tumor size and body 

weight, To 111ake this deter111inatton, we separately stanciardtzeti each of the 

two dependent variables, tu1Dor size and bociy weight, pooteti these stanciardtzed 

values, and treated the two stanciardized variables &A if they constituted oi;ie 

dependent measure. The .two ata.ndartiized dependent variables were distinguished 

via a within subjects, independent variable (called Outcome Measure), which,?� 

created for the purpose. Thia within subjects, independent variable had two 

levda which denoted the two standardized dependent var1a�l�s 1 . respecti-:,.ety. 

A split-plot ana1ya1.a of variance (ANOVA) was performe,:l and" the teat of ,t 
: 

' '  • •  ",'""'• ·: -, < ,J..,,},«4,;. 

Dosage X Outcome Measure tnteractfon pr�vidP.d a ,simple, t�!'�w o�1W.h,!!ther . D� 

had differl'lnt .effecta on. t;he, �lofO. outcome. me11.11ur��•, tu,,,(!.Ji,�\l�� ;,an�,,,.�ody weig 
'"·'," ·J'.t ,' 

The procedure can be 

11th1uhte "aotuttona" for 

1t•i J�; ,(ibJ�:..-'H({ilf\tl-�-
• ,,;\:,,,'.':,·,;?<: 

PROCEDURE •. ·•. ·· / ,,
,:.· ··:·:•c:1;:;J'4,,;\, 

·.;,f:r\(·i},.
1 Uustrate.

f
,\with'; a -�e'f , o 

I'' ·,';t\?J\·:,·.,�-:,.,\".<tY>i;�\:•,'.i' �)tii,f/t·
diacuas:l.on . purpose11 ;,at 4:a •i� 

' 
'' \,•·'i;,;,;_:1 

R•gte1111ion Specia'L .Interut Group. 1 ,s�_a.•J!>.n JI.eJ�!l!\i:',�:J.9�6)-,t": .. ��i'.r�PP,end�lf.- • ,' : , ,; .\::\�1:?•:,(}t;!\il�t{f ;, 1 ,:
Data wer11 1enerated for n �- , 30, hypoth��!�al.,i,1,sub.J,e.s;�.f..i��J(UY� ?,ont�, 

'' 
,y ,.,,/ ,,,',' ,.,:t�-.i'.{1), .�i , 

vulablu (Y, X, 1J, V and W) and three d�111mv v�dab,,l,es ,.(D��i:D,� 1�nd 03) • ;, 

the put'poae of illuetr11ting the p_rocedure,,tjle.,ftve,conAiA�Pu� .variables,?�

reguded as dependl'lnt var tables, 
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sta\idardtzed i'var1.!tbles vere· subsequently treated for pu�oses of the"·an~alysts 

al1'repre'se�ftrig'orie dependent variable. 1 The "five variables were distinguished 

by 1loti�ide'rfoi each variable as if it represented one level of an -artificially

created "fndeperident:variable, Outco111e Measure. 

The three dummy variables,· t>l, D2, and D3, were treated as if ·they 

represented one independent variable called Treat111ent with levels represented 

by ··the· binary code expressed by the three du111111ies. • Using this procedure the' 

ind'ependent 'variable· was found to have four. levels represented by the binary 

cod�·s;'il'000,1 ?, 010, ,, 100;' 'arid 111 ;'. Thu'111, the four levels of the Treatment 

iriilep�ndent 'variable'''were 'b, \•2,' 4�' and 8,' 

"' 'A '4 X 5 split..:plot analysis of vutance with one between s11h 1ects variable 

(Treatment with' four levels, 0, 2, 4, ariii 8) and one within subjects variable 

(Outcorae Measure with five levels, Y, X, U, V, 11nd W) wa11 perforrae,t on the 

dniulated •• data, Treatment J repreaentert the independent vari4ble of interest 

11nd Outcoaie Measure repruented the tnrtependent variable uaed to distinguillh 

the ftve 1tandardtzed dependent var111blea, 

RESULTS 

The ruult1 1howed t lignitic,1nt Treatment X Outcome Meuure interaction,· 

indtc,1ttng that Tre11t111ent. hilrt different effect• on the different outcome 

muauru, F(12,104) • 2,211 p • 0,0448. !litnp1.a tnteractfon effecu· teats 

1nowed th11t the effect or Treatment on the dependent vsriable W di.ffered 

1ignificantly frora the effecta of Treatment on the other four· dependent 

v11riables, Y, X, U, 11nd V, and that the effects of Treatment on the four 
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dependent varillb1ea,.Y, X, U, and V, did not differ signtficantlv, A gr.aph of 

the relation11hip • between"J Treat111ent And the five dependent variables ts 

presenteii tn Figure 1, . which shows that variable W decreased from Treatment 

level Oto level 2 to level 4 and remained fatrtv stable fr.0111 level 4 to level 

8. Variables Y, X, U, and V decreased from level Oto level 2, increased from

level 2 to level 4 to level 8,
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Figure 1 

1,S + 

The results 1howe'1 that the'•, independent:· variable;·. rTreatment; hlld • 

stgntfiCAntlv itifferent effects on•the five dependent variables, Y, X, U, V,  

and W. To give s11bstancf! to this -example, suppose that the Treatment
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independent variable with four levels represented the dosage of some drug a'uch ,. 

as ethanol, epinepherine, streptoldnease, etc. and that ,the four dosages . wEire'. 

0,, 2;-f4, and 8 units. Further suppose that the five dependent variable� .we're 

as follows: Y, systolic blood pressure; X, diastolic blood pressures;\,U, 

pulsatility indeiq V, :ejection fractlon; and W, heart rate. The research: 

hypothesis, then, would state that drug dosage has a differential effect/��. 

the five dependent variables, and the null hy-pothesis would be Ho'='

cr 2(interact1.on) • cr2 (error). Our results, then, showed that the effect of

drug dosage on heart rate differed significantly fro111 the effects of dosage on 

systolic and diastolic blood pressure, pulsatilitv tnder, and ejection 

fraction but that the effects of dosage on systolic and diastolic blood 

pressure, pulsatility index, and ejection fraction did not differ significantly 

from one another. 

Th� test for aper1city ahould be employed with this teat to determine if 

the computed F 1tatiatic1 tollow the F dtatributton, and an appropriate 

adjustment ahould be erap\oved tf the apertctty a1&um1>tton ii vfotated (Kirlt; 

1982), Although the teats tor apertcity should be eo11>loyed routinalv wtth any 

spl1t-plot ANOVA, the teat would 11eem to be of par.ticular iraport11nc111 tn the 

pruent context gtven that 11evera1 dependant varh,blea ,1re 1epar11tc,ly 

11t11nd11t•dized &l'ld auhaequently treated III con11t1.tuttnR a 111.nglfl dependent 

variable, 

The reader wlll ,wtouhtedly nottca the atmUarttv between the procedure 

outlined here 11n,t the more com111onlv ltnolffl proUle an.tlv•h (Morriaon, 1967), 

The difference 1n empf11111ts and orient11t ton between th111 procedure anri profile 

•nalylia, however, wni1ld seem to w11rr11nt aeparate consideration of thEI

procedure deacr.l�eri here, Profile analysis focuses on the compartson of.
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profiles of. mean� '.oi•;�everal variables for two or more groups. The typical 
�:�./J 

exa111ple involves ·the comparison of profiles of means on psychological tests in 

a test battery for groups of patients with '1ifferent psychiatric diagnoses. 

The typical graphic representation depicts 
' ' '! • ., ' � ' ·: ' 

' 
a profile of test (dependent 

variable) means plotted separately for each group. The procedure outlined 

here, on the other hand, involves the co111parison of the effects of an 

independent variable on several dependent variables, with a graphic represen

Ution that depicts the effect of the independent variable on each dependent 
: '.-•:_ ','.,:.,,t !1fn.·_1\, 

variable separately (see Figure 1). 

The procedure outlined here can be extendert to desi,gns with 111'?re than one 
•' l/ 

between group11, independent variable and can be used to determine if a within 

subjects independent variable has a differential effect on 

variables. In either case, the several dependent variables 

truted aa constituting II single dependent vari�ble, and .dist:t�guished by ,
. . 

· .�:·.'. .! , -�} .. • · -1·;·,,1\iti✓il{\•i: : •,: .• 
levela of a within· aubjects independent variab.le cr.eat.e4 

! ., . .:', . . ',' '.' •. }., ,,�:.:·: .. <\:�:;.;The interacUon of thiil fcr.eated, withiii�aubje�t• 
• i!i,�,"�;f:(:}; (�;i,l�I! r,,t;, ·;'.'.,,ft*�·.

independent va rlable'iof '•)�tereat wtii •: in
:AS:;� ;t►f&�,::·j�"),((;· ;� . .• .. ·,> ·:·· :/·.;:.};·:variable 1141 a differential 'effect on 
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