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ABSTRACT

The data are analvud wtth.

statistical determination of whether the 1ndependgnt yariable of 1nteteat hgs: o
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a dlfferantial effect on the two or more dependent variablea._;n':’?" |

134



A problem we have encounted .0n several .occassions cao be dealt with easlly

4 b
LT

by,uaiqg gnqintergsting "twist” on multiple linear regreae;on procedures. nTE§¢
problem involves the .determination of whether a given independent variable hgéq_“
different effects on several dependent measures. For example, most recentiy{;
we were asked to determine {f the dosage of a given drug admintistered to
animals 1ﬁjected with tumdr cells had different effects on tumor size and bodf
weight, . To make this determination, we separately standardized each of the
two dependent variables, tumor size and body weight, pooled these standardtzeq
values, and treated the two standardized variables as if they constituted one
dependent measure., The two atandardized dependent variables were distinguished

.....

via a within subjects, independent variable (called Outcome Measure), whicpigg'g;

created for the purpose. Thia within subjects, independent variable had téo

levela which denoted the two standardized dependent variables,.respectively.

stimulate "solutions" for dilcuastonfnpurpoeeﬂr at
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«a 2

ragarded as dependent variables. .aEaéhwaasrﬂatan§grd}z§g,ﬁyaqd‘
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atandardized’vnrtables‘were subeequeutly treated for putpoeee of the analyeis
:aa representtng ‘oue "dependent ‘variable.  The five vatiablee were diatinguished
by " considering each variable as {f 1t repreeented one level of an arttficially

created 1ndependent variable, Outcome Measure. -~ = - - 1% f<r%q“‘“b

o TR .yf‘@ﬂ e

""" The ' three dummy variables, ‘D1, D2, ‘and D3, were treated aa- if thé}‘
repreeented one independent variable called Treatment with levela represented
by'the ‘binary code expressed by the three dummies. Using this procedure thei
-iﬁdbﬁéﬂhght”variabld'ais'frund*to have four levels represented by the binary
éa&é&:wwbbo 010, 100 k and 1110 ‘Thuh,”'thé' four ‘levels of the Treatment
':tndependent variable ‘were 0 “2 4 and 8. R R S ey
. o “ Yoy f“ : e ,rs:,‘:{m;“ i ‘ e L S et e

"A4X 5 iplit;pidt'anaiyéie of vartance with one between suhjects variable
(Treatment ‘with four levels, 0, 2, 4, ani 8) and one within subjects variable
(Outcome ‘Measure with five levels, Y, X, U, V, and W) waa performed on ‘the
simulated ‘data.” Treatment ‘represented the independent variable of 1ntérdsr
and Outcoﬁe ﬁeasure reprasented the independent variahle used to dietingufah
the ftve standardized dependent variables,

[}

RESULTS S e

.Thc resulte showed s significant Treatment X Outcome Measure interaction,
indicating that Treatment had different effecta on the different: outcome
measures, P(12,104) = 2.21; p = 0.0448. Siople 1interaction effects tests
showed that the aeffect of Treatment on the dependent variable W -differed -
significantly fron the effecta of Treatment on the other four' dependent

variables, Y, X, U, and V, and that the effects of Treatment on the four
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dependent variables;af;cx, U;'and v, did ﬁot differ significantly, A graph bf 
the relationship between*ﬁTreatment and “the ‘“five dependent variables :1;}
presented in Figure l,gwhich.éhowa-that variable W decreased from Treatmehfi
level O to level 2 to level ‘4 and remained fairly stable from level 4 to level:
8. Variables Y, X,:U, an§~V decreased from level 0 to level 2, increased from

level 2 to level 4 to level 8, .
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The results @ehowed that-“the%"iﬁdepehdené” variabié,
Y .

significaatly different effects on the ‘five dependent vartébles, Y, x.'u;iv,

and W. To glve substance to this :example, suppose that the Treatment
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T"Tindependent variable ‘with foﬁr Ievela représented theydoaage .of some dfugf_uch
ag ethanol, epinepherine, ‘streptokinease, etc. ‘and ‘that the four dosages.werg,
0, 2,%4, and ‘8 units. Purther suppose that the five dependent variables”wgré;
as :follows: Y, saystolic blood pressure; X, dlastolic blood preseuréggggﬁ,‘

pulsatility 1index; V, ‘ejection fractfon; .and W, heart rate. The -régég}éhé

hypothesis, then, would state that drug dosage has a differential effect

the five dependent. yariables,' and the null hypothesis would bhe Hoi%ff'
02(1nteraction)-- oz(error). Our results, then, showed that the effectfsff
drug dosage on'héart”rate differed significantly from the effects of dosaééiénﬂ
afstolic ‘and  diastolic hlood preééure, “pulsatility {ndex, and ejectioﬁi‘
fraction but  that the “effects “of dosage on systolic and dlastolic Bloqaﬂ
pressure, pulsatility index, and ejection fraction did hot differ significantiy '

from one another.

‘The - test for apericity shou}d bé employed with this test to detevmina‘if.
the computed F atatistics !oilo# thé= ? “dtntrtbutton, and an approprtatei-
ad juatment should be employed 1f the spericity annumﬁtion is violated (Kirkf“
"1982).‘ Although the teltn for spericity ahould be employed routinalv with any
apilt-plot ANOVA, the teat would meem to be of particular importance {n the
prﬁaent 'cdntext gtvan - that aeveral dependant variables are separately
atandardized and nusaequently ' treated ‘as consatituting a single dependent

variabdle,

Tha raeader will undoubtadly notice the similarity between the procedure
outlined here ani the more commonly known profile analyais (Morrison, 1967).
The difference in emphasais and orientation between this procedure and profile
analysis, however, would seem to warrant separate consideration of the
procedure deacrihed here. Profile analysis focuses on the comparteon of .
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profiles of meane of aevetal variables for two or more groups. The typical_

example involvea the compariaon of profilea of means on paychological tests in

H

a teat batterv for groups of patienta with different psychiatric diagnoaea;

The typical graphic representation depicts a profile of test (dependent

T

variable) means plotted separately for each group. The procedure outlined

L

here, on the other hand involvea the comparison of the effects of an

independent variable on aeveral dependent variablea, with a graphic -represen-—
s N .

tation that depicta the effect of the independent variable on each dependent

QAT ) LA XT LR

varisble aeparately'(aee Figure .

The procedure outlined here can be extended to deaigna with ‘more than one‘.
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between groups, independent variable and can be uaed to determine if a within“

- ,.‘:‘,(g') AL :,

.

subjects independent variable has a differential effect on several dependent

g «u!

levela of a, within aubjecta independentZVariable
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Appendix A,

W' ppe D2 vp3

4L 0 1 L0
6 1 o .0
49 0 1 0
46 0 0 0
.31 62 1 1 1
50 53 1 0 0
54 67 1 1 1
74 44 1 1 1
59 63 1 1 1
52 44 1 0 0
83 63 0 1 0
84 62 1 0 0
58 33 0 0 0
55 49 1 0 0
51 36 0 1 0
47 47 0 1 0
58 55 1 0 0
40 70 1 1 1
58 50 0 0 0
46 53 1 0 0

50 3 0 0 0 {

61 47 0 0 0
0 1 0

0 1 0

1 1 1

11 1

R 1
.0 1 0
1 : 1
1
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