
MULTl,LI LINIAII IIEOIIIHION VIIWPOINTI 
YOWMI ti, NUMIIII 1, a,111NO 1N8 

Predicting Statistics Achievement: 

A Prototypical Regression Analysis 

Rodney J. PresleV and Carl Huberty

University of Georgia 

The purposes of the current study are: (a) to demonstrate a 

iable approach to the conduct of a multiple regression/correla­

ion analysis; and (b) to illustrate the approach in the context 

f predicting achievement in an introductory statistical methods 

ourse. The analysis is proposed as being appropriate if the 

asic intent of a study 1s th�t of rr�d1ct1on as opposed to that 

f ex£1anat1on. That is, the intent is to arrive at a model for 

redicting a criterion in as efficient a manner as the data on 

No model, causal or otherwise, 1s being pos�ted 

verified. 
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There are five dimensions of the suggested approach: I) 

designing the study; 2) examining the data; 3) searching for an 

efficient prediction model; 4) using regression diagnostics; and 

5) assessi�g the model(s}. Each dimension of the study is

presented in sections'below; each of which ·includes an 

application in the context of predicting statistics achievement. 

[This list does not necessarily Imply a ·se·quen'tial step-by-step 

analysis,] 

An effective model for predicting statistics achievement may 

be useful in addressing three questions related to instruction 

and curriculum: 1) Can a fairly accurate rule be determined for 

predicting achievement in introductory statistics courses? 

2) How effective are easily obtained �ra�uate-level student test

scores ·fn predicting "high-achievers"? 3) In p�edfctfng "low-

achievers"? Having some knowledge of predicted achievement

----------

A special thanks is extended to Stephen Olejnik, David Payne, 
and John Stauffer (at The University of Georgia} for their 
cooperation in this study, 

37 



may be helpful in an obvious way to instructors. Furthermore, 
, . • ,  ••. t, ,,,, ·. ; 1 ,• 

' .' 

having rules for accuratelj �r�dicting high an� low achievers 

would possibly s�ggest efther a spec�al "advanced" section or· 

some remedial pre-c�urse experience. 
' . " 1 'i .1,. ] ,i\ ;,, (1 

, , � , , Previous st�dies p�editilng achle�ement in introductory sta-
, ' j ,' � . • ,. I ' \, ' /t. \ 'f ')\ !} ' ';• •,: ' • ', '' > '. tistics courses have varied in predictor models used and in 

subject sample�charact��istic�.� ��e�icto� variable domai�s 

employed in previous studies include computation skills, 

mathematics symbolism, previous mathematical experience, logical 

thinking, attitudes, ·anxiety,· self°appraisal, impulsiveness, 
' ' ' < '\ ') \ .,,·1 ' \' .• • ' 

arithmetic/mathemitics achie�ement; and other biographical 

characteristics (e.g. gender,"'age,' c61l�g�
0

major). Such 

predictor domains and others 'may be found in the studies by 

Bending and Hughes (1954), Bledsoe and Per�ins (1976), Elmore and 

Vasu (1980), Feij (1976), Feinberg and Halperin (1978), Harvey, 

Plake, and Wlsi (1985), and Pruzek (1964). The size of the 
, 

sample studied and the academic level of the students fn the 

sample varied somewhat in these studies. For example, Bending 

and Hughes employed 71 undergraduate level students, whfle Elmor� 

and Vasu (N•188) and Pruzek (N•112) employed graduate students; 

Feinberg and Halperin employed undergraduate (209) as well as 

graduate (94) level students, while Harvey et al. (1985) employed 

47 and 41 undergraduate and graduate level, students,

respectively. 

As might be expected most of the studies reviewed used a 
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tiltiple regression/correlation analysts. Typically, squared 
·�:(/ ·:i '""' ('( 't 1 l,;-J:� ' : ,- ,: �,/�' 1;,;. ,, �}�f '1 J 1/ �) ;, - ,: � 't ;, �· • i 

�jultiple correlation coefficients were reported (along with some 
,,\',,) ;, �hl ',' ,:, 'i{ n \ 'l '', I,\' • • 

iype of "variable selection" results and some kind of regression 

weights). The percent of variance shared between statistics 

ac�ievement and one or more variables (from predictor variable 

domains as listed above) has generally been in the range of 30 to 

45 ( based on unadJ.usted squared multiple correlation 

coefficients). 

Q�i1�n1n3 !�� 2!��t 

In conducting a multiple regression/correlation study one 

must clearly define the, population for ,which t,he prediction model 

is intended, select a meaningful criterion, and select a useful 
•· '1 

•� ,' { ' /; ' \� '• '• ·.' 
" 1 l, 

set of predictors,

���J.�.£H 

The target population of interest in this study is graduate 

students enrolled 1n the Introductory statistical methods course, 

Students In eight sections of an introductory statistical methods 

course offered in The University of Georgia College of Education 

served as the experimental units, The first class enrolled in 

Summer Quarter 1984 and ·the last in Fall Quarter 1986, Most of 

the students were 1n College of Education graduate degree pro­

grams. [It ts the opinion of the junior author, who has taught 

this course for several years, that these classes are 

representative of previous and subsequent classes 1n the same 

course.] Students in six of the classes (five of which were 

taught by the junior author) were administered equivalent tests 
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and examinations. Students from these classes constituted the 

design sample. ,Students from the two remaining classes 

constituted the �model assessment" sample. 

Some descriptive information on all students who completed 

the course in the eight classes is given in Table 1. Only those 

students who had taken the Graduate Record Examinations prior to 

enrollment were considered in the final analysis. There were 122 

students in the design sample (classes 1-6) and 51 student� in 

the model assessment sample (classes 7 & 8). 

Criterion 

Since it is difficult to maintain contact with students 

after they complete the. course, we decided to focus on an 

immediate criterion as opposed to an interm.eci'iate or ultimate 

criterion (Crocker & Algina, 1986, p. 225). The immediate 

criterion is end-of-course achievement in the introductory 

statistics class. Specifically the criterion variable, SCORE, is 

defined as a linear composite of Z transformations of the student 

scores on the in-class midterm and final examinations. The 

weights for midterm and final examination are 1.0 and 1.5, 

respectively: SCORE • 1.0 * ZMIDTERM + 1,5 * ZFINALEXAM. The 

raw-to-standard score transformation employed the mean and stan­

dard deviation based on classes 1•6, 

Although four different textbooks (Glass & Hopkins, 1984; 

Hinkle, Wiersma, & Jurs, 1979; Iman & Conover, 1983i Wright, 

1976) were used with the eight classes, the material covered in 
I 

the course on introductory statistical methods was quite 

comparable across the classes. In classes 1-6 the midterm test 

(35 multiple-choice items) covered graphical and numerical 
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sc:1/nil'il'r1�"fo'�"l:da'ta''1cf{slributions:' • In the same six classes,
\• ,,{'.-':'' • • ', ',\:: ":' '. :,"' ·- , - • • < • � • -

the1 �i��1 �i�mlnation (45 m�ltiple-chbice items) covered 

p\.''c/babilil//probability distributions,' estimation, and introduc­

tion to �tatistical testing. (Some test �nd examination items 

�ei�ained lo comput�tion; h�wever, the focus was on concepts and 

high�r-level cognitive performance.) It may be argued that 

instructional performance was fairly c�nstant,·and that the six 

midterm and final examinations had comparable difficulty and 

internal consistency levels, For one administration of the 

midterm, the· mean number of correct responses (total score of 

35) was 21.8 and the Cronbach alpha value was ,84; the respective

values for one adminis'tration of the final examination (total

score of 45) were 27.7 and ,83, In essence ft is assumed that a

common scale of measurement was used for all 'stx midterm

examinations and for a11 six final exa�inations.

Predictors

In selecti�g predictor variables, Pedhazur (1982, p. 138) 

suggests attending to theoretical considerations and previous 

research evidence. There is some empirical evidence (e.g., 

Bledsoe & Perkins, 1976; Drown, 1933( I); Woelke & Leitner, 1980) 

that basic mathematical abilities can contribute to the 

prediction of introductory statistics a�hievement. Educators 

generally believe that previous relevant knowledge and skill will 

affect student achievement in new learning situations. Elmore 

and Vasu (1980) conducted a study examining the relationship 

between several affective variables and achievement in 

statistics. In their review of previous studies they noted that 
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the correlation between statistics achievement and affective 

variables was generally low. Elmor� and Vasu did not co�sfder 

measures of specific arithmetic and algebra skills in their study 

but did report significant correlations between two attitudinal 

variables and statistics ac�ievement. Some type of s�ecific 

arithmetic/algebra skill measures were included in most of the 

studies reviewed by these authors which reported low correlation 

between affective measures and statistics achievement. The 

present authors interpret this as indicating that affective 

variables contribute little to the prediction of statistics 

achievement when measures of specific arithmetic/algebfa skills 

are also included as predictors; Based on previous research and 

instructional considerations, the current au'fho�s decided to 

consider predictor variables designed to measure mathematics/ 

algebra achievement or skill level in preference to affective 

predictors, 

Various algebra and arithmetic achievemint skills were 

sampled by a locally developed pre-statistics inventory. The 

seven scales of this inventory , the abbreviation as used 

throughout thfs paper, the content areas, and maximum number of

points are listed below: 

1) Sl. Operations wfth integers, common fractions, and

decimal fractions (25 points maximum),

2) S2, Proportions and percents (8 points), 

3) S 3. Squaring and extracting square roots (6 points),

4) S4, Operations with signed numbers (8 points),

5) S 5. Operations with simple formulas and construction 

of simple formulas (8 points), 
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:, ,L 1,r,ei,r,J,;9 r-,a ph.s .. ( 6 points) , and 

,1.,,, 7) S7 ... ,M!,s,c,e,l)}neous - . . "!" ,terms, inequalities, symbolism,

etc . .0 3 ,.p 9j n ts ) . 

The sum of these �even scale scores, .labeled TOTAL (74 points), 

was also considered as a predictor measure. 

In addition to the seven scale scores and TOTAL score, three 

predictor measures werJ obtained from the Graduate Record 

Examinations; the Verbal score (GREV), Quantitative score (GREQ), 

and the product of the Verbal.and Quantitative scores (GREVQ). 

Cohen (1978) has suggested the use of product scores in 

regression models to represent nonadditive or interaction effects 

between two variables, Because many statistics problems are 

presented in narrative form, the present authors believe that 

verbal and quantitative acnievement.. may interact .to effect 

achievement in statistics, It ls interesting to note that in ten 

studies reviewed, the Gradudte Record Examln�tlons scores were 

used as predictor measures only by Elmore & \Jsu (1986) and by 

Noble (1986), These scores are readily available for most 

students, being an admission requirement in many programs, and 

seem a natural choice for predictors with statistics achievement 

as the criterion, The GRE scores were selected because of their 

avatlability and their apparent relevance, 

A matrix of correlations (see Table 2) among the predictors 

and between the predictors and the criterion may be useful in 

screening initially chosen measures. Predictors having near zero 

correlation with the criterion would be suspect as useful 

predictors. For the current study correlations of the predictors 



11th the criterion range from a minimum of r•.20 for GREV to a 

1aximum of r•.50 for GREQ. • Therefore' no potential' pre<fic't'efrsk 
1'1 :.•1'1')

,ere eliminated at this point because of low correlation with' the •Jw 

:riterion. Predictors which correlate highly with one anoth�r \0 

1ay indicate redundancy of information. ,If two such variables 

,re detected one may be eliminated from the analysi� or when 

ogically appropriate the items used to measure the two variables 

1ay be combined, For the current study the highest predictor 

ntercorrelation was between GREV and GREVQ (r•.79). This is not 

surprisingly strong correlation considering that GREVQ is a 

unction of GREV. No other predictor intercorrelation approached, 

his magnitude, Therefore no variables were eliminated at this­

tage because of redundancy. 

Pedhazur (1982, pp. 32-36) discusses the assumptions 

nderlying multiple regression analysis. He describes this 

nalysis technique as robust. Stevens (1984, p, 335) has 

uggested plotting the criterion values as a visual means of as-

esslng approximate normalcy, 
/ ' '. 

Such a plot of the criterion 
i)

' 

easures in this study suggest approximate normalcy (see Figure 

), In addition, Stevens suggests plotting the predictor 
.,.

arlables, not to check for normalcy, but as a visual aid in 

eiectlng outliers In the predictor space.

Examining the Data

Errors in the data may seriously distort efforts at 
H'J''. 

r,diction. Recording of data, transposing the data, and

the data into the computer are all opportunities for 

We used the computer to list the data as they were 
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�isting with the original data. Also, 
' : :· :\'· ',,: ; � '4 ' . , 

• 

1i;ifwe\;ftndJ�t,he use,<ofrfrequency .histograms and stem-and-leaf plots 

of predictor and,c!iierion measures useful in detecting extreme 

T\ialues,which may be errors. In addition, these plots help to 

identify segments of the predictor range which are sparsely 

represented by the data sampled. If the data set ts quite large 

and variables can only assume restricted values, then one may 

write computer statements to isolate all observations with 

variable values out �f the allowed range of values. This 

approach may still allow errors into the data set. The best 

approach, though time" consuming, ts to 11st the data and make 

comparisons to the original observation records, 

, :;[' 1' ! :'. t •'1t'r ' 

Searching for an Efficient ����l
; '' ,): � • ; ' ..'. '

t 

Two questions m,ust be answered before the parameters of a 
)_· ,� . tr ,. r· t ·; 

linear regression model are estimated, First, what ts the 
t,; J\ ' 

optimum number of the available predictors tnat should be 

retained in the model? Secondly, what is the best combination of 

predictors fo� a subset of chosen size? (This brings up a 

related question: How ts one model deemed better than another? 

Cross-validation results may be the ultimate test of the 

appropriateness of a prediction model. The use of a validation 

or assessment sample fn the current study ts discussed later,] 

Three indices of model effectiveness will be examined at this 

time, A better model will account for more of the variability in 

the criterion variable and reduce the error in the predicted 

scores. Since the adjusted R-squared value reflects the 

proportion of variance in the criterion accounted for by the 
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model, one •index of "a good model is the adjusted R-squared value,6 r •••

The higher the adjusted R-squared value the better the model fits 

the sample data. The RSQUARE procedure in SAS (SAS Institute 

Inc., 1985) was used to calculate the adjusted R-squared values 

for all possible combinations of the predictor variables in all 

possible size subsets of the predictor variables. The adjustment 

formula used by SAS is 

adjusted R�squared • 1-(1-R-squared)(n-l)/(n-p) 

,here n is the number of units· sampled and P, is the number of 

iarameters in the model including the intercept.' ,The highest·· 

1djusted R-squared value for each predictor subset'size'may"be ,,,,, 1: 

,lotted against the subset size (see Figure 2). 
, 

,. ! l" ; 

A second index is the Mean-Square Error which is 'equal to ' 

Sum-of-Squares Error)/(n-p). The model with the lowest Mean•' 

quare Error value has mfnimized the error and reflects a good 

it of the model to the sample data. The lowest Mean-Square 

rror for each subset size may be plotted against the subset size 

,ee Figure 3), A third index, Mallows' Cp statistic, is a 

easure of bias in estimating the parameters of the regression 

0del (Chatterjee & Price, 1977, pp. 198-199), A model that fs 

io simple (omits important predictors) may result in biased 

1gression weights and biased prediction, while an overly 

implicated model (including predictors that add little or 

Jthing fn addition to the predictors already fn the model) may 

!SUlt fn large variance both in the regression weights and the

"edicted values (Myers, 1986, pp. 112-114). As Cp exceeds P the
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s
..,
�;iJ!J.itt �on. 'of,,mode L parameters becomes more severe. 

. :\;; ��"�(:��,f{�1�.\�.t;� ':,,. ·:�: �.2 ',\ �' .� • ,' • �
Esp'.,Ei,�'iallY:,1n1,the�use�of-regression ·tor prediction, one wishes to 

•n' ''', ¼':f,:: ,�'"{, f( :,,,, �'. '• 1: ft .�? :•,, !> ,' > ,, ', , 

,/minimize the bias .of estimating the mogel parameters. The values 

of Cp against p may also be plotted (see Figure 4). A good model 

will have a "low" value of Cp and one that is "close" to p. 

These three indices, adjusted R-squared value, Mean Square 

Error, and Mallows' Cp, may be examined simultaneously to 

determine a good subset size. The three indices may not point to 

exactly the same subset size, After simultaneously considering 

the three indices one may decide· to retain two or more predictor 

subset sizes. Examination of Figure 2 reveals that a model with 

three predictors will achieve the largest adjusted R-squared 

value. The smallest Mean-Square Error value is associated with a 

model of three predictors.as can be seen in Figure 3. 

Examination of Figure 4 suggest that a model with more than three 

predictors may be desirable. As the predictor subset size is 

increased t�e value of Cp approaches p. But, at the same time 

the value of adjusted R-square begins to fall and the value of 

Mean-Square Error increases. It should be noted, as often 

happens, that neither of the three stat1st1cs indicates a 

predictor subset size that is greatly superior to others. 

Accordingly, we considered models of five and six predictors. 

[One additional model was considered; TOTAL score along with 

GREV and GREQ constituted the predictors of a third model. This 

model is simple and may reveal the advantages or disadvantages of 

summing the scale scores of the pre-statistics inventory into one 

score.] 

Now that we have decided to look at models of five and six 
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predfctors, we must decfde whfch particular subset of variables 

to use in our model. In the SAS computer printout (see Table 3 

for subset of six predictors) the combinations of variables in 

each subset size are ordered in accordance with the adjusted R­

squared value. One mfght feel compelled to select the best 

combfnation of variables as fndfcated by•the highest adjusted R­

squared value (lowest Mean-Square Error, or Cp value closest to 

p). Examination of the actual values will reveal negligible 

difference fn the adjusted R-squared value for the best and 

second best combinatfon of varfables in each subset size, Since 

the regression procedure capitalizes on sample specific 

relationships one need not feel bound to select the subset of 

,ariables with the highest adjusted R-squared value realizing 

:hat when the difference between the adjusted R-squared.value for 

:he best and second best subsets is negligible, the order of the 

iest and second best set of variables of a given subset size may 

1ery well be reversed when a different sample is examined, With 

his in mind the present authors chose the models retaining the 

ollowfng variables for the ffve and six predictor variables 

odels, respectively; S4, S5, S6, GREV, GREVQ and Sl, S4, S5, S6, 

REV, GREVQ, It was desirable from a substantive viewpoint to 

etaln a variable subset with the GREV and GREVQ variables. 

Using Regression Diagnostics 

Regression diagnostic methodology is relatively new and the 

ury Is still out on the relative usefulness of Indices to detect 

nfluentlal data points and outliers. We restricted our 
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'dH-gnbsJits: to,exami_nation of the influence of !i!!..9.l� data

points; the study of the influence of groups of data points is in 

its infancy, with very little practical guidance having been 

offered--see discussion by Atkinson and by Hoaglin and Kempthorne 

in Chatterjee and Hadi (1986). Also, little guidance has been 

suggested for the simultaneous consideration of predictor 

variable selection and outlier detection. [We selected 

predictors first and diagnosed second with an admission of 

potentially misleading results.] 

In this section we will discuss the practical application of 

some of these techniques. After selecting the variables for 

models of five and six predictors the SAS PROC REG (regression 

procedure) was used to estimate a linear model relating the 

predictors to the criterion. Options were selected to print the 

.actual criterion value and the predicted criterion value for each 

observation, The difference between the predicted value and the 

observed value is the simple residual value. These values were 

examined en masse and individually. 

Assum2tions_Check 

A plot of the residuals against the predicted score may 

reveal model underspecification (omission of important predictor 

variables), violation of the assumption of homogeneity of vari• 

ance, departure from normalcy in the model errors, and extreme or 

suspect data points (Draper & Smith, 1981, pp. 141-147; Myers, 

1986, p. 138). Consider the hypothetical plots in Figure 5. 

With an appropriately fitted linear regression model, the plot 0 1 

the residual values against the predicted scores should look 

similar to plot 1 in Figure 5. A graph such as plot 2 in Figure 
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5 indicates that the variances are not'constant suggesting a need 

for a weighted least squares analysis or a transformation of the 

criterion variable. A graph such as plot 3 in Figure 5 indicates 

an error in analysis; the departure from the fitted equation is 

systematic. This effect can also be caused by incorrectly 

omitting an intercept term in the model. A graph such as plot 4 

in Figure 5 indicates an inadequate model--need for extra terms 

in the model (e.g. squares or crossproducts) or need for a 

transformation on the criterion values before analysis. After 

visually inspecting Figure. 6, the graph of residuals against 

predicted scores for the five variable model, concerns of the 

type just discussed were set aside. 

Q�!ll�!! 

An outlier is defined as an individual observation with a 

relatively large absolute value of residual score. We proceed to 

examine outliers individually. Since any model is an 

approximation of the data, outliers are not uncommon. Outlier 

observations may represent data error or they may be units thd" 

for some reason represent a population different than the 

majority of units in the sample, Outl lers may have some 

characteristic in common that determines a different functlonJ· 

relationship between the predictor and criterion variables for 

them than for the majority of the sample, If this fs so then nne 

can search for the characteristic and determine if it ts an 

important variable that should be included in future predictor 

models. Outliers may have an excessively strong influence on ,�� 

.estimation of regression weights compared to the influence of 
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·'·other data point';;·\lf this is the case the outlier is also an 

influential observation point. Stevens (1984) (and others; e.g. 

Draper & Smith, 1981, p. 169, Weisberg, 1985, pp. 114-125, 

Chaterjee & Hadi, 1986, p, 380) point out that an outlier may or 

may not be an influential observation in determining estimates o 

regression parameters. Conversely, an observation may be 

influential and not be an outlier. We will identify outlier 

observations mindful of their impact on fit of the model to the 

sample data and their influence on estimation of the regression 

parameters. Also, observations which are not outliers but whicr 

are influential will be identified and examined, This will be 

discussed below. For a more technical discussion of regression 

diagnostics per�airiing to outli�rs and influential data points 

see Cook and Weisberg (1982), 

The simple residual, the standardized residual, and the 

studentized residual all are indicators of outliers in the crit 

rlon space, We accept the argument of St,ivens (1984, p. 336) 

that the studentized residual is a more sen�itivc detector of 

outliers. For more discussion on this and alternate names for 

these statistics, see Chatterjee and Hadi (1986), A studentlzr 

residual is referenced to the Student t distribution with N-p-: 

degrees of freedom (Chatterjee & Hadi, 1986 p, 380). As the 

choice of alpha level in hypothesis 'testing is arbitrary, so i' 

the choice of a critical value for studentized residuals. A 

stem-and-leaf plot of residuals may be constructed to identify 

data points which are outliers relative to other data points i 

the sample. 

Observations may be outliers in the predictor space 
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(Stevens, 1984, p. 337) because of extreme values on one or more 
' q· 

predictor measures or because they represent a rare combination 

of predictor values. Such observations will have a relatively 

large diagonal element in the so-called HAT matrix, h sub ii. 

These observations are also called high leverage points. High 

leverage points may or may not be influential. How large is a 

relatively large HAT diagonal element? A critical value of 2p/n 

has been suggested (Chatterjee & Hadi, 1986). For a discussion 

of critical values for influence indicators in general see 

Belsley, Kuh, and Welsh_ (1980}. We prefer to consider the h sub

ii values in context with the values for all observations by 

constructing a stem-and-leaf plot. An example will follow in the 

subsection, Illustration. 

Influence Indicators 

Several indicators of influence are reviewed by ChatterjeP. 

and Hadi (1986). Seven excellent comment "P.Views follow that 

article, There is some confusion about ju$t what is being 

influenced in the influence measure. In addition there are onll 

. rule-of-thumb guidelines for the analyst to use in deciding whP.� 

an influence measure is large enough to warrant concern, In 

• regard to the latter, instead of adopting a rule-of-thumb

critical value a stem-and-leaf plot may be constructed for each

influence indicator. A visual inspection of those plots will

reveal observations with influence indicator values that are

large relative to others in the sample. This approach may be

criticized as being arbitrary, as are the ru�e-of-thumb

�approaches. It is believed that these graphical approaches will
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T�e influence indicators considered here 
-, ', ,! : ,, ' f: : ' 

refle�t influenc� on the E vector of regression weight estimates, 

the variance/covariance of the E vector, or a combination of 

both, and the influence on a single b value estimating a single 

model predictor parameter. 

Cook's D or Cook's distance, sometimes abbreviated D sub i 

and C sub i {Chatterjee & Hadi, 1986, p. 383) measures the change 

in distance between the b vector as estimated with the ith obser­

vation in the model and the b vector as estimated with the ith 

observation removed from the model. It therefore indicates the 

influence of the 1th observation on the parameter estimates of 

all the predictor weights (see comments by Hoaglin in Chatterjee 

and Hadi, 1986). The same information is also provided by 

Welsh's distance, and a modified Cook's distance. Different 

rule-of-thumb critical values are suggested for these influence 

indicators (Chatterjee & Hadl, 1986). Each of these indicators 

should identify influential observations in the same rank order, 

The covariance ratio (CVR) and the Cook-Weisberg statistic 

provide information on the influence of the 1th observation on 

the variability of the parameter estimates of the£ vector 

elements. An index called DFFITS indicates influence on both the 

estimates of the£ vector and the variance/covariance of the 

predictor parameter estimates. 

Finally an observation may have strong influence on only one 

of the b values. This is indicated by an index called DFBETA. 

Plots of DFBETA against observation number are also referred to 

as partial regression leverage plots. 
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The numerous plots referred to above are not all reproduced 

herein. They are easily obtained from popular computer software 

packages such as SAS and SPSS. Regression diagnostics were

conducted for the three models considered in this paper. For 

economy of space, only the diagnostics for the five variable 

model are discussed in detail. At the end of this discussion the 

reader is appraised of which observations we decided to eliminate 

from each model. Other researchers_�xamining the exact same data

and indicators of influence and. outli�r,s may_ rea_ch slightly

different decisions about eliminating observations. Fipally it 
l .• ' , ·:, l.\ { 

'' 

should be noted that observations which are outliers fn the. 
, I '\ ,.1 ' • ' 

predictor space but, which are not excessively influential, may_ 
,._,__ , ... .  , , . 

represent areas in which the sample data are sparse. Such 

observations may prompt the researcher to collect more data.

I 1 lustration 

We turn now to the predictor models studied in the context 

of predicting statistics achievement. Outliers and influential 

data points will be identified for one model (Model 2) and the 

decision to delete or not delete the associated observation will 

be addressed. The three models and their adjusted R-squared 

values are listed below; 

Model SCORE•GREV GREQ TOTAL 

Model 2 SCORE•S4 S5 S6 GREV GREVQ 

Model 3 SCORE•Sl S4 S5 S6 GREV GREVQ 

adj R**2•.2983 

adj R**2•,3138 

adj R**2• ,3093 

The stem-and-leaf plot of the studentized residual 

(RSTUDENT) for Model 2 is given in Figure 7 (each stem-and-leaf 

plot is accompanied with a tabular listing of extreme 
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• ,•, -,, :<i;;�;fi:li.:.:�.:-\i,{�\-.. ,1. • . 

observations' ,,and their values). It is apparent that observation 
i--; ,, .- • • ·- .♦' •,\�e �-·��-= ���, ,(;;.· ,::. ;: ,; ,_ . ::. ' :: � ::. • 

2.1i'��i 1Y6�'11a\;e 'h'igh·: studentized :re-si<lual values relative to the 

sample 
•r '!, ','J:.::'fi • '> / 

Observations 88 and 148 have relatively low studentized

residual values. A small studentized residual value implies that 

the predicted criterion value for that observation is lower than 

the actual criterion value. Of these four observations only 215 

is a relative outlier in the predictor space as indicated by the 

stem�ahd�leaf plot of h sub ii in Figure 8. At this point one 

may wonder if observation 215 is representative of the population 

from which it is believed the sample was drawn. In this study 

specifically, is there something about observation 215 that makes 

this person not reptesentative of students enrolled in 

introductory statistics courses? This question is not addressed 

in this paper. Merely the point is made that regression 

diagnostics may lead the researcher to identify data points which 

have some characteristic different from th� majority of the 

sample. 

We now examine the influence indicators to identify 

observations which have an unusually strong influence on the 

paramaterization of the model. Examination of the stem-and-le� r 

plot of Cook's O (Figure 9) reveals that observation 215 and 176 

are relatively influential in determining the estimates in the 2 

vector. The stem-and-leaf plot for the DFFITS indicator is given 

in Figure 10. This suggests that observation 215 and 176 are 

influential in determining the� vector and/or the variance of 

the estimates in the b vector. Examination of the stem-and-leaf 

plot of COVRATIO (see Figure 11) reveals observation 215 but not 
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176 to be influential in increasing the variance of the� vector. 

In essence observation 215 receives a double indictment for its 

influential role in determining the b vector and its relatively 

strong contribution to lack of fit of the model to the sample 

data. Elimination of these two observation points and 

recalculation of the regression equation should improve the 

predictive accuracy of the model. In addition, the removal of 

observation 215 and to a lesser extent 176 should increase the 

fit of the model to the sample data. 

In examining Figure 9 and Figure 10 the reader may·have 

noticed that observation 144 is relatively.influential in deter�, 

mining the� vector and/or the variance of the� vector. 

However, this observation is not a relative outlier in the 

criterion space or the predictor space. E�amination of stem-and­

leaf plots and frequency histograms of all the model variables 

does not indicate that observation 144 came from a sparse region 

if the data. No further consideration is 91ven to deleting this 

ibservation at this time. 

Plotting OFBETA for each predictor against observation 

number, the so-called partial regression leverage plot, did not 

indicate observations which were excessively influential in 

istfmating the b value for one predictor, 

Observation 215 and 176 were removed from the sample data 

1nd the regression equation for Model 2 was recalculated, The 

1djusted R-squared value rose from .3138 to .3759, an increase of 

1ver 6% explained variance. 

After examining stem-and-leaf plots of the outlier measures 

ind influence indicators for the other two models we decided to 
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215 and 176 from Model 1 and observation 215, 
- ;h 

:.: • .;.: .:: :: : - .�- • :. :. ;; • ::  : : -
. 

••. ·: �-: ' 't w • • • - • •• • 

-116t a�l t-44-::from Mocfel- 3:, ..:.Thecc-hange -in adjusted R-squared for 

Model 1 was from .2983 to .3761 and for Model 3 from .3093 to 

.4047. 

t11�11ifl3 the Mode11s)

Information was gathered from classes 7 and 8 (N=29 and 22, 

respectively) in order to assess the usefulness of the models. 

Because the same criterion was not available for these two 

classes, this assessment differs from the traditional "cross 

validation" study. The instructors in these two classes were 

asked to rank-ordei their students based on performance. The 

regression models were applied to the predictor values for each 

student in these classes to obtain a predicted criterion score. 

These predicted criterion scores were rank-ordered and 

correlated with rankings assigned by each ◄nstructor. Using 

Model 2, the one discussed most extensively in this paper, the 

correlation for class 7 was r•,524 and for class 8 r•,607. Using 

Model ·l and Model 3 the respective correlations were all at least. 

. 60. 

Finally we examined the use of Model 2 to predict high 

achievers who might benefit from accelerated Instruction and low 

achievers who might benefit form remedial instruction. The 

junior author (five classes) plus the instructor of one other 

class 1dentified those students who were judged to have been 

capable to benefit from an accelerated instructional experience 

in statistical methods. The judgments were based on such things 
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as completed work, perceived maturity in quantitative methods,t ' 

work habits, persistence, etc., as well as on test performance. 

The judgments were made not knowing the predicted or actual SCORE 

value for each student. 

Of the 122 design-sample students, 11 were judged to have 

been capable of succeeding -;n an accelerated course. [The junior 

author had taught two such course sequences prior to 1984.] Of 

these 11, nine obtained a predicted SCORE value (via Model 2) 

above +1.75. [The use of a cut-off value of +1.75 was judged 

reasonable, based on the junior author's use of SCORE with many 

other classes.] There was one false-positive, i.e., one student 

was empirically pr�dicted to have been capable but was not judged 

capable by the instructor. And there were two false-negatives. 

[See Table 4,) With a false-positive error judged as being more 

serious, the resulting "hit-rateµ was .82 (9/11). On the othe� 

hand, the hit-rate for predicting those students who might 

benefit from some remedial experience was extremely low (less 

than chance), It appears that Model 2, at least, has reasonable 

predictive validity fn the sense that ft 1s potentially useful 

for Identifying those students who would be capable of benefit ◄ -1 

from an accelerated course experience, whereas model validity 1, 

lacking for predicting remedial-instruction student candidates. 

Discussion 

In general one may question the repre1entativeness of 

students enrolled in introductory statistical methods courses 

offered by the College of Education at The University of Georgi1. 

The mean scores on the Graduate Record Examinations for these 
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s.;w�r.� ,ne�r,t�e,nationaL a.verage. The variability in end-

of-c�urse. achievement-scor.es n-ot- accou�ted for by the models is 

, typical of, if not lower than, that found in other studies with a 

similar purpose. One might hypothesize various factors that 

could account for this remaining variance--e.g., motivation, 

study habits, test taking skills, academic persistance, academic 

maturity, and research experience._ lt ..was.assumed in this study 

that a serious effort was put forth in completing the pre­

statistics inventory, and that the reported GRE scores were 

correct. 

Predictive measures used in the models are readily 

obtainable and all contributed significantly to the obtained 

predictive acuracy. The effectiveness of each model was assesed 

in three ways: (1) an adjusted R-squared value; (2) correlation 

of instructor-judged rank orderings of two assesment classes 

against rank orderings of predicted SCORE; ·nd (3) prediction ot 

those students who might be advised to enroll in an accelerated 

course. The three assessment measures were considered 

"respectable": (1) adjusted R-squared values (after deletion o• 

observations identified as outliers and/or influential) of .J76, 

,376, and ,405 for Models 1 through 3, respectively; (2) rank 

correlations of about ,6: (3) and a ratio of 9 out of 11 student\ 

Judged by instructors as capable of benefiting from an 

accelerated instructional experience correctly Identified. Thus 

of the three questions posed at the outset of the paper 

concerning regression and statistics achievement, the first two 

may be answered in the affirmitive and the lattter negatively for 
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this study. 

.. 
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Table 1 

Gender and Degree Program for Subjects 

Design Sample Assessment Sample 

Class(es) 1-6 7 8 

Gender 

F 87 13 20 

M 35 9 9 

Degree 

Master 87 15 18 

Specialist 7 l 0 

Doctorate 28 6 11 



te 2 

uctor/Criterion Correlations
1 Means, and Standard Deviations 

Sl S2 S3 S4 S5 S6 S7 GREV GREQ GREVQ Mean SD 

1.000 20.7 3.45 

,387 1.000 5.8 2.65 

.569 .335 1.000 3.6 l. 95

,422 .287 .423 1.000 6.7 1. .'.+]

.289 .268 .222 ,339 1,000 6.8 i. 51

,]64 ,204 , 343 .474 .293 1.000 3.3 1.90 

,536 .279 .430 .594 .521 ,576 1.000 9.8 :!,55 

,115 ,048 .142 -.019 -.008 -.086 .027 1.000 516.0 91l,80 

,527 . 307 ,538 ,448 ,267 .520 .541 ,003 1.000 535.2 8:. .10 

) ,488 ,233 .427 .259 .1G8 ,263 .356 ,791 .598 1.000 276200.8 7.!115, 17 

: . 355 , 211 ,)30 , 328 .228 ,417 .378 ,204 ,497 ,472 0.0 :.oa 
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Table 4 

Number of Students Predicted to Benefit from Accelerated Course 

Hodel 2 

Instructor Yes 

Judgment No 

Prediction 

Yes No 

9 2 

1 110 

10 112 

11 

111 

122 

�. Judgments/predictions are for the six design-sample classes. 
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Figur e 2. Plo t o f  adjuste d R 2 aga in � t  s u b s e t s ize .
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Fi£ure 4. Plot of Cp against P. 
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Figure 8
. Di ag ona l e lemen ts of t he H A T  mat ri x.

VARIABLE•H H L E V E RAG E  STEM LE

AF 25 
2 

24 
2 3  
2

2 

2 1
20 
1

9 

4 
1 8  
17 
16 
15 
1

4 

7 
13 0
1 2  II 16
1

0 

39 8 6778 9 
7 013334567

7 6 011137889 
5 000222456899 

4 l122222223345567788 3 00l1122222233445667788 889 92 0111 1 122334455556 78

88
9 9  

1 235678899

9 
• 

-- - -♦- - - -♦ - - --♦-- --♦-· --•
-MULT IPLY STEM.LEA

F 
B
Y 10

••-0
2 

I 
I 

2 
1 
1 
510 
9121926 23 

10 

VAR IABL E•H H LEVERAGE 

-EHTS 

N 

MEAN 

ST O  O EV 
SJt El'NEs s  USS 
CV 
T:IICE&H•O 
� R ANK  
--o 

12
2 

0.0C918()3 
0.033964

4 
2.8555 3

0.43466
5 

69.0609 

1 5.9937
3 7 5 1.5 

122 

SUN VGTS 
SUM 
VA RIANCEKURTOSI

S 

css 

STO NEAH

PROB>
ITI 

P lWB> S 

12 2  
6 

0.0011535 812.3066 • 0.139583
0

.00307499 
0.0001 
0.0001 

0UANTIL ES(OEF•4)
t QOX IIAX 0.252143 99X 0. 23877

5 7� 03 0.0607935 95�
0.109586

SOX IIE
D 0.0C1395 go,; 0.0866573 

2 5 �  01 0.0 2832 17  ,°" 0.0205924 °" II JN 0.0121976 5 �  0.0 178 9 2 1  
1 �  0.0 12 314 3  RMIGt 0.239945 

O:J-01 0.0324 718 
NOD E  0.01 219 7 6  

EXT R EMES

LOVEST 
·0.0121976(0.0127051(0.0147533( 
0.0 162 Hi 9( 
0.0 17393 4 (  

I D  23) 1S)5) 
1 7

8

) 
1 2) 

liIGHEST 0.115984
( o. 1:;'.9566
(0. 1 4701
( o .  19 40 24 (  

0.2 5 2 143 (  

ID
172) 168)144

) 
15 7) 
2 1 5) 

.... 
r:-



F i su re 9
. Co ok's D. 

V AR IAOLE•COOKO 
COOK'S O INFL U ENCE ST A T

IS

T IC 

H ISTOG R AM 
o
.
s1• •

0.4 1+ 

0.3
1

+ 

0.2 1+ 

o. 1
1+ 

. . . .  

. o.0 1• •· · · ·•·· ········• · .. ·•····•··· · · • •.•· ·  
, . 

- - - - +- - - -•- - - -•- - - -•- - - -+- - - -•- - - -
+

-

• M A Y  R E P RES ENT UP T O  3 C OU NT S  

If 
1 

1 
1 
1 
1 .1  

1 07 

VA RI ABLE•C OOKO  COOIC'S D l NFL uENCE S TA TIST IC 

MOME NTS 

N 
•E

AN 

STD DEV 

SK

EllN£SS USS 
CV 
T: IIE A""° SGN R

,._ 

N.N-0 

122 
0.0119143 0.0467903 

9.8778
2 0.282228 

392.723 
2.81251 
37

5 1 .5 
1 22 

SlJlll VG TS SUIII 
VARIANCE 
ltUllT.DSl S cs

s STD IIEAN 
1>Q08>1T

I 
PROS

>
S 

OUAHTI LE S(D E F•4) 
1()0'1. IUX 0.504815 
75X 03 0.00929867 
� NE D 0.00351305 

2SX 01 _OQ085'95
1 

� II JN 5 .7 09 E -<l6 

RANGE 
03-0 1 
NOD£ 

0.504 81 5 0.0084437
2 

5. 7 09£-08 

� 
95X 907. 
,� 

sx 

1 x  

EX TROl£S 

122 
1.45355 

0.002 1 8933 103.964 0.2£:491 o.0042362 
0. 00 573749 

0.0001 

0.409618 0.0341537 0.0229737 
,000172662 . 000016249 
6.1 58E-08 

LOV'EST 
5.709£-08( 7.660£-08( 7.434£-07 (  . 0000 01004 

9 .2 17E--OG (

ID 
139

)12) 169) 150
) 

137) 

HIGHEST 0.0387193( 0.0448415( 0.0680216( o.0909179 (

IO 
41) 81) 176 )14•) 

215 )  o.504815( 

U') 

t-



Figure 10. DFFITS. 
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Figure 11. Covariance ratio. 
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