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The purposes of the current study are: :(a)‘to_demonstrate a
?1ab1e approach to the conduct of a multiple regression/correla-
fon analysis; and (b) to f1lustrate the approach in the context
f? predicting achievement in an introductory statistical methods
ourse. The analysis is proposed as being appropriate {f the

asic intent of a study is that of prediction as opposed to that

/

} explanatifon. That is, the intent is to arrive at a model for

}edicting a criterion in as efficient a manner as the data on

and will allow. No model, causal or otherwise, is being bdsited

'+ verified.



pf ﬂThére are five dimensions of the suggested approach: 1)
rdesigning the study; 2) examining the data; 3) searching for an
efficient prediction model; 4) using regres:zion diagnostics; and
5)-assessjhg the model(s). Each.dimension of the study is
presented in sections ‘below, each of which ‘includes an
application in the context of predicting statistics achievement.
[This 11st does not necessarily imply a sequential step-by-step
analysis.] | o

An effective model for predicting statistics achievement may
be useful in addressing three questions related to instruction
and curriculum: 1) Can a fairly accurate rule be determined for

predicting achievement in introductory statistics courses?

2) How effective are easily obtained graduate-level student test
scores In pred1ct1ng'"h1gh-achievers"? 3) In‘ﬁfedfcting "Tow-

achievers"? Having some knowledge of predicted achievement

)

A special thanks is extended to Stephen Olejnik, David Payne,
and John Stauffer (at The University of Georgia) for their
cooperation in this study.
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may be helpful in an obvious way “to instructors Furthermore.
having rules for accurately predicting high and low achievers:
would possibly suggest either a special advanced" section or’
some remedial pre- course experience

‘Previous studies predicting achievement in introductory sta-
"tistics courses have varied in’ predictor models used and in o
subject sample- characteristics . Predictor variable domains
employed 1in previous studies include computation skills. -
mathematics symbolism, previous mathematical experience, logical
thinking, attitudes. anxiety. self appraisal. impulsiveness.
arithmetic/mathematics achievement, and other biographical
" characteristics’ (e g. gender. age. college maJor) Such
predictor domafns ‘and others may ‘be found in the studies by
Bending and Hughes (1954), Bledsoe and Perains (1976). Elmore and
Vasu (1980), FeiJy (1976), Feinberg and Halperin (1978), Harvey.
Plake, and Wise (1985), and Pruzek (1964). The size of the
sample studied and the academic level of the students in the
sample varied somewhat in these studies. For example, Bending
and Hughes employed 71 undergraduate level students, while Elmore
and Vasu (N+#188) and Pruzek (N-112)‘employed graduate studentsi
Feinberg and Halperin employed undergraduate (209) as well as
graduate (94) leve) students, while Harvey et al. (1985l“employed
47 and 4] undergraduate and graduate level.students.
respectively.

As might be expected most of the studies reviewed used a
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_multiple regression/correlation analysis. Typically, squared
.&Ng oy g fiiﬁ“ PRt ST e .

u;tiple oorre}a}ion coefficfents were reported (along with some
. type of "variable selection” results and some kind of regression
_?neights) The percent of variance shared between statistics
iachievement and one or more variables (from predictor variable
hfdomains as 11sted above) has generally been in the range of 30 to

:45 ( based on unadiusted squared multfp]e correlation

ooefficients).

o e ans Ab w ame w— -——

In conducting a multfple regress1on/correlat1on study one
must clearly define the population for which the prediction mode!
is 1ntended. select 2 mean1ngful criterion. and select a useful

b

_set of pred1ctors.ﬂ
The target pooulatton of 1nterest in this study 1s graduate
students enrolled'1n the introductory statistical methads course.
Students in eight sections of an introductory statistical methods
course offered in The University of Georgia College of Education
=served as the experimental units., The first class enrolled in
Summer Quarter }984 and the last in Fall Quarter 1986, Most of
the students were in College of Education graduate degree pro-
grams, [It {is the opinion of the junfor author, who has taught
this course for several years, that.these classes are
representative of previous and subsequent classes in the same
course.] Students in six of the classes .(five of which were

taught by the Jjunior author) were administered equivalent tests
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and examinations. Students from these classes constituted the
design sample. , Students from the two remaining classes
constituted the "model assessment" sample.
| Some descriptive information on all students_whp completed
the course in the eight classes is g{yen in Table 1. Only those
students who had taken the Graduate Record_Examinations prior to
enrolliment were. considered in the final analysis. There were 122
students in the design sample (classes 1-6) and 51 students in
the model assessment sample (classes 7 & 8). .
Criterion ; | | L
Since 1t is difficult to maintain contact with students
after they complete the course, we decided to focus on an
immediate critgrfonﬁqs opposed to an 1ntqrﬁéﬁidte or:ultimate
criterion (Crocker & Algina, 1986, p. 225). The immediate
criterion is end-of-course achievement in the introductory
statistics class.  Specifically the criterion variable, SCORE, is
defined as a linear composite of Z transformations of the student
scores on the in-class midterm and final examinations. The
weights for midterm and final examination are 1.0 and 1.5,
respectively: "SCORE = 1.0 * ZMIDTERM + 1,5 * ZFINALEXAM. The
raw-to-standard score transformation employed the mean and stan-
dard deviation based on classes 1-6.

Although four different textbooks (Glass & Hopkins, 1984;

. Hinkle, Wiersma, & Jurs, 1979; Iman & Conover, 1983; MWright,

1976) were used with the eight classes, the material covered in
the course on introductory statistical methods was Quite
comparable across the classes. In classes 1-6 the midterm test

(35 multiple-choice items) covered graphical and numerical
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descriptors'for'data distributions.” " 1In the same six classes,

:}the“thEfﬂéxéhihatiOn (45 multiple-choice items) covered =

*f}*&?ﬁ%ﬁ%?ﬁT&jﬂﬁbrb%ébﬁl1ty distributions, estimation, and introduc-

tion to statistical testing. (Some test and examination {tems
pertained to computation; however, the focus was on concepts and
“higher-level cognitive performance.) It may be argued that
instructional performance was fairly constant, and that the six
midterm and final examinations had comparable difficulty and
internal consistency levels. For one administration of the’

- midterm, the mean number of correct réSpohses (total score of
35) was 21,8 and fhe Cronbach alpha value was .84; the respective
values for one administration of the final examination (total
score of 45) were 27.7 and .83. In essence it 1s assumed that a
common scale of measurement was used for all six midterm
exahinat1on$ and'fbr all six final examinations.

Predictors

In selectihg predictor variables, Pedhazur (1982, p. 138)
suggests attending to theoretical considerations and previous
research evidence., There is some empirical evidence (e.g.,
Bledsoe & Perkins, 1976; Brown, 1933(!); Woelke & Leitner, 1980)
that basic mathematical abilities can contribute to the
prediction of introductory statistics achievement. Educators
generally believe that previous relevant knowledge and ski11 will
affect student achievement 1n new learning situations. Elmore
and Vasu (1980) conducted a study examining the relationship
between several affective variables and achievement 1in

statistics. In their review of previous studies they noted that
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the correlation between statistics achievement and affective
variables was generally low. Elmore and Vasu did not consider
measures of specific arithmetic and algebra skills in their study
but did report siénificant correlations between two attitudinal
variables and statistics achievement. Some type of specific
arithmetic/algebra skill measures were included in most of the
studies reviewed by these authors which reported low correlation
between affective measures and statistics achievement. The
present authors interpret this as indicating that affective
variables contribute little to the prediction of statistics
achievement when measures of specific arithmetic/algebra skills
are also included as predictors. Based on previous research and
instructional ‘considerations, the current authors decided to
consider predictor variables designed to measure mathematics/
algebra achievement or skill level in preference to affective
predictors,

- Various algebra and arithmetic achievement skills were
sampled by a locally developed pre-statistics inventory.  The
seven scales of this inventory , the abbreviation as used
throughout this paper, the content areas, and maximum number of
points are listed below:

1) S1. Operations with integers, common fractions, and
decimal fractions (25 points maximum),

- 2) S2. Proportions and percents (8 points),

3) S3. Squaring and extracting square roots (6 points),
4) S4, Operations with signed numberg (8 points),
5) S5. Operations with simple formulas and construction

of simple formulas (8 points),
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| etc.. (13 points). ... .

The sum of these seven scale scores, labeled TOTAL (74 points),
was also considered as a predictor measure.

In addition to the seven scale scores and TOTAL score, three
predictor measures were obtained from the Graduate Record
Examinations; the Verbal score (GREV), Quantitative score (GREQ),
and the product of the Verbé]wand Quantitative scores (GREVQ).
Cohen (1978) has suggested the use of product scores in
regression models to represent nonadditive or interaction effects
between two variables, Because many statistics problems are
presented in narrative form, the present authors believe that
verbal and quantitative,achievemengfmay interact .to effect
achlevement 1in statistics. tlt'is‘interesting to note that in ten
studies reviewed, the Gradudte Record Examinitions scores were
used as predictor measures only by Elmore & Vusu (1986) and by
Noble (1986). These scores are readily available for most
students, being an admission requirement in many programs, and
seem a natural choice for predictors with statistics achievement
as the criterion, The GRE scores were selected because of their
avajlability and their apparent relevance.

A matrix of correlations (see Table 2) among the predictors
and between the predictors and the criterion may be useful in
screening initially chosen measures. Predictors having near zero
correlation with the criterion would be suspect as useful

predictors. For the current study correlations of the predictors
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t1ith the criterion range from a minimum of r=, 20 for GREV to a
)aximum of r=, SO for GREQ Therefore no potential predictor§ 11a3ng
ere eliminated atithis point«because of low correlation with the 3w
-riterion. Predictors which correlate\highly with one another -
1ay indicate redundancy of information. antwo such variables
re detected one may be eliminated from the analysis or when
ogically appropriate the items used to measure the two.variables
iay be combined.  For the current study the highest predictor
ntercorrelation was between GREV and GREVQ (r=.79), This is not ~
surprisingly strong correlation considering that GREVQ 1s a ¢

unction of GREV. Nosother predictor.intercorrelation‘approached-:i
his magnitude. Therefore no variables were eliminated at this: i
tage because of redundancy .

Pedhazur (1982._pp 32-36) discusses the assumptions
nderlying multiple regression analysis He describes this
nalysis technique as robust Stevens (1984, p. 335) has
uggested plotting the criterion values as 2 visual means of as-

essing approximate normalcy. Such a plot of the criterion ;
TR A A |

easures in this study suggest approximate normalcy (see Figure

Loy
). In addition, Stevens suggests plotting the predictor
ariables. not to check for normalcy, but as a visual aid 1in
etecting outliers in the predictor space

i 6

5 Examining the Data o
%i Errors in the data may seriously distort efforts at
r%diction. Recording of data, transposing the data, and

n?ering the data into the computer are all opportunities for
'ﬁors. We used the computer to 1ist the data as they were

44

emin o 11.‘.'}-(.

A
el



«e@pﬁffgt R
land _.ixhis listing with the original data. Also,
hmfindithe use; of frequency histograms and stem-and-leaf plots
-ofjpredictor.and,criterion measures useful in detecting extreme
35Valuesgwhich may be errors. In addition, these plots help to
-“{dentify segments of the predictor range which are sparsely
represented by the data sampled.. If the data set is quite large
and variables can only assume restricted values, then one may
write computer statements to isolate all observations with
variable raiues:out.of the allowed range of.values. This
approach may still.allow errors into the data set. The best
“approach, though time consuming,:is to list the data and make
comparisons to the original observation records.

PRER Y

Searching for an Efficient Model

Two questions must be answered before the parameters of a

‘i’ R w, < *s

;-z,g

linear regressionsmodel are estimated. First. what is the

optimum number of the avaiiabie predictors tnat should be

retained in the modei? Secondiy. what is the best combination of
predictors for a subset of chosen size? [This brings up a

related question: How 15§ one mode] deemed better than another?
Cross-validation results may be the ultimate test of the
appropriateness of a prediction model, The use of a validation

or assessment sample in the current study is discussed later.]
Three indices of model effectiveness-wili be examined at this
time. A better model will account for more of the varifability inﬁ
the criterion variable and reduce the error in the predicted ”

scores. Since the adjusted R-squared value reflects the

proportion of variance in the criterion accounted for by the
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model, one "index of3a.good mode] 1s the edjusted R-squahed-vaiueﬁif
The higher the adjusted R-squared value thebetter'themoeel fits
the sample data. The RSQUARE procedure in SAS (SAS Institute

Inc., 1985) was used to calculate the adjusted R-squared values

for all possibie combinations of the predictor variables in all

possible size subsets of the predictor varfables. The adjustment

formula used by SAS is
adjusted‘RfSQUaree‘a l-(l;R-squared)(n-l)/(n-p)

vhere n is the number of units sampled and p 1s the number of .
)arameters in the model 1nclud1ng the 1ntercept._ The highest
'djusted R-squared value for each predictor subset sige mfy be w7t
lotted against the subset size (see Figure 2) :ééeﬁ $€*'

A second index 1s the Mean-Square Error which is equal to "o
Sum-of-Squares Error)/(n-p). The model with the lTowest Mean-'
quare Error value has minimized the error and reflects a good
it of the model to the sample data. The lowest Mean-Square
rror for each subset size may be plotted against the subset size
see Figure 3). A third index, Mallows' Cp statistic, is a
aasure of bias in estimating the parameters of the regression
adel (Chatterjee & Price,: 1977, pp. 198-199). A model that f{s
70 simple (omits important predictors) may result in biased
:gression weights and biased prediction, while an overly
ymplicated model (including predictors that add little or
ything in addition to the predictors already in the model) may
'sult in large variance both in the regression.weights and the

~edicted values (Myers, 1986, pp. 112-114). As Cp exceeds p the
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1n{ﬁi}é the‘bies)of est1mat1ng the model parameters. The values
_{df Cp against p may also be plotted (see Figure 4). A good mode
"w111 have a "low” value of Cp and one that fs "close" to D.

‘_ These three indices, adjusted R-squared value, Mean Square
Error, and Mal]ows' Cp, may be examined simultaneously to
determine a geod subset size, The three indices may not point to
e#actly'the seme sﬁbsef size; After e1mu1taneously tonsidering
the three 1hdices one may decideﬂte retain two or more predictor
subset sizes. Examinafion of Figure 2 reveals that a model with
three predictors will aqhieve the largest adjusted R-squared
value. The smallest Mean-Square Error value is associated with a
model of three predictors.as can be seen in Figure 3.

Examination of Figure 4 suggest that a model with more than three
predictors may. be desirab]é. As the predictor subset size is
increased the value of Cp approaches p. But, at the same time
the value of adjusted Re~square begins to fall and the value of
Mean-Square Error increases. It should be noted, as often
happens.lthat neither:-of the three statistics indicates a
predictor subset size that is greatlyISuperior to others.
~Accordingly, we considered models of five and six predictors.
[(One additiona) model was considered; TOTAL score along with
GREV and GREQ constituted the predictors of a third model. This
model is simple and may reveal the advantages or disadvantages of
summing the scale scores of the pre-statistics inventory into one
score, ]

Now that we have decided to look at models of five and six
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predictors, we must decide which particular subset of v&riables
to use in our model} In‘thé SAS cohpufer printout (see Table 3—,?»
for subset of §1x predictors) the combinations of variables in
each subset size are ordered in accordance with the adjusted R-
squared value. One might feel compelled to select the best
combination of variables as indicated by'the highest adjusted R-
squared value (lowest Mean-Square Error, or Cp value closest to
p). Examination of the actuql values will .reveal negligible
difference in the adjusted R-squared value for the best and
second best combinatioh of Qar{ables in each subset size., Since:
the regression procedube capitalizes on sample specific
relationships one need not feel bound to select the :subset of
;ariables with the highest adjusted R-squared value realizing
-hat when the difference between the adjusted R-sqharedkvalhe for
-he best and second best subsets 15 negligible, the order of the
)est and second best set of variables of a given subset size may
rery well be reversed when a different sample is.examined. With
his in mind the present authors chose the models retaining the
ollowing variables for the five and six predictor variables
odels, respectively; 5S4, 55, 56, GREV, GREVQ and 51, 5S4, §5, §6,
REV, GREVQ. It was desirable from a substantive viewpoint to
etafn a variable subset with the GREV and GREVQ variables.

g Using Regqression Diagnostics

Regression: diagnostic methodology is relatively new and the
ury is still out on the relative usefulness of indices to detect

L]
nfluential data points and outliers. We restricted our
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‘5Hﬁﬁ§dbsl1?5€¥bfékamin&t1on.of the ‘influence of single data

.bbintéi thé?stu&y of the fnfluenée of groups of data points 1s 1in
fts {nfancy,.w1th very l1ittle practical guidance having been
offered--see discussion by Atkinson and by Hoaglin and Kempthorne
in Chatterjee and Hadi (1986). Also, little guidance has been
suggested for the simultaneous consideratibn of predictor
variable selection and outlier detection. [We selected
predictors first and diagnosed second with an admission of
potentially misleading results.]

In this section we will discuss the practical application of
some of thése techniques. After selecting the variables for
models of five and six predictors the SAS PROC REG (regression
procedure) was ‘used to estimate a linear model relating the
predictors to the criterion. Options were selected fo print the
.actual criterion value and the predicted criterion value for each
observation, The difference betweén the predicted value and the
observed value is the simple residual value, These values were
examined en masse and individually.

Assumptions Check

A plot of the residuals against the predicted sScore may
reveal model underspecification (omission of important pred1ctor
variables), violation of the assumption of homogeneity of vari-
ance, departure from normalcy in the model errors,_and.extreme or
suspect data points (Draper & Smith, 1981, pp. 141-147; Myers,
1986, p. 138). Consider the hypothetical plots in Figure 5.

With an appropriately fitted linear regression model, the plot o
the residual values against the predicted scores should look

similar to plot 1 in Figure 5. A graph such as plot 2 in Figure
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5 indicates that the variances are not constant suggesting a need
for a weighted ]eqst_;quqres analysis or a transformation of the
criterion variable{ A graph such as plot 3 in_Figure 5 indicates
an error in analysis;_the departure from the fitted equation is
systematic. This effect can also be caused by incorrectly
omitting an intercept term in the model, A graph such as plot 4
in Figure 5 indicates an inadequate model--need for extra terms
in the model (e.g, squares or crossproducts) or need for a
transformation on the criterion values before analysis. After
visually inspecting Fjgure?6,_the graphIOf resjdualségains; |
predicted scores for the ije varigb]e;model, concergs:of_the
type Just discussed were set aside. B |
Qutliers _ , |

An outlier {s defined as an individual observationﬂQifh a
relatively large absolute value of residual score. We proceed to
examine outliers individually, Since any model {is an
approxiﬁation of the data, obtliers are not uncommon, Qutlier
observations may represent data error or they may be units the-
for some reason represent a population different than the
majority of units in the sample, Outliers may have some
characteristic in common that determines a different functiona’
relationship between the predictor and criterion variables for
them than for the majority of the sample; I[f this 1s so then nne
-can search for the characteristic and determihe 1f it is an
~important variable that should be included in future predictor
gmodels. Outliers may have an excessively sErong influence on thw

@estimation of regression weights compared to.the influence of
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"@gfhéf.dafsagq?igilﬁy?:this.is the case the outlier is also an
fh%iuehtialhdbgérVétioh'boinf. étévéns (1984) (and others; e.g.
Draper & Smith, 1981, p. 169, Weisberg, 1985, pp. 114-125,
Chaterjee & Hadi, 1986, p. 380) point out that an outlier may or
may not be an influential observation in determining estimates o
regression parameters.‘ Conversely, an observation may be
inf]uentia] and not'be an outlier. We will identify outlier
observations mindful of their impact on fit of the model to the
sample data and their influence on estimation of the regression
parameters. Also, observations which are not outliers but whicr
are influential will be identified and exam1ned.‘ This will be
discussed below. For a more technical discussion of regression
diagnostics pertaining to outliers and influential data points
see Cook and Weisberg (1982).

The simple residual, the standardized residual, and the
studentized residual all are indicators of outliers in the crit
rion space. We accept the argument of Stuvens (1984, p. 336)
that the studentized residual is a more sensitive detector of
outliers. For more discussion on this and alternate names for
these statistics, see.ChatterJee and Hadi (1986). A studentize
residual i3 referenced to the Student t distribution with N-p-:
degrees of freedom (Chatterjee & Hadi, 1986 p. 380). As the
choice of albha level in hypothesis'testing s arbitrary, so 1
the choice of a critical value for studentized residuals. A
stem-and-leaf plot of residuals may be constructed to identify
data points which are outliers relative to other data points i

the sample.

Observations may be outliers in the predictor space
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(Stevens. 1984.‘p 337) because of extreme values on one or more
predictor measures or because they represent a rare combination
of predictor values. Such observations will have a relatively
large diagonal element in the so-called HAT matrix, h sub 11,
These observations are also called high leverage points. High
leverage points mav or may not be influential. How large fs‘a
relatively large ﬂAT djagonal e]ement?_ A critical value of 2p/n
~has been suggested (Chatterjee & Hadi, 1986). For a discussion
of critical values for 1nf1uence indicators in general see .
Belsley, Kuh, and welsh (1980) We prefer to consider the h sub
11 values 1n context with the values for all observations by
constructing a stem and leaf plot. An example will follow 1n the
subsection, Illustration |

Infiuence Indicators

Several indicators of 1nfluence are reviewednby Chatterjee
~and Hadf (1986). Seven excellent comment “eviews follow that
article., There is some confusion about Just what 1s being
influenced in the influence measure. In addition there are only
{rule-of-thumb’guidelines for the analyst to use in deciding when
tan 1nfluence measure 1s large enough to warrant concern., In
fregard to the latter, 1nstead of adopting a rule-of-thumb

;critical value a stem-and-leaf plot may be constructed for each

ﬁ}nfluence indicator. A visual inspection of those plots will

ﬁreveal observations with influence indicator va]ues;that are
#large relative to others in the sample. This approach may be
cr1t1c1zed as being arbitrary, as are the rule-of-thumb

gapproaches. It is believed that these graphical approaches will
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eWGHé ;eﬁegiche_”.igﬁii§fﬁ}ééi'?6rfhis/her data'ihah employing
rulg of thumb values.}‘fﬁe influence 1nd1cétors considered here
4}éflect 1nf1uence on ‘the b vector of regression weight estimates,
the variance/covariance of the b vector, or a combination of
both, and the influence on a single b value estimating a single
model predictor parameter.

Cook's D or Cook's distance, sometimes abbreviated D sub i
and C sub 1 (Chatterjee & Hadi, 1986, p. 383) measures the change
in distance between the b vector as estimated with the ith obser-
vation in the model and the b vector as estimated with the 1ith
observation removed from the model.r It therefore indicates the
influence of the ith observation on the pafameter estimates of
all the predictor Qéights (see comments by Hoaglin in Chatterjee
and Hadi, 1986). The same information 1s also provided by
Welsh's distance,}énd a modified Cook's distance. Different
rule-~of-thumb Critical values are suggested fdf these influence
indfcators (Chatterdee & Hadi, 1986), Each of these indicators
should identify influential observations in the same rank order,

The covariance ratio (CVR) and the Cook-Weisberg statistic
provide information on the influence of the ith observation on
the variability of the parameter estimates of the b vector
‘elements. An index called DFFITS indicates influence on both the
estimates of the b vector and the variance/covariance of the
predictor parameter estimates.

Finally an observation may have strong influence on only one
of the b values, This is indicated by an index called DFBETA.

Plots of DFBETA against observation number are also referred to

as partial regression leverage plots.
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The numerous plots referred to above are not all reproduced

herein. They are easily obtained from popular computer software
packages such as SAS and SPSS. Regression diagnostics were
conducted for the three models considered in this paper. For
economy of space, only the diagnostics for the five variable
model are discussed in detail. At the end of this discussion the
reader is appraised of which observations we decided to eliminate
from each model. Other researchers examining the exact same data’
and indicators of influence and outliers may reach slightly

“ g

different decisions about eliminating observations Finally it

should be noted that observations which are outliers in the- o
predictor space bff:-Wh1Ch are not excessively influential. may _
represent areas in which the sample data are sparse. ‘Such
observations may prompt the researcher to collect more data.

[1lustration

We turn now to the predictor models studied in the context
of predicting statistics achievement. Outliers and influential
data points will be identified for one model (Model 2) and the
decision to delete or not delete the assocfated observation will
be addressed. The three models and their adjusted R-squared

values are listed below;

Model 1 SCORE=GREV GREQ TOTAL adj R**2s,2983
Model 2 SCORE=S4 55 S6 GREV GREVQ adj R**2s=, 3138
Model 3 SCORE=S1 S4 S5 S6 GREV GREVQ adJ R**Z- 3093

[}
The stem-and-leaf plot of the studentized residual
(RSTUDENT) for Model 2 is given in Figure 7 (each stem-and-leaf

pPlot is accompanied with a tabular 1isting of extreme
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and_their values) It is apparent that observation
r-i«,i-‘-"“ L &-p o '~::‘

t:215 and 176 have high studentized residual va]ues relative to the

~observat10n

'l sample'; Observations 88 and 148 have relatively low studentized
residual values. A small studentized residual value implies that
the predicted criterion value for that observation is lower than
- the actual criterion yalue. Of these four observations only 215
is a relative outlier in the predictor space as indicated by the
stem-and-leaf plot of h sub 1 in Figure 8. At this point one
may wonder 1f observation 215 is representative of the population
from which 1t is be]ieved the samp]e was drawn. In this study
specifically, is there something about observation 215 that makes
this person not representative of students enrolled in
introductory statistics courses? This question is not addressed
in this paper. Merely the'point 1s made that regression
diagnostics may‘lead‘tne researcher to identify data points which
have some characteristic different from the majority of the
sample,

We now examine the influence indicators to identify
observations which have an unusually strong influence on the
paramaterization of the model, Examination of the stem-and-lea*
plot of Cook's D (Figure 9) reveals that observation 215 and 176
are relatively influential in determining the estimates in the b
vector, The stem-and-leaf plot for the DFFITS indicator is given
in Figure 10. This suggests that observation 215 and 176 are
influential in determining the b vector and/or the variance of
the estimates in the b vector. Examination of the stem-and-leaf

plot of COVRATIO (see Figure 11) reveals observation 215 but not
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176 to be influential in increasing the variance of the b vector.
In essence observation 215 receives a double indictment for its
1nf1uential role in determining the b vector and 1ts relatively
strong contribution to lack of fit of the model to the sample
data. Elimination of these two observation points and
recalculation of the regression equation should improve the
predictive accuracy of the model. In addition, the removal of
observation 215 and to a lesser extent 176 should increase the
fit of the model to the sample data.

In examining Figure 9:and Figure 10 the reader may have
noticed that observationel44 is relatively.influential 1in deter-.
mining the b vector and/or the variance of the b vector.

However, this obsefv;tion 1s not a relative outlier in the ..
criterion space or the predictor space. Examination of:stem;and-
leaf plots and frequency histograms of all the model variables
does not indicate that observation 144 came from a sparse region
)f the data. No further consideration is given to deleting this
)bservation at this time.

Plotting DFBETA for each predictor against observation
number, the so-called partial regression leverage plot, did not
indicate observations which were excessively influential in
'stimating the b value for one predictor,

Observation 215 and 176 were removed from the sample data
ind the regression equation for Model 2 was recalculated. The
1dJus£ed R-squared value rose from .3138 to .3759, an increase of
wver 6% explained variance. '

After examining stem-and-leaf plots of the outlier measures

ind influence indicators for the other two models we decided to
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*drbp observation 215 and 176 from Model 1 and observation 215,
5‘176‘ and 1#4 from Model 3 -The change in adjusted R-squared for
Model 1 was from .2983 to .3761 and for Model 3 from .3093 to

.4047.,

Information was gathered from classes 7 and 8 (N=29 and 22,
respectively) 1in order to assess theAu§efu{ness of the models.
Because the same criterion was not available for these two
classes, this assessment differs from the traditional "cross
validation” study. The instructors in these two classes were
asked to rank-order their students based on performance. The
regression models were applied to the predictor values for each
student in these classes to obtain a predicted criterion score.
These predicted criterion scores were rank-ordered and
correlated with rankings assigned by each i‘nstructor. Using
Model 2.!the one discussed most extensively in this paper, the
correlation for class 7 was r=,524 and for class 8 r#,607. Using
Model '1 and Model 3 the respective correlations were all at leas!

.60,

" Finally we examined the use of Model 2 to predict high
achievers who might benefit from accelerated instruction and low
achievers who might bgnefit.form_remedial instruction. The
junior author (five classes)uplus the 1nstrudtor‘of one Othef
class {dentified those students who were judged to have been
capable to benefit from an accelerated instructional experience

in statistical methods. The judgments were based on such things
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as completed work, perceived maturity in quantitative methods,'
work habits, persistence, etc., as well as on test performance.
The judgments weré made not knowing the predicted or actual SCORE
value for each student,

Of the 122 design-sample students, 11 were judged to have
been capable of succeeding ‘in an éccelerated course. [The junior
author had taught two such course sequences prior to 1984.] Of
these 11, nine obtained a predicted SCORE value.(via Model 2)
above +1.75, [The use of a cut-off value of +1,75 was Jjudged
reasonable, based on the junior author's use of SCORE with many
other classes.] There was one false-positive, i.e., one studenr
was empirically predicted to have been capable but was not judged
capable by the instructor. And there were two false-negatives.
[See Table 4,] With a false-positive error judged as being more
serious, the resulting "hit-rate" was .82 (9/11). On the othe~
hand, the hit-rate for predicting those students who might
benefit from some remedfal experience was extremely low (less
than chance). It appears that Model 2, at least, has reasonable
predictive validity in the sense that it is potentially useful
for {dentifying those students who would be capable of benefitirg
from an accelerated course experience, whereas model validity 1s

lacking for predicting remedial-instruction student candidates.

Discussion

In general one may question the representativeness of
students enrolled in introductory statistical methods courses
offered by the College of Education at The University of Georgia.

The mean scores on the Graduate Record Examinations for these
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§nggngs;wgngéﬁéqﬁgfbé;ﬁqt1on61,ayerage. The variability 1in end-
“"ﬁfﬁé;d?§3ifhfh?e?e;eﬁt_sEoFe; not dEcBUhted for by the models {s
. typical of, {f not lower than, that found in other studies with a
similar purpose. One might hypothesize various factors that
could account for this remaining variance--e.g;. motivation,
study habits, test taking skills, academic persistance, academic
maturity, and research experience. . It _was_assumed in this study
that a serious effort was put forth in completing the pre-
statistics inventory, and‘that the reported GRE scores were
correct.

Predictive measures used in the models are readily

—————a——

obtainable and all contributed significantly to the obtained

pred1ct{ve acuracy. The effectiveness of each model was assesed
~1in three ways: (1) an adjusted R-squared value; (2) correlation
of instructor-judged rank orderinds of two assesment classes
against rank orderings of predicted SCORE; 'nd (3) prediction ot
those students who might be advised to enroll in an accelerated
course, The three assessment measures were considered
"respectable"”: (1) adjusted R-squared values (after deletion of
observations identified as outliers and/or influential) of .376,
.376, and .405 for Models 1 through 3, respectively; (2) rank
correlations of about .6; (3) and a ratio of 9 out of 11 students
Judged by instructors as capable of benefiting from an
accelerated instructional experience correctly fdentified. Thus
of the three questions posed at the outset of the paper
concerning regression and statistics achievement, the first two

may be answered in the affirmitive and the lattter negatively for
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this study.
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'~ Table 1

Gender and Degree Program for

Subjects
Design Sample Assessment Sample

Class(es) 1-6 7 8
Gender

F 87 13 20

M 35 9 9
Degree

Master 87 15 18

Specialist 7 1 0

Doctorate 28 6 li
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le 2

ﬂctor/Criterion Correlations, Means, and Standard Deviations

Sl S2  s3  s4 S5 S6  S7 GREV GREQ _ GREVQ Mean SD_
1,000 20.7 3.45
1,387 1.000 5.8 2.65
.569 335 1.000 3.6 1.95
,422 ,287 .423 1,000 6.7 1,43
.289 .268 .222 .339 1,000 6.8 1.5l
364,204 .343  .474  ,293 1,000 3.3 1.90
.536 .279 .430 .594 _ .521  .576 1.000 9.8 2,55
115 048 .142 -.019 -.008 -.086 .027 1,000 516.0 98,80
.527 .307 .538  .448 .267 520 .541  ,003 1.000 535.2 84.10
).488 .233 .427 .259 .168 ,263 .356 .791 ,598 1,000  276200.8 72il5.17
©,355 L2101 .330  .328  .228 417 378,204 497 472 0.0 .08
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Fitteen "Best' Subsets of Sire Five, Six, and Serven . .-

R-SOQUATE ADJUSTED MY F CUP) VARTAHEL "~ 1% MU
IN
4 0N 338203 0 3159577 2 96871 -0.03907 51 S6 GREw GREVY
4 0.3388%5 0.J316282 2.96565 -.154462 SS S6 GRLO GREVA
4 O J33896]3 O 316363 2 96530 -.167647 S4 SG (REN GRIVQ
4 O 339483 0.316902 2.96296 -.299735 51 S6 GRIV GRFVQ
4 0 339583 O 317005 2.96252 -.272582 SS S6 GRFV GRFVQ
4 0 340993 0 317532 2.96023 - 358917 SA4 S6 GREV GRI VY
S O 339834 0 311379 2.98GY92 1t 68491 45 SG6 57 GRIV GKIVy
9 O 339940 0.311490 2 YBRGAd 1. .66694 S S6G S/ KTV GRLV
S 0 330016 0.311600 2.9Y8596 1 649 St S2 S6 GHIV GRFVY
S O 3300%5 0.311609 2 98592 1 61758 SJI SS 56 GRFV GRFVe
% 0.340077 0.311632 2.98%82 1.6438 S2 S5 S GREV GRtv:
S (0 310153 O 311712 2.985947 1 63J0RG 5.3 36 GRIV GRFQ OEFL.;
9 O 340236 0.311798 2.98510 1 6169 SJ3 St S oREV GRE .
S O 3140344 0 311910 2.9846G1 1 59BG8 S3 SG S7 GREV GREVe
S 0 340616 O 312194 2.98338 1 55267 S2 S4 SG GHNEV GPFVe
S € 340668 0.7112249 2.98315 1 5438 St S3 S6 GREQ GREVey
i S 0.3408G9 0.312459 2.98224 1.50978 St S5 56 GRED GREYY
S 0.341267 O 312873 2.98044 1 44252 S3 SS SG GREQ GRFVy
! S 0.331824 0.313454 2.97792 1.34833 St SS S6 GREV GREVWQ
. S 0.331938 0.313573 2.97740 t 32902 S1 S4 S6& GREV GRELVOQ
S 0.342108 0.313751 2.97663 1 30017 S4 S5 S6 GREV GREVQ
| e e e e e e e e e e e e e e mm e eemm e e me e mme—an.
' 6 .341591 O 307239 3.00488 3.38775 S2 S4 SS S6 GREQ GRFY#") s
! € 0.341828 0.307488 3.00379 3.34767 St SS S6 %7 GREV GREvVY ©
i 6 O 341838 0.307499 J.00375 3.34591 St S3 3% 5. GREV GrLvVe
! € 0.331839 O 307553 3 0035t . 3 3I3728R St 595 36 GRFV GRfQ RFEY
i 6 0.331347 9.307613 3.00325 3 .32757 St S3 26 eV GREGC GREYr
: & 0 331951 9. .307618 3.02323 3 32681 S1 53 S3 S6 GREV «REYD
1 6 0.341958 0.307625 3.0032 3 372968 S1 54 56 57 GRLv GRFvVE
6 O 242072 0 307745 3J3.00268 3 3068138 St S2 595 %G GRFV GREVY
1 6 0.342111 0.30778& 3.002%0 3.29973 S3 SS S6 57 GREY wREVQ
\ 6 0 342215 0.307896 13.00203 3.28212 S4 55 SG GKFV ' ED GRFvy
6 0.312221t 0.307902 3.0C200 3 28118 SJI SI % L GR:V GREVED
) 6 0.342236 0.307918 J D0193 3.2785% 51 S22 S3 3 GREV GRFwy
. 6 0.342357 0 308045 3 02138 3 2SBt11 ST 53 SH 0O GREV GREvy
6 0.342550 0.308248 3.00050 3 22952 S! S3 55 %G GRIQ GREVQ
6 O 3143555 0.309306 2.9959t 3 05546 S1 S3 5% S6 GRIY GRFVU

.342227 C.301838 3.02830 S 28006 S3J3 S SS 36 S7 GREV GREVY)
0332251 0.301863 3 02870 S 27609 St S2 S4 S6 GREV GREU (KBEVQ
.3342252 0.301864 2.02819 S 27593 St S2 5S4 S6& 57 GREV GRIVO
342271 O 301884 3.02810 S5 27263 St S2 53 54 S6 GRIV GRFVY)
.342292 0.301907 3.0280C 5.26901 S3I %3 SH 5é GREV GRED GRE we:
.342359 0.301978 3.02770 S 25768 S2? S1 SH L& ST GREV GRTve
.342422 0.302045 3.027341 5 24706 52 53 S S%H S6 GREV GREve
2342471 0.302097 3.02718 S 23875 SZ S3 %5 56 GREV GRF) GREVY
.342603 0.302237 3.02657 5.2164 St S3 T3 595 S6 GRFO GEEVQ
310681 0.302319 3.02622 S5 20333 St S4 SH Ht. ST GHF SREVG
312742 O 2202384 3.02533 S 193 St 82 i % 56 GRFY GRE Ve
0313965 0.303257 3.022!'5 S 05378 S1 S3 T8 3 S6 GRIV BRIV
.343589 0.303283 3.02704 H 0437 ST S4 5% %G GREV GRFY GRf VD
343682 0.303382 2J3.02t61 5 0339t 1 SA 3G s, L7 GFEY GPFLV)
343684 0.303384 3.02'60 S 03353 =f 52 531 %7 L6 CGREV O GRFY-.




Table 4

Number of Students Predicted to Benefit from Accelerated Course

" ‘Model 2

Pfediction

Yes No
Instructor Xes 9 2 11
Judgment . No | 1 [ 110 [ 111

10 112 122

Note. Judgments/predictions are for the six design-sample classes.
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Figure 2. Plot of adjusted R2 against sub set size.
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Figure 3. FPlot of mean squire error dg.uilismi sun sue =ico.
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 Figure 4. Plot of Cp against n.
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VARIABLE=RSTUDENT

STUDENTIZED RESIDUAL

MOMENTS
N 122 SUM WGTS 122
MEAN 0.00442784 SUM 0.540197
STO DEV 1.01898 VARIANCE .1.03831
SKEWNESS -0.158568 KURTOSIS -0.0695343
uss 125.638 CSS 125.636
cv 23012.9 STD MEAN 0.Q922538
T:MEAN=0 0.0479963 PROB>|T 0.961798
SGN RANK 162.5 PROB>|S 0.67894 1
NUM ~= O 122
QUANTILES(DEF=4)
100% MAX - 3.10708 99% - 2.87259
75% Q3 0.704903 9s% . 1.60965
SO% MED 0.179083 90% 1.16035
25% 01 ~0.661022 10% -1.47887
O% MIN -2.5126 s%¥ - -1.82563 &)
1% -2.40553 =
RANGE . 5.61968
03-01 1.36592
MODE -2.5126
EXTREMES
LOWEST iD HIGHEST 10
% -2.5126( 88) 1.736(" 216)
_ -2.04709( 148) 1.75613( 17)
: -1.92431( 212) 1.79609( 144)
~-1.92394( 151) 2.08756( 176)
-1.88357( 207) 3.10708( 215)
* .STEM:LEAF » 80OXPLOT
< FE ' 1 (o)
' .
6
8
32 B———— -+ -
’8 [P
17 ! I
15 oo *
9




Fié“&;igu' Diad9onal elements of the HAT matrix.

VARIABLE=H

STEM
2s
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10

aNWaAaUOSIDW

LEAF
2

7
0

16
3

.8
- 67788

03133345677

011137889

000222456899
1922222223345567788
0G111222222234456677888899

-01111122354245555678888

2356788953

----4,--&4-—--&-—-—;-‘---4_

MULTIPLY STEM.LEAF 8Y 10*+*-02

H LEVERAGE

VARIABLE=H

12)

H LEVERAGE
MOMENTS
N 122 SUR WGTS 122
MEAN 0.0491803 SUm [
STD DEV 0.0339644 VARIANCE 0©.00115358
SKEWNESS 2.85553 KURTOSIS 12.3066
uUss 0.434665 C5S * $.138583
cv 69.0609 STD NfaN 0.00307489
T:MEAN=O T 15.9937 Paos>lrl ©.0001%
SGN RANK 37S1.S PROB>|S 0.0001
_NUM —~= O 122 ‘
OQUANTILES(DEF=4}
1Q0% wMaAX 0.252143 SI% 0.238775
75% Q3 0.06079235 9s% 0. 109586
SCYNMNED 0.Ca139S °90% 0.0866573
25X Ot 0.0283217 10% 0.0205%24
OX MIN ©0.0121976 1> 4 0.0178821
) 1% 0.0123143
RANGE 0.239%91S
93-01 0.0324718
MOOE 0.0121976
EXTREMES
LOVEST 1D HIGHEST D
-0.0121976( 23) O.115984( 172)
0.0127051( 15) 0. 129566( 168}
0_0147533( S) O.1470%( 144)
0.0162169¢{ 178) O.198024( 157
0_0173934( 0.252143( 215}
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Figure 9. Cook's D.

VARIABLE =COOKD

COOK’S D INFLUENCE STATISTIC VARIABLE =COOKD COOK 'S D INFLUENCE STATISTIC
HISTOGRAY o
0.51ee i MOMENTS
N 122 SUM WGTS 122
) MEAN 0.0119153 SUm 1.4535S
o 4,; . STO DEV 0.046790C3 VARIANCE 0.00218933
) SKEUNESS 9.87782 wWURTOSIS 103.964
i ussS 0.282228 CSS 0.26491
- cv 392.723 STD MEAN 0.0042362
. T:MEAN=D 2.8125% PROB>{Y] ©.00573749 .
0.31+ SGN RAMK 3751.5 Pnos>lsl 0.0001 z
- NRS ~= Q 22 :
C QUANTILES(DEF=4a)
0.21+ 100% MAX  0.504815 s9% 0.409618
; 75X Q3 0.00979867 95% 0.0341537 i
* SOX ¥ED 0.00351305 907 0.0229737
<k : : . 25X 01 _DO08S49%1 0% 000172662
o. 11+ : O% MIiN S_T70SE-O8 5% .D00016249
o - % €. 1SBE-08
-t 1 RANGE 0.504815
- " - ' 1. Q3-01 0.00844372
T ow T 1 MNGOE 5.703¢-08 w
Lo .reen - . 11 b~
. ""AO_V.O“-G-".‘-..--tt'ttQ.‘.t’.t“‘tt.l'.'.l.‘ttt 107 ’
- B il O S S PO - EXTREMES
* MAY REPRESENT. UP TO 3 COUNTS
LOVEST 1 ¢ T HIGHEST 10
S.TO9E-O8( 133) 0.0387193( 41)
7.660€-08( 12) ©.04&B4&15( 81)
7._4342-07( 169) 0©0.0680216( 176)
} - 00000104 ( 150) 0.09%09179( 144)

9.2357e-06{ 137) 0.504815( 215)




Figure 10. DFFITS.

VARIABLE=DFFITS OIFFERENCt IN FIT INFLUENCE VARIABLE=DFFITS DIFFERENCE IN FIT INFLUENCE
STEM LEAF ”
18.0 ! MOMENTS
17
16 . N 122 SUM WGTS 122
15 MEAN 0.0210004 SUM . 2.56205
14 : . STD DEV 0.272165 VARIANCE 0.0740736
13 ' SKEWNESS 2.32027 XURTOSIS 14.5353
2. uss 9.01671 CSS 8.96291
11 cv 1296 STC WMEAN 0.0246406
10 . T -MEAN=O 0.852268 vaos.spl 0.395749
9 - SGN RANK 228.5 PROB>|S 0.560204
8 NUM ~= 0 122
75 . 1 .
6 S .- 1 :
5 L - . QUANTILES(DEF=4)
4 16 . 2
3 268 . v 3 100% MAX 1.80812 99% 1.56057
2:00124444465 12 75% 03 0. 14309 95% 0.374837
1..11122233333445555677889 23 SOZ MED 0.0322685 . 90% 0.2402134
O 1122333344455577778888899 25 - 25% Q1 -0.14751% 1G% -0.286331
-0 9999777666554330000 19 0% ®IN -0.522705 SY% -0.4000C 1
-1.,99998876554320 = 14 1% -0.514371
-2, 9765143320 10 RANGE 2.32683 ©
=3.65400 S 03-01 0.290601 ~
-4 96211 s - MOOE -0.522705
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P QS Y . :
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Figure 11.

VARIABLE=-COVRATIO
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