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The purpose of this paper is to outline some important
similarities in, and differences between, predictive discriminant
analysis (DA) and multiple regression (MR). The areas covered are
e;timatee of model accuracy, hypothesis testing, and non-least
squares models. Some of the parallels are well known, some are
less well known, and aome appear to have not yet been considered
at all,

It is well known that when (1) only two groups are involved,
(2) the two population predictor covariance matrices are assumed
equal, and (3) the two prior probabilitics of group membership are
taken to be equal, the popular "minimum chi-square rule"
(Tatsuoka, 1971, p. 218) associated with discriminant analysis
(DA) 18 equivalent to p;odicting a dichotomous criterion via
multiple regression (MR) methods and classifying a subject into

the group for which the predicted criterion is mearer the actual.
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An especially enlightening examination of this and some other
multivariate techniques from the general perspective of MR is
providédlby Flury aqa Riedwyl (1985).

However, A precaﬁtion about the.eqﬁivalence of two-group
classification and mul;iple regression with a dichotomous
criterioﬁ is appropriaﬁe;’-ln;a_twé-group éitﬁation, there is one
linear discriminant function (LDF) and there are two linear
.classification functions (LCFs); an LDF and an LCF are simply
linear cbmpbsites of the predictors, It is true in a two-group
context that the regression weights are proportional to the single
set of LDF weights. When a linear regression function (LRF) or an
DLF is used for classification purposes a cut-off criterion needs
to be determined--with an LRF it i8 midway between the two values
by which the dichotomous criterion is coded, with an LDF it ia
midway between the LDF means for the two groups. With the use of
ILCFs, there ias not cut-off per se; rather a unit is classified
into the group with which is aesociated the larger LCF score, It
turns out that the respective LCF woight differences are propor-
tional to the corresponding LDF and (therefore) tha LRF welghta.

Input acores for an LRF, and LDF, and and LCF are typically
predictor variable measures. [As stated above, any of the threec
linear composite types may be used for a two-group classification

problem.] It turns out that another, still equivalent, approach
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to two-group classification may be emp;oyed. Here, one uses LDF
scores for each unit as inpﬁt for aﬁ tCF; we thus have, 1in
essence, a single prediceor score for each unit.

When generalizing from a two-group problem to a k-group
problem, it’is advisabie to forgef'the LRF and LDF approaches and
focus on the LCF approach, Qith predictor measures as input
scores., |

Estimates of Model Accuracy

Estimation of the cross-validated accuracy of the prediction
model offers similarities and differences between MR and DA
methods. In both DA and MR the researcher must decide what type
of cross-validated accuracy is of concern. For instance, 1is
interest in simply estimating an accuracy index parameter from the
assoclated statistic, that is, estimating the index of accuracy
(R? or percent of "hits,' respectively) that would obtain in the
population from that same index in tﬁc sample, or is interesat in
the accuracy that would obtain on application of sample optimized
weights to alternate samples from the same population? The
concern {n this paper will be with the latter type of accuracy.

Ao in an estimate of crods-validated R? in MR, a judgment of
DA "hit-rate" based on the calibration sample is optimistically
bia;ed in referencé to.application to alternate samples. To
estimate a cross-validated result in MR, another decision that
must be made i1s whether interest is in relative accuracy, as

manifested in the correlation of Y and Y, or in absolute accuracy,
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.haswménife;téd iﬁ the MSE. 1In either case, several formula
estimates are available (éee Huberty & Mourad, 1980; Rozeboom,
1978). 1t is probable that most of the predictive uses of MR in
the beh#vioral sclences, such as in personnel selection, are
'cbncefned‘with‘relative accuracy.

Unlike in MR, the concern in predictive ﬁA is iﬁ
classification accuracy; this is*implicitly a concern of absolute
accuracy. A formulg eetimété fo£ Eross¥va1id;ted hit-rate in the
general k—éraﬁﬁ case ﬁaa lﬁrgély eluded.methodologists. ﬁowever,
a usgeful, althéugh compiicﬁted, formula estimaﬁe.fAr cro;s—
validatéd’ﬁit-fate in.the two-group case was derived By McLachlan
(1957). Accofdini to that:estimato}, the hit ra;e. Pg for group
g,?;here é - i ofw2éiéz |
P, = | = T(-D/2) = £(-D/2) (p = 1)/Dny)

+ Dl4C4p = 1) = D2h/32m) + (p = 1)(p = 2)/4Dn 2

+ (p = 1{-D> + 8d(2p + 1) + 16/D]/(bmn,)

+D(3d® = 4p%(24p + 7) + 16a%(48p? - 48p - 53)

+ 192 (=Bp + 15)1/(12288m%)
whore 1 is the standard normal distribution function 1.e., F(=D/2)
1s the arva to the "loft" of =0/2, f 1s the standard normal
dennity function, D is the Mahalanobis distahce. p is the number
of prudictof variable?. n8 ié the number of suBJecﬁs in group g.
and m = n, + n2-2. While the formula looks formidable, with

patience it 1s calculable with hand-held calculator. Moreover, as

the last term in the multiplier for £(-D/2) 1is usually very small,
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one may choose to ignore it, making the formula even more
tractable. If the researcher with an orientation toward MR notes
that D2 = RZN(N~2)/(1-R)2n1n2. then the McLachlan estimator of
cross~-validated hit-rate can be obtained from the R2 resulting
from regressing the dichotomous criterion on the predictors.

One slightly "uﬁnerving" aspect of the McLachlan estimator 1is
that it can yleld estimated hit-rates that are larger than those
that are estimated from the known positively bilased process of
reclassifying the calibration sample (Morris & Huberty, 1986;
1987), This 18 unlike the case in MR where the "shrunken"
multiple correlation is necessarily less than the value of the
multiple correlation derived from the calibration sample. The
explanation for thias apparent paradox between methods is that
estimators of the cross-validated multiple correlation are
functions of the corresponding calibration sample multiple
correlations, and are therefore guaranteed to yield smaller values
than the sample value. In thie sense, the McLachlan hit-rate
vetimator {s not parallel to the MR formula estimators. While it
ia an aeetimator of cross~validation hit-rate, it is not a function
of the calibration sample generated hit-rate; rather, it is a
fhnction of the Maﬁalanbbis-diétance betﬁeen éroups, éa well‘aa
other variables. That 18, it does not simply, estimate a parameter

from a function of the corresponding statistic as do the MR formula

estimators.
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An alternate nonparametric approach to estimating cross-
validated hit-rate, which has a wide following in the DA
literature, is the "leave-one-out" procedure (Huberty, 1984;
Huberty & Mourad, 1980; Lachenbruch & Mickey, 1968; Mosteller &
Tukey, 1968). In this method, a subject is classified by applying
the rule derived from all Ss except the one being classified.
This procesé is repeated "round-robin" for each subject with a
count of the overall classification accuracy used to estimate the
cross-validated accuracy. et

Clearly the same "round-robin" procedure can be used to
estimate either relative or -absolute accuracy in the use of MR,
and-has appeared in that context, with perhaps ‘the earliest
reference due to Gollob '(1967)., In a system intended to select
optimal MR predictor variable subsets, Allen (1971) coined the
procedure "PRESS," and he appears to be the source most often
cited in the MR literature,

The apparent computational difficulties due to the inversion
of N matrices can be avoided in both MR and DA by using a matrix
identity due to Bartlett (1951)., This identity is cited an used
explicitly in introducing the technique in the DA context by
Lachaenbruch and Mickey (1968), but was not mantionad by Allen in
the firet introduction of PRESS (1971) nor in ite presentation in
a later text (Allen & Cady, 1982, p. 254), although the same |

identity was implicitly used. Morwover, Allen doesn't cite the DA
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literature and the parallel application of the PRESS procedure.
It appears that this resampling prdcess was "invented"
independently in the MR and DA literatures.

Full vs. Restricted Model Hypothesis Testing

A technique that 1s well known and widely used by MR
researchers is that of ﬁypothesfs testing thrdugh contrasting full
and restricted prediction models. The power of this method, its
generality, and its appliéability to a gggzlwide arena of
theor;tical questions in science is no doubt pgrt of the reason
for the establishment of the MLRSIG within AERA.

The same types of model contrast "explanatory increment"
questions can be asked and seem to be of just as much potential
interest when the criterion is classification accuracy. However,
we know of gg_exdmpleé of this technique being used in the
literature. There seems to be no reason not to test the
difference in proportion of correct classifications (hit-rate)
between full and restricted models to examine meaningful
hypothesas, just as is done using the R2 in MR.l The appropriate
test atatistic is McNemar's (1947) contrast hetween correlated
proportions. Moreover, as the index, "I," of increase in
classification accuracy over chance (see Huberty, 1984, p. 168) 1is
diatfibuted éimilarly, 1t becomes aﬁpérent thatrsudh'a test would
also be applicable to that statistic. .

An example of such a test from a study in which the

subsequent high-school dropoﬁt of a sample of 76 children was
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pred#g;ed from data available in fifth grade_will now be .
preéénﬁed;: Thé éix predictor variables were gender, race (two
levels), number of elementary schools in which the child had been
a student, the number of grades ;he child had repeated, the family
structure (iiying with both)parents, or qoﬁ); aﬁq ;he child's
total ngm§er offifth“ngde aﬁsenqesz As wé have evidence of the

relationship between both gender and race and the criterion of

¥

high-school drop~out,‘;hg hypothesis to be_;ested concerned the

significgncekof the increment to classification accuracy afforded
by adding the four '"non-organismic' variables (number of

elementary schools, number of grades repeated, family structure,

and the total number of fifth grade absences) to the prediction
ce e wa e o

ooyt I i

model containingwonly gende: qnd race. quqsifying the
calibration samgle, the ﬁrop;;fion of cérrgct plaq.ifica;ions for
the total model was.752 an& for‘the moael ing}pding only gender
and race it was 65X, A 2x2 tabiaillultratipg the ﬁumbergof hits
and misaealfor both ﬁodelo ig: |

All Predictore

MISS HIT
Gendur and Race HIT 9 39
MISS 10 18

The test statistic, z = 1.73, would typically be considered
non-significant (P = .08) and therefvre offers no evidence that
these other variables add to the classification accuracy afforded

by just the demographics of race and gender.

85



Parallels 10

While no significance tests were applied, the classification
accuracies (again, derived from classifying the calibration
sample) obtained with two other subsets of predictor variables are
of some interest. The point of interest is that the
classification accuracies for these two three predictor variable
models (number of elementary achools; number of repe#ta, and
family structure, 79Z; number of elemeﬁtary schools, number of
repeats, and number of absences, 79%) were each greater than for
the total six variable predictor model. Thus, unlike the multiple
correlation coefficient in MR, even with non-cross-validated
"{nternal" estimates of classification hit-rate, accuracy does not
necessarily monotonically increase as one adds predictor
variables. A different perspective concerning contrasting reduced
and full model predictor variable subsets may therefore be
necessary for DA applications.

One may argue, however, that the cross-validated estimate of

accuracy should be usad in any case. An illustration of the
impact that using a cross-validated eatimator might have 1is that
the leave-one-out estimator for the hit rates involved in the
hypotheefs tested above were 642 for the full six-variable model,
and 49% for the three variable model, with a resulting test
statistic of z = 2,45, which 18, of course, s{gnificant at the .02

level.
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Non-Least Squares Models

Non-least-squares prediction strategies, particularly ridge
regression, have received a great deal of attention in the MR
literature (e.g., Darlington, 1978; Morris, 1982, 1982; Pagel &
Lunneborg, 1985; Rozeboom,:l979). and some attention in DA
(Campbell, 1980; DiPillo, 1976, 1977, 19]9)._ As the benefit to
predictive accuracy of such methods is a function of whether the
context is velative or absolute accuracy, the results for DA tend
to be a subset of thope for MR. They appear to be largely
parallel to the case of absolute accuracy in the MR case (Morris &
Huberty, 1987); enhanced predictive accuracy is available under

certain limited circums:ancgp. howqygr, roductions_in accuracy are

Just as likely to occur without an informed decision about when to
use the technique. Ridge meéthods are far from the panacea that
they have been purported to be for either the MR or DA case. A
suggested method for chooeing between alternate predictor
weighting algorithms, including ridge and least squares, has buen
presented for the DA case by Morris and Huberty (1987), and for
the MR cade by Morris (1986). Computor programs for both analysals

types are avallable at no ch#rge from:

John D. Morris

Institute for Research and Development in Teacher Education
College of Education

Florida Atlahtic University

Boca Raton, FL 33431
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