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Abstract

The argument for preceding multiple ANOVAs with a MANOVA
to control for Type I error is challenged. Several situations
are discussed in which multiple ANOVAs might be conducted.
Three reasons for considering a multivariate analysis are
discussed: to identify outcome variable system constructs, to
select variable subsets, and to determine variable relative

worth.
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Multivariate Analysis Versus

Multiple Univariate Analyses ,;é

The analyses discussed in this paper are those used in.ﬁ

research situations where analysis of variance techniques areL

called for. These analyses are used to study the effects ofﬁ
"treatment" variables on outcome variables (in ex post faCto
well as experimental studies). With a single outcome Variabli
we speak of univariate analysis of variance (ANOVA); with
multiple outgggg.variables it is multivariate analysis of
variance (MANOVA). |

With multiple outcome variables, the typical analysis
Approach used in the group-comparison context, at least in thé
behavioral sciences, is to either: (1) conduct multiple
ikﬂéoAs;'qr f2) ébﬁd&cﬁ aﬂMAkOVA22611owed by'multiple ANOVAs.
éhé thesis of‘the current aﬁthor is that the latter approach
seldom #ppropriaté, and the former approach is appropriate on
ih some special situations. The purpose of this paper is to
provide‘a rationale for the ltated}thelil, and to present an

argument for a truly multivariate analysis, when appropriate

Type I Error Protection

An argument often given for conducting a MANOVA, as a
preliminary to multiple ANOVAs, is to "control for Type I Quf‘
probability" (see, e.g., Leary & Altmaler, 1980). The r
rationale typically given is that if the MANOVA yields
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significance, then one has a "license" to carry out the
multiple ANOVAs, with the data interpretation being based on
the results of the ANOVAs. It may be intuitively appealing to
conclude that one would incorrectly reject a null ANOVA
hypothesis less frequently if the null MANOVA hypothesis is
initially rejected than if the latter were not rejected. This
is the notion of a "protected (ANOVA) F test" (Bock, 1975,

p. 422), an extension of Fisher's protected t test idea as
applied to the study of contrasts in an ANOVA context.

If a researcher has a legitimate reason for testing
univariate hypotheses, then he/she might consider either of two
testing procedures. - One is a simultaneous test procedure
(STP) advbcated b& Bird and Hadzi-Pavlovic (1983) and
programmed by O'Grady (1986). For the STP, as applied to the
current MANOVA-ANOVAs context, the referent distribution for
the ANOVA F values would be based on the MANOVA test statistic
used. Bird and Hadzi-Pavlovic (1983, p. 168), however, point
out that for the current context, the overall MANOVA test is
not really a necessary prerequisite to simultaneous ANOVAs.
Ryan (1980) makes the same point for the ANOVA-contrasts
‘context. These two contexts may be combined to a
MANOVA-ANOVAs-contrasts context in which it would be reasonable
to go diréctly to the study of univariate group contrasts, if
univariate hypotheses are the main conqern (see next section.)

A second procedure for testing univariate hypotheses is to
employ the usual univariate test statistics with a Bonferroni

adjustment to the overall Type I error probability. How
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“overall" 1i1s defined is somewhat arbitrary. It could mean th“:

probability of committing a Type I error across all tests

conducted on the given data set. Or, it could mean the Type i"

error probabllity assocliated with an individual outcome

B

variable when univariate questions are being studied. Whatevei
the choice (which can be a personal one, and one that is |
numerically nonconventionall!), some errorééplitting seems Qgiy
reasonable. Assuming that Type I etrbr pibbabiiity for eacnuir
a set of m tests is constant, the alpha level for a given tégt
may be determined by using either of two apbfoaches. One |
approach i1s to use the additive Bonferroni inequality: for m
tests, the alpha level for each test is given by the overali:
alpha level divided by m. A second approach'is to use a ”_
multiplicative inequality: for m tests, the alpha level fofi
each test 18 found by taking one minus the mth root of the i
complement of the overall alpha level. [See Games (1977). ]
The per-test alphas-~constant across the m tests--found using
the two approaches are, for most practical purposes, the same.
Therefore, the simpler of the two approaches, namely the fi}st
one, 1s rocommended when multiple tests are conducted.

In nearly all instances, outcome variables arc
interrelated. Thus, tho.ASOVA F tests are not independent;
furthermore, contrast tests for individual outcome variablés
may not be independent. This lack of independence does not,
however, present difficulties in determining the per-test
~alpha level to use. That this i1s the case may be seen by tﬁé
following double inequality:

"overall alpha ¢ 1 - (l-test alpha)m <m e+« test alpha.
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It turns out that when conducting m tests, each at a
constant alpha level, a considerably larger overall alpha level
results. For example, 6 tests, each conducted using an alpha
level of .05, yleld an overall alpha level of .30 using the
additive inequality, and about .26 using the multiplicative
inequality (the middle of the double inequality above). The
above double inequality ignores the extent of the outcome
variable intercorrelations. If r is the constant correlation
between all palrs of outcome variables, then the overall alpha
level i1s approximately (Bird, 1975, p. 346)

l - r2(1 - test alpha) - (1 - rz) (1 - test alpha)m.
Again, for 6 tests, each at an alpha level of .05, and a

constant bi-variable correlation of .30, the overall alpha
| level i1s about .25.

While adjusting the individual test alphas in conducting
multiple tests addresses the Type 1 error protection problem, a
potential related problem emerges. For m tests and a test
alpha equal to (1/m)th of the overall alpha, the statistical
power of the multiple tests may be a concern 1f m is "large."
One way of obtaining reasonable power values 1s to use an
adequate sample size; Thus, in designing studies that
incorporate multiple outcome variables, the qample
sizé-to-variablé ratio 1is an important consideration. The use
of a liberal overall alpha is recommended; something like .20,
or even higher in some situations. Thi; whole issue becomes
much more involved when group contrasts are studied for each
outcome variable. Sound planning, good judgment, and

reasonableness are clearly called for.

112



.o Me r ely .co nductﬁipg 8 MANQVA ; 1°bt a in ing significance at Som
..level, and then conduc;;ngmgltiplqﬂéNOVAs,_each,atia )
conventional significance level, is hardly "controlling for.:
Type I error probability." [The notion that one completely
controls for Type I error probability by first-conductingaﬁ
overall MANOVA or ANOVA is open to question (Bird & o
Hadzi-Pavlovic, 1983; Bray & Maxwell, 1982, p. 343; Ryan,.lgéb;
- since the alpha value for each follow-up test would be lesséé
than or equal to the alpha employed for the overall test onif
when the overall null hypothesis 1s true. (See, also, :
Wi;kinson, 1975.) - This notion does not have convincing

. empirical support in at least a MANOVA-ANOVAs context--the.@;
-, Hummel and $ligo (1971) and Hummel and Johnston (1986) studies

notwithstanding. fg:

When Multiple Univariate Analyses?

One situation in which multiple univariate analyses miaﬁt
be appropriate is as a moans of screening outcome variables -
prior to a MANOVA. It bchooves theo roscarcher to screen oﬁ;
non-functional variables at theo outsot for various reasons}?to
' enhance parsimony, to enhance ostimatod predictive accuracy;'u
' abate collinearity, and so forth. Suppose a researcher has 15
sets of unimodally distributed outcome measures. A reasonéble
first analysis step would be to conduct 15 ANOVAs. A

rule-of-thumb that seems appropriate is to delete any varigple
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m further analysis if the associated ANOVA F-value is less

n 1.00. In a two-factor design this rule would pertain to
- "all-effects" test--the test of thé equality of all design
1 population means. A rationale for this rule is that such
F-value implies that the variable is contributing nothing

- "noise" to the analysis., [An F-value of unity 1s‘

tivalent to an eta-squared value of dfh /(dfh + dfe).]

A second situation that would call for the use of multiple
variaté analyses is when the outcome variables are
nceptually independent" (Biskin, 1980). ([This is the
ithesis of a situation involving a variable system, a notion
cussed in the next éection.] In such a situation one would
interested in how a treatment variable affects each of the
come variables. Here, there would be no interest in seeking

lihear combination of the outcome variables; an underlying
nstruct" is of no concern. In particular, an underlying
struct would perhaps be of little interest when each outcome
lable is from a different domain. Dossey (1976), for
'mple, studied the effects of three treatment variables
-aching Strategy, Exemplification, Student Ability) on four
come variables: Algebra Disjunctive Concept Attainment,
metric Disjunctive Concept Attainment, Exclusive Disjunctive
wcopt Attainment, and Inclusive Disjunctive Concept
ainment. Cohsidering these outcome variables as
wceptually independent, four three-way ANOVAs‘were conducted.
The third situation in which multiple univariate analyses

/ht be appropriate is when the research being conducted is

114



| exploratory in nature. Such situations would'exist;when "né$ﬁ 
treatment and outcome variables are being studied, and the;Qy:i
‘effects of the former on the latter are being investigated so §
as to reach some tentative, nonconfirmatory conclusions. 1Thi$;
approach might be of greater interest in status studies, astff
opposed to true experimental studies. . :

In the two latter situations it hight be argued (via the]
- "protected-test" argument) that the multiple tests on the i
individual outcome variables should be preceded by a MANOVA;7f;
As mentioned above, however, this is not necessary; If tests:
on individual outcome variables are the tests of basic ;gﬁ'i
wintereét,'then going directly to the univariate analyses wou1; 
‘seem reasonable. One can employ a simulganeousutest procedurif
by referring to a MANOVA test statistic (with or without a..: ?
Bonferroni adjustment), or multiple univariate aha;yses by;m;ff
referring to a univariate test statistic with a Bonferroni;w'}_
adjustment. - o E n@# ;

A fourth situation in which multiple univariate analysesf?

contexts. 1In this caso separato univariate analysis results ?;
can bo obtained for comparison purposes, in addition to a;ﬁé'%
multivariate analysis if the latter is appropriate and EoN

‘desirable. |
A fifth situation calling for multiple univariate analyséf

is where a researcher characteristic is considered. The

researcher characteristic is a lack of understanding of, and/
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ippreciation for, multivariate methods. A lack of training and
axperience in multiva;iéte'meﬁhdaé may very well account for
the lack of understanding/appreciation. Attempting to use
inalysis procedures with inadequate understanding is futile
indeed. One possible solution to the lack-of-understanding
problem (for non-diséertation research) is to contact a
knowledgeable methodologist,|stimulate his/her interest in the
topic being investigated, offer him/her co-authorship, and
complete the collaboration. |

Finally, there is an evaluation design situation in which
multiple univariate analyses might be conducted. This is when
some evidence is needed to show that two or more groups of
units are "equivalent" with respect to a number of descriptors.
These analyses might be qonsidered in an in situ design for the
purpose of a comparative evaluation of a projecf. In this
situation evidence of comparability may be obtained via
multiple informal ("eye~ball") tests, or formal statistical
tests.

Some six situations are presented that would seem
appropriate for multiple univariate analyses. Multiple
univariate analyses might be conducted: (1) to screen outcome
variables prior to a multivariate analysis; (2) to study the
offocts of some treatmont variable(s) on conceptually
independent outcome variables; (3) to explore new
treatment-outcome variable bivariate relationships; (4) to
re-examine bivariate relationships within a multivariate

context; (5) when a researcher is multivariately naive; and

(6) to select a "comparison" group in designing a study.
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.~ Of .course, -the analySisistrategy employed by a researcher
is dependent, among other things, ‘upon the questions he/she:ha
of the data on hand. And these questions are, or at least i-
should be, derived from beliefs or theories of the researcher.
With questions in mind, it is assumed that the researcher has
judiciously chosen a collection of outcome variables that are
relevant to his/her investigation. The interrelationship of
these variablesziswan'imbortant consideration ‘in deciding upon
an analysis strategy. More specifically, does the collection
of variables constitute,  in some substantive. sense, a szsteh?

Or, perhaps, are there subcollections that may constitute i -

- multiple:systems? L SR L

performance and personal growth.

A "system" of outcome variables may be loosely defined;as
a collection of ‘interrelated variables that, at least . ::ig"
potentially, determines one or ‘more meaningful underlyingfw&h
variates or constructs, In a system one has several outcoméf

Ay

variables which ropresent ‘a :small number of

constructs-~typically one or two. . For example,“Wat:t:erson::‘oft:‘f"""‘fE
al. (1980) studied a system of ‘five outcome measures on.~iﬁﬁé
attitudes (based on interview and questionnaire data) thatﬁ;éad
to two meaningful variates, political attitude and freedom?df
expression; Hackman and Taber (1979) studied a system of 21&-.
outcome measures on student performance (based on interview!

L

data) that determined two meaningful variates, academic . 3%
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A goal of a multivariate analysis is to identiff»qnd‘gf?’-
interpret the underlfing construct(s). For suéhwﬁozéntial
constructs to be meaningful, the judicious choice“df 6ﬁtcome_h
variables to study is necessary; the conceptual relationships
among the variables.must be considered in light of some
overriding "theory." A multivariate analysis should enable the
researcher to "get a handle" on some characteristics of his/her
theory: What are the "emerging variables"?

These emerging variables are identified by considering
some linear composites of the outcome variables, called

canonical variates or linear discriminant functions (LDFs).

Correlations--sometimes called structure correlations--between
each outcome variable and each LDF are found. Just as in
factor analysis, the absolute values of these corrglations, or
"loadings," are used in the identification process: those
variables with high loadings are "tied together" to arrive at a
label for each construct.2 [See, however, Harris (1985, p.
319), for an opposing point of view regarding such a use of
loadings.) |
Sometimes a researcher is interested in studying multiplew
systems, or subsystems, of variables. Those subsystems may be
studied for comparative purposos (see, e.g., Lunneborg &
Lunneborg, 1977), or simply because different (concépﬁhélly po
independent?) constructs--based on different variable .
domains--are present (see, e.g., Elkins & Sultmahn, i§8f). - In
this case, a separate multivariate analysfs for eaéh;subsystem

would be conducted.
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5 WA primary,reason,.then, for conducting a“multiyariate
,‘_analysis is to identify‘the_variates or constructs that
,underlie the collection ofyoutcome variables chosen for
analysis. By doing sO, one analyzes‘the.collection as a
system, taking into consideration the intercorrelations of the
variables. This approach enables a researcher to seek answers
to more general (more interesting?), complex questions;

, questions that reflect the real uorld of behavioral (or any
| ot_her)science.3 [See Dempster; (1971) for more on data
_ structure ] ~ o |
There are twolggggg‘potential reasonsvfor conducting a
_multivariate analysis.< Either of these reasons is considered
:when the intercorrelations of the outcome variables are to be °
~kept in mind. One potential reason is to determine if fewer
variables than the total number initially chosen can adequatel§
define a meaningful system. This is the so-called variable
selection problem, andris discussed in some detail by Huberty;;
(1986). This problem might be considered so as to seek a .
parsimonous interpretation of a system. It should be noted
that this is not an imposed parsimony--as one might get with
“multiple univariate analyses--but a parsimony taking into ‘
consideration the intercorrelations of the outcome variables. ;:
Another potential reason for conductinq a multivariate
analysis is to make an assessment of the relative contribution
,of the outcome variables to the resultant group differences, or

to the resultant effects of the "treatment" variable(s). This

is the so-called variable ordering problem. Although the
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assessment of variab}e importance is very difficult in all
multi-variable ahaiyées (inclﬁding caﬁonical correlation,
factor analysis, cluster analysis), some reasonable indexes
have been proposed for the MANOVA context (see Huberty, 1984).
Of course, a meaningful ordering of variables that constitute a
szsteh can only be legitimately accomplished by taking the
variable intercorrelations into consideration.

In a multiple-group situation, the study of system
structure and of variable importance may lead to some
interesting and informative conclusions. 1In the univariate
case, group contrasts (pairwise or compiex) are often of
interest in addition tb, or in lieu of, the omnibus inter-group
comparison. Group céntrasts may also be studied with multiple

outcome variables--here we have multivariate group contrasts.

The construct associated with one contrast may be characterized
quite differently from that for another contrast. Also, the
variable orderings for effects defined by two contrasts may be
quite different. For a detailed discussion of this analysis
strategy, see Huberty and Smith (1982).

None of the above threc data analysis problems (system
structure, variable sclection, variable ordering)hcan be
appropriately approached via multiple univariate analyses. As
Gnanadosikan and Kettenring (1984, p. 323) put it, an objective
of a multivariate analysis is to increase the ﬁsgn;itivity of
the analysis through the exploitation of the_interfcorrelations
among the responée variables so that indicationsIthat may not
be noticeable in separate univariate analysés stgnd out more

clearly in the multivariate analysis."
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'for variate selection and varlable ordefiog aregaaﬁolew an
system-specific. What is a good variab]e subset or a ‘
relatively good individual variable depends upon the collect1:
.'of the varlables in the system being studied. How well the ‘
| proposed selection and ordering criteria “hold up" over

repeated'saMpling needs furoher ehpirical study. Of course,
'repiicaﬁion islhiéhly desirable. The rank-order position of f
varlable in'a system of varlables may change when new varxablﬁ
‘are added to the system. Simllarly for the composition of aiﬂ
"good SUbset of variables. Hence, a conclusion regarding the Q
goodness of a variable subset and/or the relative goodness of}
']individual variables must be made with some caution (see

KiHuberty, 1986, for elaboration)

"Additional Comments

Some apparently "funny" results can occur when ﬂomparing
multivariate analysis with multiple univariate analyses. 1
Slgnificant univariate results do not necessarily imply
slgnificant multivariate results (sce, e.g., Cramer, 1975),.a}
vice vaersa (see, e.g., Tatsuoka, 1971, pp. 13-24). Of course)
the meaning of "“significant" in the two approaches may be |
different. Does rejecting a MANOVA null hypothesis lead to t;
same conclusion as rejecting one or more ANOVA null hypothQSGE

How does one compare a single P-value from MANOVA with the
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multiple P-values from the ANOVAs? Furthermore, how does one
compare the power of a multivariate test with the power of a
set of univariate tests? These types of comparisons are
problematic, particularly because of "inconsistent" MANOVA -
ANOVA results that may occur.

Ignoring the interrelatednesé of a collection of outcome
variables can lead to obtaining redundant information. For
example, suppose Variable 1 yields univariate significance, and
that variable 2 is highly correlated with Variable 1.
Significance yielded by variable 2, then, would not be a new
result. Van de Geer (1971, p. 271) points out that, "with
separate analyses of variance for each variable, we never know
how much the results are duplicating each other."

In summary, 1if a collection of outcome variables
constitutes a potentially meaningfull system, then a
multivariate analysis called for. That is, a multivariate
analysis should be conductéd if interest is on potential
underlying constructs. If not, then a multiple univariate
analysis route would be taken (without a preliminary
multivariatoc analysis). If control over Type 1 error is of
concern whon conducting multiple univariate analyses, it is
suggested that Bonferroni-qdjustod probability values be

considered.
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Footnotes

1In attempting to encourage graduate students to formally

study multivariate methods, the current author has often been
confronted with a response such as: "A researcher, keeping in
mind some 'theory' underlying a research effort, poses his/her
questions first, then seeks analyses to answer the questions.
If multivariate analyses are imminent, then he/she can approach
a 'statistician' for help." My argument, which only seldom is
heeded, is that knowledge of multivariate techniques should
enable the researcher to pose more interesting, relevant, and

Bl A

penetrating questions to begin with.

2It has been pointed out by Harris (1985, pp. 129, 257, 319)
and proven by Huberty (1972) that in the two-group case, the
squared LDF-variable correlations are proportional to the
univariate F values. Thus, it might seem that if a system
structure is to be identified via loadings, then multiple
univariate analyses would suffice. 1In the multiple-group case
where at least two LDFs result, however, the multiple
constructs cannot be identified by multiple univariate
analyses.

3Tho notion of a "construct" may bo viewed as a varying one
across different types of multivariate analyses. For the
group-comparison or grouping-variable-effects situation on
which we focus herein, the identified constructs are extrinsic -
to the set of outcome variables. That is, the optimization of

'

the composites (i.e., LDFs) is based on somqthing external to

thé outcome variables, namely, the maximization of effects.
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Similarly for thé 6b£imizatipnuofféompééites:iiiheér

classification functions) in thé-contékfﬁofﬁpréaigéive

~-discriminant analysis (see Huberty, 1984) where classifica

accuracy is maximized. On the other hand, in component
analysis, for example, the identified constructs are intri
to the set of outcome variables. That is, the optimizatio

the composites (i.e., components) is based on something

. internal to the outcome variables, namely, the maximizatio

accounted-for variance in the variable set. Furthermore,
extrinsic-intrinsic, constructs-of-constructs situation co
result when one conducts a MANOVA (or classification analy

using component or factor scores as input.
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