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ABSTRACT 

It is well knowri that the three-group oiscriminant function cannot be 

expressed as a specialized case of the general linear model or multiple linear 

regression. However, researchers should be alert to the possibility that the 

set of three-group membership vectors might be adequately representeo by an 

unia111,ensional bipolar variaole ot three points thus permitting the use of 

regression techniques. 

A r1is11.:irch uxamplt: is prescntca in which 0<1ta were vxc1111iriea bolh un tlit! 

b11s is of the three-group mull iplc discriminclnt f'unct ion 11s well as by 

r1.:yr1!5Sion proceuures, fiesults of th\! compur'dlive ,rn.ily�is weru such thdl 

regression techniques furn1shea an accurate picture of the f1no1ngs, The 

obviou:. implkdtion is to suggest that rt.:searchers consioer using a 

three-point depenoent variable and regression techniques when it makes 

tht.:ort.:tical or logical sense to conceptualize the three-group membership 

vectors as a single variable. 



In the case of the two-group discriminant function it is well known that 

the discriminant weights are proportional to the weights for a multiple 

regression equation of a dichotomous criterion group-membership variable on a 

set of predictor variables. Thus, discriminant analysis for two groups is a 

special case of multiple linear regression in which all Group 1 members are 

assigned the score 111," and a 11 Group 2 members the score "0, 11 on a 11oummy 11 

criterion variable Y. Many early writers such as Garrett (1943) ana Wherry 

(194i), as a result of the two-group relationship between the aiscriminant 

function and multiple linear regression, stated falsely that discriminant 

analysis, in general, was nothing more than a special case ot multiple linear 

regression. It shoulo.be emphasized, at this point, that the relationship 

between the oiscriminant function and multiple linear regression holas only in 

the cass of two gfoups. When there are mare than two groups under 

investigation, the �iscriminant function reouces, not to multiple linear 

regression, but to canonical correlation analysis. 

In a ooctoral dissertation completeo at the University of Northern 

Colorado, Marcantonio (1977) explored the relationships between selecteu 

demographic ano personality characteristics as they relate to the variable of 

the Divorce Initiating Party (I, Both, H/She). The author utilizco multiple 

linear regression techniques as he conceptualized the criterion variable of 

the Divorce Initiation Party to represent a three-point bipolar v<ictor. !11 

order to make more meaningful the comparison betwcer1 the threo-group 

discriminant function with a specialized example in which the c�iterion 

variable was scoreo on a three-point scale, it shoulu be helptul to rev1ew the 

main findings of Marcantonio (197/) derived primarily from correlational ana 

regression procedures. 
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The� in the original study by Marcantonio (1977) consistea of 101 

formerly-marrieo inoividuals who had participated in a aivorce aajustment 

seminar presented by a trained psychologist in Colorado during the Fall 

Quarter, 19i'7. All the� were tested prior to the start ot the seminar. The· 

tests included the Tennessee Self Concept Scale, the revised edition of the 

Fisher Divorce Adjustment Scale (1976), ano the aemographic questions. Below 

are presented a list and description of the variables. 

Description of the Variables 

1. Tennessee Self Criticism Score

2. Tennessee Total Score

3. Tennessee Row Score - Identity 

4. Tennessee Row 2 Score - Self Satisfaction

5. Tennessee Row 3 Score - Behavior

6. lennessee Column A - Pt1ysical Self

7. 1 ennessee Column B - Moral Ethical

8, ·1 ennessee Column C - Personal Selt

9, lennessee Column D - Family Selt 

10. lennessee Column E - Social Self

11. Tennessee Total Variability

Self 

12. Fisher Uivorce Ac1just111ent Scale Sympto111s-01-Griet Factor

V,H'idble lr. was the Symptoms-of-Grief' factor score obta1neo on the

revlsnd edition of the Fisher 01vorc11 Adjust111e,1t Scale. lho revised co1t1on 

utilileo items for this tactur on the orig1nal Fisher Ulvorce 1\ajustment Scale 

( 197b). For his study, Marcantonio selected out only those test 1te111s or 

quest ions which liaa factor loaaings in excess of 0,40 and were of complexity 

one. This variable measures the extent to wh\ch a person mourns the death of 

the love relationship. 
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13. Fisher Divorce Adjustment Scale Disentanglement of the Love-Relationship

Factor

"Variable 13 was the Disentanglement of the Love-Relationship Factor score

obtained on the revised edition of the Fisher Divorce Adjustment Scale. This 

variable measures the extent to which the person dissipates the strong 

emotional feelings that he/she had for the former love-object person. 

14. Fisher Divorce AdJustment Scale Feelings-of-Anger Factor

Variable 14 was the Feelings-of-Anger Factor score obtained on the

revised edition of the Fisher Adjustment Scale. This variable measures the 

anger level of the divorceo party. 

15. Fisher Divorce Adjustment Scale Rebuilding Social Relationships Factor

Variable 15 was the Rebuilding Social Relationships Factor score obtainea

on the revised edition of the Fisher Adjustment Scale, This variable measures 

the extent to which a person has learned to buila new trienaships ano to teel 

comfortable with friends, 

16, Time Separated from One's Spouse 

Variable 16 was scorea on a four-point scale: 

1 identifying a.?. separated between zero and six months; 

2 identifying a person separated betwocn six ano 12 months; 

3 identifying ll person separ1Jted one to thretl yellrs; 

4 identifying a person sep1Jratcd more thd11 thrcu yccH'S. 

17, Age of
J
the Divorced Party 

Vari1Jble 17 WIJS scored on a five-point scale: l identifying a pcrson who 

is between 20 and 29; f. identifying ll person who is between 30 and J\,/; l 

1aentifying a person who is between 40 ana 49; 4 iaentifylng a person who 1s 

between 50 and 59; 5 identifying a person who 1s 60 or older. 
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18. Sex Status of the Divorced Party

Variable 18 was binary coaea:

male S. 

19. Divorce Initiating Party

ioentitying a female�; 2 identifying a 

Variable 19 (the criterion variable) was trinary caciea: l ioentifying

the situation in which S who was testea also initiatea the aivorce; .£ 

ioentifying the situation in which both formerly-marrieo parties initiateo the 

divorce; l identifying the situation in which the S who was testeo aid not 

initiate the aivorce. Since the v�riable of Divorce Initiating Party was 

essentially a bipolar concept, it was felt that a three-point numeric scale 

coulo be utilizea to represent it as a one-oimensional vector. 

Multiple Regression Analysis 

A list of the variables ano their abbreviations are presenteo in lable 

1. In Table 2 are presenleo the means ano stanaara aeviations tor the lY

variables studieo. The intercorrelation coefficients among the 19 variables 

are proouct-moment coefficients ano are presented 1n lable �. Because one of 

the variables ts binary-codeu, some of the coefficients are point-biserial 's, 

In the Marcantonio study there was an attempt to measure both the total or 

absolute contribution of a predictor variable to the criterion variable as 

woll as the un1quo contribution of a v,iriatile or set ot var1ulill1s to the 

cr1terton V<H'1c1tile. lhe total or c1b•;olute contribution of a pnwictor 

VM' lab lu ts me,lsurco lJy the squarv of the corrul.iljon cod t le 1e11l bl:lweer1 the 

predictor variable c111<.t the criterion vari11ble. ltw unique contribution of a 

variable or a set of v11riables to the criter1on variable was oeterm1ned by 

methods described in Schmid and Ree<.t (196b). The authors explain that the 

unique contribution of a preoictor variable, to the prediction of a criterion 
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Number 

• l 

2 

3 

4 

5 

6 

7 

8 

<1' 9 

10 

11 

12 

13 

14 

15 

lo 

17 

18 

19 

TABLE l 

LIST OF VARIABLES 

Variable 

TSCS Self Criticism Score 

TSCS Total Score 

TSCS Row l Score - Identity 

TSCS Row 2 Score - Self Satisfaction 

TSCS Row 3 Score - Behavior 

TSCS ColUDl A - Physical Self 

TSCS Colum B - Moral Ethical Self 

TSCS Column C - Personal Self 

TSCS ColUUJ D - family Self 

TSCS ColUIIIl f - Social Self 

TSCS Total Variability 

FDAS Syqit001S-of-Grief factor 

FDAS Disentanglement of the Love-Relationship Factor 

FOAS feelings-of-Anger Factor 

fOAS Rebuiling Social Relationships Factor 

Time Separated from One's Spouse 

Age of the Oivorcect Party 

Sex Status of the Divorced Party 

Divorce Initiating Party (criterion variable) 

Abbreviation 

SC-T 

TOT-T 

Rl-T 

R2-T 

R3-T 

CA-1 

CB-1 

CC-T

CD-1

LE-1 

TV-T 

SuG-F 

DLR-F 

FOA-F 

RSR-F 

TIME 

AGE 

�EX 

DIP 



Van ab le 

1 SC-T 

2 TOT -1 

3 Rl-T 

4 R2-T 

5 k3-T 

6 CA-T 

7 CB-T 

8 CC-T 

9 CD-l 

10 CE-T 

11 TV-T 

12 SOG-F 

1:J DLR-F 

14 FOA-F 

15 HSR-F 

16 TIME 

17 AGE 

18 SEX 

l<J UIP 

TABLE 2 

MEANS AND STANDARD DEVIATIONS 

Mean 

::S5.56 

264.48 

82.56 

88.25 

92.70 

55.83 

51.87 

47.86 

. 55.00 

53.31 

36.79 

49.67 

51.0b 

24.46 

2:J.86 

2,911 

2. 17

1.38 

2.0t. 
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{N=lOl) 

Stanoaro Dev1at1on 

5.53 

12.71 

5.93 

7.08 

!J.33 

4. 11

4.25 

5. 11

5.40 

3.98 

10. 17

b.!11 

13. 71

6.22 

6,34 

1.04 

O. 7o

o.,w 

0.!12 



TABLE 3 

INTERCORRELATION MATRIX* 

Variable l 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

SC-T 

• 

TOT-T 2 -08 

Rl-T 3 -05 58 

R2-T 4 -03 67 37 

R3-T 5 -05 !>4 10 20 

CA-T 6 04 14 38 23 12 

CB-T 7 -02 54 47 54 38 17 

CC-T 8 -16 39 35 44 15 -04 23 

CD-T 9 -07 65 45 49 43 -08 41 17 

00 CE-T 10 04 33 23 28 16 10 07 -00 10 

TV-T 11 01 -06 -16 -18 19 09 (_E -28 -01 22 

SOG-F 12 -03 -18 -15 -18 -09 -02 -15 -17 -18 -02 -10

DLR-F 13 25 -00 06 -02 -06 00 -04 -11 (J3 08 -16 49 

FOA-F 14 03 12 10 14 05 -00 -00 -02 18 -01 -14 39 42 

RSR-F 15 -16 13 14 20 07 17 12 08 13 -02 -22 17 19 47 

TIME 16 08 07 10 -09 -00 -06 08 -15 18 03 10 13 28 21 -Ob

AGE 17 -12 11 i9 -02 10 14 -02 17 01 02 -02 -17 -12 -OU 01 .:'. l 

SEX 18 -06 -12 -18 04 -09 -14 06 -02 -20 -12 -07 -ul -26 07 Ob -16 -11

DIP 19 -20 04 -G2 17 -00 -03 12 09 lCJ -Ob 04 -l& -46 -10 13 -08 -18 lb 



variable may be interpreted in a couple of ways. If a predictor variable is 

making a unique contribution, then knowleoge of that variable furnishes 

information about the criterion. Secondly, if a variableis making a unique 

contribution, then two�. who are �ifferent on the variable but who are alike 

on the other predictor variables, will differ on the criterion. Thus, 

according to Schmid anci Reed, the magnitude of the unique contribution of a 

set of variables to prediction may be measured by the difference between two 

squares of multiple correlation coefficients (RSs), one obtaineci tor a linear 

regression model in which all predictors are used, called the full moael (FM), 

ana the other obtained for a linear regression equation in which the proper 

subset of variables under consideration have been deleteci; this model is 

ca 11ed the restricted mode 1, (RM). 1 he RS tor the RM can never be 1 arger than 

the RS for the FM. The difference between the two RSs may be testea for 

statistical significance with the variance-ratio or F test. The formula tor 

this test 1s as follows: 

F " 

(RSFM - RSRM) / (DFFM - DFRM)

(I - RSFM) / (N - OFFM) 

in which N • the size of the sample, 

R5FM • the square of the multiple correlation coefficient for the full

moael, 

RSRM • the square of the multiple correlation coeffic1eril tor the

rcstr1ct<:O rnooul, 

OFFM • the ougrtHlS ot trtwoom dssoclalcd with the tull mooel, that 1s,

the number of p.irdmeters to be est 1matco In the ful 1 111ooel, ar10 

DFRM • the degrees of freedom or riurnber of parameters to be estimateo

1n the restricted moael. ,J" 

For a aetermination of which variables �a<Je a signiticant total or unique 

contribution, see Tables 3 ana 4. Marcantonio's major findings include: 

9 



1). There was found to be a negative significant correlation between the 

Tennessee Self Criticism (TSL) scores ano the Divorce Initiating Party \DIP) 

scores. This indicates that Ss with a healthy openness ana a higher capacity 

for self-criticism teno to be the initiating party in the oivorce proceaure. 

2) There was fauna to be a positive significant correlation between the

Row 2 TSC scores ana the DIP scores. This inaicates that Ss with a lower 

self-satisfaction score teno to be the initiating party in the divorce 

procedure . 

. 3) There :as found to be a negative significant corre·latiO'l'l"'between the 

Fisher Divorce Adjustment Scale (FDAS) Symptoms-of-Grief Factor scores and the 

DIP scores. This inoicates that� with high grief scores tena to be the 

initiating party in the divorce procedure. 

4) lhere was found to be a negative significant correlation between Lhe

FDAS Disentanglement of the Love-relationship Factor scores and the DIP 

scores. This inoicates that SS with high aisentanglement scores tena to be 

the initiating party in the aivorce procedure. 

5) There was found to be a negative significant correlation between the

Age of the Divorced Party scores and the DIP scores. This indicates that Ss 

who were older teno to be the initiating party in the oiv9rce procedure . 
.. 

. ... 

6) The variables of the Age of the Divorcee was found to be making a

significant unique contribution to the explanation of the VIP �cores. 

7) The vari.1ble of the FDAS Disentanglement of the LOVl!•rcldt ionstdp

Factor was found to be making a significant unique contribution to the 

explanation of the DIP scores. 

8) The variable of the FDAS Rebuilding Social Relationship F.-ictor was

found to be making a significant unique contribution to the explanation of the 

DIP scores. 

9) The set of 11 TSC Scales was not fauna to be making a significant

unique contribution to the explanation of the DIP scores. 
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Mooel RS Valu.,.s 'r-Variab le 

l 0.3707 19 
0 0.0000 lY 

Mooel RS Values \-hnibie 

l 0.3707 19 

2 0.3703 19 

Moael RS Values Y-�ariable

l 0.3707 19 

3 0.3152 19 

Moael RS Valuts 'r-Variable 

0.3707 19 

4 0.3!>14 19 

Model RS .'values 'r-Variable 

1 0.3707 19 

5 0.3307 19 
Mooel 

-
RS 'o'alues 'r-Variaole 

l 0.3707 19 

6 lJ.3704 19 

Moael RS Values 'r-Vanaole 

l U.3707 19 

7 0.2062 19 

Mooel RS Values 'r-Variable 

l 0.3707 19 

8 0.3705 19 

Moael RS Values Y-Variao le

1 0.3707 19 

9 0.3410 19 

*Significant beyana 5i level.

..,__ - -

·�
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TABLE 4 

StM1ARY TABLE OF LINEAR MODELS TESTED 

x-Vanables

1-18
None

X-Vanables

1-18
1-17

X-Variables

1-18
1-lb, 18

x-Variables

1-18
1-15, 17-18

X-Van ables

1-18
1-14,lb-18

)(-variables 

l-18
1-13, l!>-18

X-Variab1es

1-18
l-12�14-18

x-Variables

1-18
1-11. 13-18

X-Variables

1-18
12-18

- -�--: -:- -, c---•�-:•�•--:-.;: - :-- -- -

- iNiiiii·:x: Ti 

-.:=.tt':· 

u�rees of Freeoom

Numerator--18
!Jenominator--82 

Qe�rees of Freeoom 

Numerator--1 
Denominator--82 

Degrees of Freeoom 

Numerator--1 
Denmaminator--82 

Degrees of Freeaom 

Numerator--1 
Denominator--82 

Degrees of Freeoom 

Numerator--1 
Denominator--82 

D_e�rees of Freeoom 

Numerator--1 
Denominator--82 

�rees of Freeaam 

Numerator--1 
Denominator--82 

�rees of Freeoom 

Numerator--1 
Uenominator--82 

�rees of Freeoom 

Numerator--11 
Denomi nator--82 

- -- - · __ - - -�;--
:;_�.�i· :·_-·· ·: 

F p 

2.b8 0.001* 

F p 

0.05 O.b::S

F p 

7.22 U.01*

F p 

2.50 0.11 

F p 

4.43 0.04* 

F p 

0.04 0.84 

F p 

21.43 0.001* 

F p 

0.03 0.86 

F p 

0.35 0.97 

',}'. · 
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Multiple Discriminant Analysis 

The problem of studying the direction of group differences is essentially 

a problem of finding a linear combination of the original set ot preaictor 

variables that shows large differences in group means or centroids. 

Discriminant Analysis is such a metho� for aetermining the linear 

combinations. A very readable and mathematical treatment of discriminant 

analy�is may be founa in Tatsuoka (1�70). In addition, a mathematical proof 

that the discriminant analysis and canonical correlational approaches yiela 

iaentical results was given also by Tatsuoka (l95J). 

In Table 5 are presented the actual classification results for N = 101, 

derived by the multiple aiscriminant function for three groups when the 18 

variables are used. From Table 5 it can be seen that 70 (69.31%) of the cases 

TABLE b 

Actua 1 
Group 

Group 

Group 2 

Group 3 

DISCRIMINANT CLASSIFICATION RESULTS ON ALL VARIABLES 
WITH ACTUAL PRIOR PRO&ABILITIES 

Number Predictea Group Membership 
of Cases 1 � J

42 :;4 1 
(83.3%) (2.4%) 14.3%) 

15 6 b 
(40.0%) (40.0%/ (20.0%) 

44 11 4 29 
(2!:>,0%) (9, 1%) (bb,!1%) 

were correctly classiffod, The numbers along the diagonals rt!prosunt correct 

classifications, while the off-diagonal numbers represent m1sclass1t'lcations. 

The discriminc'lnt function was especially accurate for Group 1 (llJ,J%) anu 

Group 3 (65.9%). 

In a forwaro-selectlon proceaure it was founa thdt Variables 13, 15 ana 

17 were sufficient variables contributing to group separation in reducea space 
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with alpha = 0.05. It is interesting to observe in Table 4 that the unique 

contributions of Variables 13, 15 ana 17 were also significant beyona the O.Ob

level when multiple linear regression procedures were employed. The 

classification results basea on the use of Variables 13, lb ana 17 in reduced 

space with the prior probabilities the actual probabilities are presentea in 

Table 6. From an analysis of Table 6 it can be seen that 6b (64.4%) of the 

cases are now correctly classifiea. Again, the most accurate predictions are 

Actua 1 
Graue 

Group 

Group 2 

Group 3 

TABLE 6 

DISCRIMINANT CLASSIFICATION RESULTS ON THREE VARIABLES 
wITH AClUAL PRIOR PROBABILilIES 

Number Preoicted Group Membership 
Of Cases l 2 j 

42 34 l 7

(81.0%) (2.4%) (16.7%) 

15 8 0 7 

(!>3,3%) (0.0%) (46.7%) 

44 11 2 31 
(2b,0%) (4.5%) (70,b%) 

associated with Group 1 (81.0%) ano with Group 3 (70.5%), In Table 7 are 

presenteo the classification results baseo on the use of Variables l�, lb, ano 

17 1n reduced space with the prior probabilities for each group set at 

one-tlliro, From the results of Table 7 it can I.Jc seen that b2 (61.4:t) are now 

correctly classtfioa. It is interesting to observe thc1t by setting each ot 

the prior probc11Ji 1 it 1cs to onc-thiro tor each of thu thr·eu groups, the 

l!ccuracy assoc iatod with preoict Ing rnembersh Ip to Group 2 hds increaseO from 

lJ. 0% ( Tub 1 e 6) to fJj. 3� ('f ab 1 e 7) even though the ovcrd 11 dccurdcy has s 11 ppeo 

from 64.4% (Table 6) to 61.4% (Table 7). 
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Actual 
Group 

Group l 

Group 2 

Group 3 

In an 

TABLE 7 
DISCRIMINANT CLASSIFICATION RESULTS ON THREE VARIABLES 

WITH EQUAL PRIOR PROBABILITIES 

Number Predicted Group Membership 
Of Cases 1 2 j 

42 �9 12 
(69.0%) (28.6%) (2.4%) 

15 3 8 
(20.0%) (53,j%) (26.7%) 

44 6 13 25 
(lj,6%) (29.5%) (56.8%) 

attempt to produce a classification via multiple linear regression 

models alone, a series of binary-coded criterion variables were generated in 

which "l" designated membership in a particular group ano "0" represented 

membership in one of the other two groups. Using this proceuure repeateoly, 

the researchers produced a classification table which is presenteo in Table 8. 

The three variables used as predictors tor Table 8 include Variables 13, 1� 

and 17. From Tab le 4 it was ·determined that each of them was making a 

significant unique contribution beyond the 0,05 level. From Table 8 it can be 

seen that 69 (68.3%) of the individuals were correctly classified by means ot 

the series of binary-codeo multiple linear regression mooels, lhe 5quare of 

the multiple correlation coefficient for the series of binary-cooca regression 

models ranged from 0,266 to 0,366, 

TABLE 8 
MULTIPLE LINEAR REGRESSION CLAS�IF !CAT ION RE SUL TS ON THHEE VARIABLES 

Actual 
Group 

Group l 

Group 2 

Group 3 

- If 

Number 
Of Cases 

42 

15 

44 

14 

Predicted Group Membership 
1 2 3 

35 0 

(83.3%) (u .0%) ( 16. 7%) 

7 b 

(4b.7%) (JJ.3%) (20.0%) 

14 1 29 
(31.f.1%) (2.J%) (b6,9%) 



Summary Colll'llents 

While it is well known that the three-group discriminant function is not 

a specializeo case of multiple linear regression, researchers should consider 

the possibility that the three groups might form three points on a bipolar 

continuum. If the set of three-group membership vectors can be captured by a 

one-dimensional vector, then multiple regression techniques certainly would be 

appropriate in the analysis of the ciata. Results from this study furnish an 

example in which the ability to classify correctly increased from 68.3% to 

just 69.31% by using the discriminant function insteao ot multiple linear 

regression. The slight increase incorrect classification hardly justifies the 

use of the discriminant function in this case. 
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