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ABSTRACT

The study investigated the ability of 17 intuitively selected
cognitive and affective variables to differentiate between the
academically euccessful and unsuccessful subject in regard to
camputer programming and system design course performance.
Furtharmore, the abllity of Canputer Programmare Aptitude Battery
(CPAB) to predict academic success in p and systems
design was explored. The analysis, which employed factor
analysis, stepwise regression and MANOVA, revealed that two
variables--recognition of assumptions and diagramming

--differentiated betwean the successful and unsuccessful system
design students, whareas three variables--diagramming, test
anxiety-worry and ambedded figures 'ability--differentiated
betwean the euccessful and unsuccessful student. The
results suggested that the CPAB is a predictor of academic
parformance in programmimy and systems design. However, the
factors ldentified herein as good differentiators not contained
in the CPAB may merit consideration in the development of future
standardized computer programming/systems design aptitude tests.
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Note: This article is based on a paper originally presented at
the first Data Con Educator Conference, St. Louls, MO, Septamber
24, 1985,

INTRODUCTION

With accelerating usage of ocamputers in both educational and
business envirumments, providing effective instruction to potential
data processing users is increasingly important. Unfortunately, not
everyone' may be sulted to perform same of the high level tasks
associated with the upper strata professional job titles within the
canmputer science industry. Therefore, the ability to predict success
in data processing training based on a mumber of cognitive and
affective abilities could be helpful in screening potential
applicants ‘for camputer science academic programs.

However, much of the research to date focuses upon prediction of
achievement only in pragrammirg classwork (Burns, 1973; Williams,
19767 Mclaughlin, 1981; Irons, 1982). Thus, systems analysis, an
area critical to the provision of efficient camputer systems is often
overlooked fram a measurement stardpoint. This may be due to the
fact that eystems analysis is oftan viewed as an extanaion of
programmirgy  since historically people filling systema design
positions began their carears as programmors, |

Furthenwore, in regard to skills required in thesa job titles
there appears to be a cartain degree of differantiation. The
programmar oftan works on a specific program that makes up only a
emall portion of the entire system, whareas the system analyst must
have a more glgbal orientaticn in that he/she must design a system
that will be made up of a multiple programs that interact with each
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other. This trend of giving priority to pmdictioh of suoe<s in
programming has appeared in the business envirorment as well. For
example, one of the more widely used standardized instrnuments in the
prediction of vocational eumcess in data processing, the Camputer
Pragrammers Aptitude Battery (Palormo, 1974), presents adequate
technical data in regard to prediction of success in the field of
programmdng. However, since this instrument has been validated as a
predictbr of programming potential primarily _in a business
envirarment, its relative predictive power in' an academic envirorment
has not been totally established. In addition, the test. battery
assumes an overlap between the skills required for systems analysis
and programming, meaning that the instrument's ability to predict
success in systams analysis requires further validation.

Therefore, the present study was designed to validate empirically
vhich of a rmmber of intuitively selected cognitive and affective
abilities are required for success in secand year academic computer
programming and system ‘analysis coursas. More specifically, an
attexfpt was made to detarmine the relationship between and amang
cognitive and affective variables required for achievemant in both a
carputer programming course (Advancad COBOL) and a systems analysis
coursa (Advanced Systems Analysis and Design).  Furthermore, an
attarpt was made to ascertain the ability of the Camputer Programmars
Aptitude Battery to predict academic success in camputer programming
ard systams analysis. |
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TLANVY

" In the sumer of 1984 a meetiny of instructors in a data
pmoéssi.ng program revealed that the high achievers in the systems
éhaiysis courses were not necessarily the same students that
petfomed well in the programming courses. To analyze the cause of
this situation properly a twé-prong approach was used in selecting
variables for the study. First, same of the instructors felt that
differences in achievement were due to factors in the cognitive
domain, particularly those abilities associated with the analysis and
synthesis levels. Secornd, same of the cammittee suggested the
differences might be related to affective considerations, especially

in' regard to anxiety resulting from course expectations. The major

class requirenent that was contained in the system design classes and
not in the programming courses was a written document that suggested
a éolution to a givén system design case study. This report was to
be compiled over the entire semester and was weighted 25% in regard
to final eemester grade detarmination.

The instructors then reviewed a 1list of both cognitive amd
affective
variables that had proved pertinent in previous research designed to
esalect items related to success in academic camputer science related
courses. From this list the group of instructors selected a number
of both cognitive and affective factors that thay felt might clarify
the differencas obsarved between programming and system design
performance. The success that Beleutz, 1973 had in the validation of
cognitive style as a predictor of success in mastering computer
programminy led to the inclusion of cognitive style. To ascartain
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differences in cognitive style the Group Embedded Figures Test (GEFT)
(Witkin, Oltman, Raskin and Karp, 1971) was employed due to its ease
of adninistration and adequate reliability and validity data. The
work of Hunt and Randhawa, 1973 that ascertained a relationship
between same of the subtest of the Watson Glaser Critical Thinking
Appraisal (WGCTA) and performance in an academic camputer science
training situation pramptad the group to include all five sub’cests of
the WGCTA (Watson and Glaser, 1980). In addition to these cognitive
factors, the Camputer Programmers Aptitude Battery (CPAB) .(Palomo,
' 1974) was included to ascertain its validity in predicting success in
academic camputer pragramming and systams analysis courses. lastly,
a number of members in the group felt that creativity was a variable
that ehould be added since systems analysis often requires the
generation and evaluation of several alternmate designs before an
effective eolution can be reached. Thus, the Test of Creative
Potential (TCP) (Hoepfher and Hamenway, 1973) was used to detarmine
the relative degres of creativity within the sample of eubjects.
Regarding affective factors the cammittee discarnad that a high
laevel of persistance is required on the job as well as the ability to
veach a high level of technical achievement, both characteristica
associated with an imdividual that displays a task-orientation.
Therefora, the task-orientation scale of tpo Orientation Inventory
(ORI) (bass, 1977) was brought into the stikly. PRurthermore, the
instructors voiced a oconcarn regarding anxiety interfering with
individual performance in ev.aiuati\.re' siﬁuations in both rthe
pragrawmdng and systams analysis academic ernvirorments. To ascartain
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the degree of this amxiety the results of the Test Anxiety Inventory
(TAI) ‘(Spielbexger, 1980) were added to the data analyzed. The final
qffective factor included by the group was attitude toward systems
design. Several instructors stated that rumors circulating on campus
cancerniry  the difficulty and workload of the course may have
predisposed certain students to enter the class with a bit of
apprehension that may have affected their performance. A Scale To
Measure Attitude Toward Any School Subject (SMATSS) (Rexmers, 1960)

was employed to measure attitude toward systems analysis.

The selected instnments were given, one instrument a week,
starting with the second week of the semester. The order of
administration was
(1) SMASS, (2) ORI, (3) TAI, (4) GEFT, (5) TCP, (6) WGCTA, and (7)
CPAB. By employing this strategy it was hoped that reliability would
be enhanced since the maximum testing period was limited to the
longest of the instrumants, reducing subject fatigue. Rurthermore,
this situation allowed only cne test to be administered per class
period which limited the poesibility of contamination occurring as a
result of interaction between the material ocontained on the
instruments. |

-Sample

The eubjects were 106 students enrolled in cne of three eqctions
of Systams Analysis and Design II (DP 242) at St. louis Community
College at Maramec, Kirkwood, Missauri. BEnrollees in this class are
typically near completion of an Associates in Applied Science in Data
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Processing or a Certificate of Proficiency in Data Processing. The
camposition of the san{pIe was 45 male and 61 female. The average age

was 28.5.

Apalysis

The raw scores for all the standardized instruments and the
final course grades in both Systems Analysis and Design II and COBOL
Il pragramming were obtained. In addition, the project grade
assigned to the students in Systems II was included. This addition
brought to 19 the mnumber of variables utilized in the study.
Descriptive statistics using the entire sample as a data base were
generated. The intercorrelational matrix camputed by the Pearsan
product-mament procecure containing 19 variables was further analyzed
us'ing the caman factor model (Nie, Hull, Jenkins, Steinbrenner, and
Bent, 1975; Garsuch, 1974). After eigenvalues for the reduced
correlation were calculated, a criteria of an eigenvalue > 1 was set
for inclusion. Next the main diagonal of the correlation matrix was
replaced with commonality est;imatas. These estimates were
ascertained as a result of the multiple correlations cbtained for
each variable. Thus the factors were extracted from the reduced
correlation matrix and the respective amounts of variance accounted
for by these factors were replaced in the matrix as the currant
estimates of oammonality. It took six 1terations to reach the
xruodel"s maximm allowable abeolute diffarence between successive
cawmonality estimates, which was a value less than ,001. Five
factors were extracted using the SPSS routine for principal
camponent factor analysis. Then each structure was rotated to
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obtain a normalized varimax solution (Nie, Hull, Jenkins,
Steirbrenner and Bent, 1975). Ioadings that contained values equa]_
to or exxeading .30 were considered significant.

Two different stepwise regression equations were formulated
employing all variables in the study as predictors except the two
coursa final grades which were used as criteria. The first analysis
was designed to ascertain which variables could be considered
predictors of academic performance in programming course-work while
the secand camputation was devised to determine the potential
predictive variables in a formula exxpioyirg academic performance in
systems analysis as the criterion. The prchability of F—to-ente.r.
(PIN) for both of these equations was set at .1.‘ The results of the
step-wise regreasion analyses identified five potential predictors of
academic performance in camputer programming and two predictors of
academic success in systems design.

One of the charges of the present study was to identify cognitive
and affective abilities displayed by the successful and unsuccessful
students regarding their achievement in two distinctly different
types of data procassing courses, To meet this charge two different
analyses were urdartakan to validate tha predictors cbtained from the
regression analysis. First, the subjecta were divided into two
groupe based upon the final grade they rﬁooivod in OOBOL programming.
Those studants with a B or above waere considered tha high qroup
(PHI) . Subjecta that received a C or balow ware deemad the low group
achlgvamant group in regard to programmirg (PLO), A one-way
multivariate analysis of variance (MANOVA) was then performed on the

37



five variables selected by step-wise regression. The secand leg of
the analysis was similar in structure except the grouping was based
upon the final grade the subjects cbtainad in the Advanced Systems
Analysis and Design course. Students who received an A or B in
systems were classified high (SHI), while a subject receiving a
grade of C or less were characterized as low (SIQO). A one-way
MANOVA was then applied to the two variables identified by the
regression eqguation to be predictors of achievement in systems
design.” The MANOVA technique was utilized due to its ability to
allow the researcher to view differences among groups of subjects on
several variables simultanecusly (Jones, 1966). In this case an
analysis involving five variables was possible on the programming
split, while two variables were analyzed in relation to the system

design groups.

RESULTS AND DISCUSSION

The ©results of the descriptive statistic analysis and
intercorrelation matrix are presented in Table 1. Factor analysis
using the principal camponants method was undertaken utilizing the
intorcorrelation matrix as the data ecurcas On examination of the
results the varimax rotatlon procedure was employed. The varimax
rotated factor matrix is included in Table 2.
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As can be seen from Table 2, eight variables had loadings gteater
"than .30 on Factor I. Four of ‘these items in the form of._ the
subtests infe.n-:nce, deduction, interpretation, and evaluatien of
arquments came from the WGCTA. In light of the fact that the WGCTA
has been found to correlate ;Mith general intelligence (Watson and
Glaser, 1980) it would seem prudent to have portions of WGCTA
included es a poi‘tion of this factor. 1In addition, three of the
subteste of CPAB were represented in Factor I. Those measures were
verbal meaning, reasanimy and number ability. ‘The correlations
 obtained betweeh ‘these subtests and the Thurstone Test of Mental
Alertness ('IMA) (Palonro, 1974) would seem to support their addition
to the general knawledge factor. Given the acceptance of the
_ supposition that the ™A 1s actually a test of verbal and
mathematical abilities (North, 1972), the correlations (.74 between
the 'IMA and vexbal ability, .78 betwean the TMA and reaaaning, .66
between the m and number ability) eupport the inclusion of these
abilities in Factor I. The final variable that loaded within the
general knowledge factor was the TCP score. Although the TCP loaded
highar on Factor II, its inclusion in the factor might be explained
by the fact that two of its three subtasts use a structure that may
be based on one's general knowledge. For example, the writing words
exarcise requires the subject to generate as many synonyms as he/she
can for a given word. Cartainly a strong varbal individual would
have a broader base fram which to proceed than a person with weak
varbal skills. The License Plate Words subtest may also relate to
varbal ability since the subject is expacted to develop words using
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the letters appearing in the license rmmber and use them in a given

sequence.

Five variables loaded within Factor II and in regard to

camanality among these variables the ability to disembed material
was required, The first variable, the GEFT, measures the degres of
field deperdence/ |

indeperdence displayed by a subject. This cognitive style construct
has loaded in factor-analytic studies with the analytical factor of
the Wechsler intelligence tests (Goodenocught and Karp 1961; Karp,
1963). The placement of the GEFT within the analytic factor in this
study would be cansistent with this prior research. The letter
series subtest from the CPAB was the sacond variable that loaded on
Factor II. In this test one series of letters with an embedded
pattarn is presented to the subject to serve as the criterion. The
subject must then analyze the letters and detarmine the next letter
that would occur in the pattarn. Therefore, the abilities needed for
success in this test would fit into the mold set by the analytic
ability factor. Diagramming, also a subteat of CPAB, was the third
variable to load on Factor II. Since this test is deaigned to
examine the participants analytical ability to effect a solution to a
problem presented in flow chart form in regard to logical sequence of
steps, it would seem appropriate for this variable to be included in
Factor II. The TCP appeared again as the fourth loading in Factor
II. Perhaps it is the test structure that places this variable in
Factor II. The License Plate Words subtest, .for example, would
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require an analysis of letter patterns. 1In this analytical _task( the
' license mmber would‘serve as the embedded portion ﬁo a numwber of
surrourding fields; those surroundirg fields, of course, would be
all the words the subject could devise. Therefore, the presence of
the TCP in Factor II can be exblained if the assumption regardimg the
test's structure, which appears to route its placement cutside of a
single creative factor, is acceptad. The last variable to load on
Factor II was the course grade in COBOL pragrammirg. Being able to
write programs from scratch based upon several paragraphs of
specifications "woﬁld undoubtedly require analytical skills.
Furthermore, the debugging of these prograns after their development
would irvolve a high degree of disembedding skills, since a very
minute hidden detail within the program can cause an execution

fallure,

'mree varhbles loaded on Factor III; all wexe either a course
grade. or a project grade assigned to the eubjects by their
respective professors in programing and systema design. In one
respect this factor might ba an indication of the subject's ability
to function in an acadamic enviromment.  However, both courses
reQquire a subetantial workload either through design projects or
programa, furtharmore, there is no set tamporal pattam regarding
ocampletion of the activities in either course. Both typos of
activities require parsistence on the part of the studants to make
sure that they carmplete the assigmments and ocamplete them correctly.
For example, a program written in COBOL may not execute properly on
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the first, secand, or even the third try. In fact, it may take
several more analysis, correction, and resuhmission cycles before the
desired results are abtained. 'iherefore, an underlying campaonent of
the academic success factor may be persistence.

Outcome for Factor IV - Test Anxietv

Within the fourth factor', loadings occurred on three variables.
The two variables that displayed the strongest loadings were the two
subtests contained in the TAI. 'I‘he third variable identified in the
anxiety factor was the interpretation sobtest from the WGCI‘A 'I‘his
same variable loaded at .530 on Factor I, nmning that its loading on
Factor IV of .307 might be considered to be of seoondary importance
to its contribution to the general knowledge factor. 'i‘herefore, its
appearance, although not expected of a variable geneially considered
to be related to knowledge, may not be totally inconsistent with
relationships cbserved between TAI eubscales and instruments that
are dependant on reading caxpre}mﬂsion. For example, the
correlation presented in the TAI manual betwean the Nelson-Denny
(ND) camprehansion subtest and TAI total score for males was =.20
and =,25 for females (Spielberger, 1980).

Qutcome for Factor V - Prlor Exparience

An interesting combination of three variables was obtained from
the laadimge of Factor V. The highest loading occurred on attitude
toward system design, while lesser loadings were recorded for the
recognition of aseumptions and deduction subtests for the WCTA. In
the case of the deduction appraisal, the loading obta;'med in Factor V
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‘was eec:ndary in magnitude to its loading on the general knowledge .
factor. However, recognition of assumptions loaded only on Factor V.
Although the relationship among deduction, recagnition of assumptions
and attitude toward systems design cannot be explained with the
clarity of same of the other factors cbtained in the present study,
perhaps there 1is same relationship among the variables due to the
subject's prior experiences. Interestingly, a negative relationship
wa's cbtained between recognition of assumptions and attitude toward
systems design. It may be that in this study the subject's attitude,
if negative or suspicious of new experiences, influenced his/her
performance on other variables containsd in Factor V. The fact that
attitude loaded negatively on the other variables in this factor‘
would tend to support this assertion. However, similar negative
relationships have been found in other studies (Defleur, and Westie,
1958) . PRerhaps this negative relationship is due to a lack of direct
relevant experiences. Acocording to Regan and Fazio, 1976, direct
experience is a crucial factor in the developmant of an attitude
which is consistent with behavior. 1In the case of the two variables
that loaded only on Factor V, prior direct experience could influance
the magnitude of the scores obtained.

However, to prove or disprove this assertion, additional research
needs to ba undartakan to ascertain whethar lack of direct experience
in system design related functions is responsible for the negative
relationship obtained-betwcen recognition of assumptions and attitude
toward system design. It could be hypothesized that applying the
same measure of attitude to the subjects after campletion of the
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course would yield a more favorable attitude score if, in fact, the
course provides direct relevant experiences. FRurthermore, if direct
experiences related to the develomment of assumption recognition
skills were provided to the subjects, it could be hypothesized that
the subject's scores would increasa as well. How developing a
positive attitude toward system design would influence performance in
recognition of assumptions is a question that will have to be
answered by further research. Whether ‘a lack of related direct
experiences in systems design inhibits one's ability to -recognize
assumptions would be the critical question to be studied in further
research in this area.

Reqressjon Analysis

With the relationship among the various cognitive and affective
variables by means of factcn; analytic methods complete, the next
phase of the investigation was carrie;ll out using regression analysis
on the 19 cognitive and affective variables recorded. Two separate
analyses were carfied out. The first employed final grade in systems
design as the criterion and all but one (final grade in QOBOL) of the
remaining 18 variables as predictors, while the second equation used
final grade in OCBOL programming as the criterion and the remainder
of the 18 variables mihus final grade in systems design as the
predictora.

The results of the stepwise regression analysis in which systems
design performance was the criterion ylelded two predictor which
- oambined to account for 16.8 parcent of the variance. ‘ot.the two
predictors, diagramming accounted for 12.2 percent of the variance
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while the remaining portion of the 16.8 percent was attributedto
recagnition of assumptions. In the other analysis, which employed
COBOL pruagramming performance as the criterion, five variables were
included in the equation before the PIN = 0.100 limit was reached.
The variable that made the major ocontribution regarding variance
accounted for was diagramming. This variable, by itself, accounted
for 21.0 percent of the wvariance. In a samewhat swrprising
development, attitude toward systems design was the second variable
selected as a predictor for the equation.

This variable, when
coupled with diagramming, accounted for 24.4 percent of the variance.
The next two variables added to the fonmla were the two TAI
subscales, worry and emotion. Their addition increased the
accumilative variance accounted for to 31.5 percent. The final
predictor included in the equation was the GEFT score. Its
inclusion raised the total accumilative variance explained to 34.0
percant.

The fact that diagramming was picked as the main predictor in
each of the equations would terd to indicate that there is some
overlap of skills required for euccess in the two disciplines.
Furtharmore, it seams logical to expect that the major predictor in
each analysis would come from the analytic ability factor. A second
variable (GEFT) from this factor appeared in the programming
performance analysis reinforcing the importance of factor analytic
ability. In all 23.5 parcant of the variance was explained by
variables that loaded on Factor I in the programming performance
predlction equation. Variables from Factor V appeared as predictors
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in both equations. Recognition of assumptions was selected as a
predictor in thé formula that employed systems design peffomanoe as
the criterion. Wwhile attitude toward systems design appeared as a
predictor of OOBOL programming performance in the other analysis.

The other factor represented in the regression analyses was the
anxiety factor. Variables that loaded on this factor were included
only in the equation employing programmdryy performance as the
criterion. 1In this step-wise regression equation both subscales from
the TAT were identified as predictors. |

Va . ctors (HI-IO

The two potential predictors of academic achievement in systems
design having been determined, the answer of whether the abilities
identified did indeed differentiate between the successful and
unsuccessful systems design student was sought. Table 3 presents the
means and stardard deviations for the SHI-SIO groups in. systems
design regarding performance on the predictors diagramming and
recognition of assumptions. In terms of magnitude, the SHI group
mean exceeded the SIO group mean on both predictors.. However, to
strangthan the analysis, a MANOVA was performed on both predictors to
ascertain if thare was any significant difference hetwean tha SHI-SIO
groups on either predictor. The averaga F-test with
(F(2,208)=1807.20 was significant well beyond the .05 level.
Purtharmorae, the univariate F-test with 1 and 104 degrees of freedam
ravealed a valua of 2420.00, p < .05 for recognition of assumptions
ard a magnitude of 1685.54, p < .05 for diagralmﬂnq.r Therefore, it
would appear that diagiﬁming and }reoognition of assumptions are not
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only good predictors of academic success in systems design, mut also
significantly differentiate between successful and non-successful
students.

A similar strategy was used to analyze the abllity of the
predictors of OOBOL programmdng performance to differentiate between
successful and non-successful students. In this analysis the average
F-test for the five yariables identified as being predictors of
success in COBOL programdrg was (F(5,520) = 10.14, p < .05.
However, in this case there was not the clear difference in the
magnitude of the means particularly in the variables: attitude
toward systams design and TAI-emotion as is illustrated in Table 4.
The results of the univariate F-tests confirmed that significant
differences occurred on only three of the five predictors: GEFT
score (F(1,104), p < .05; TAI-worry (F(1,104), p < .05; anmd
diagraaming (F(1,104, p < .05, The other two predictors: TAI-
ention (F(1,104), p > .05 and attitude towezd systems design
(F(1,104) p > ,05 did not significantly differentiate hetween the
FHI-PLO Qroups. In regard to diagraming and the GEFT the
differance, which would be expectad, was in favor of the FHI group.
However, in the case of the TAI-worry, the scoring difference was in
favor of the PLO groﬁp, which would indicate an inverse relationship
betwean TAI-worry and COBOI programming performance.

Summacy ,
In the amirical validation attampts to identify variables
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related to academic success in both COBOL programming and systems
design, the original 1list of variables was significantly reduced
after the MANOVA treatment. The variables found to be predictors of
course performance in system design and differentiate between high
and low achievers in regard to course grade were diagramming and
recognition of assumptions, whereas the predictive variables that
differentiated between high and low achievement in the COBOL course
. were diagramming, TAI-worry, and the GEFT. The results of these
firdings are mixed in regard to the validation of the CPAB as a
predictor of academic achievement in data processing related
courses. First, on the positive side the diagramminé subtest of the
CPAB was the major contributor in the prediction of success in both
courses, However, variables from factors not included in the
coverage of the CPAB were identified as part of the academic success
forrmula. For example, recognition of assumptions was included from
the prior experience factor, a factor which contained no loadimngs
fran CPAB variables, Furthermore, TAI-worry was a predictive
variable that loaded on the anxiety factor, a second factor that did
not include variables from the CPAB subtests. Therefore, based on
the results of this study one ocould conclude that there are one or
more important factors missing fram the measurement ability of the
CPAB in vegard to tha prodiction of academic success 1in both
programing and systamns design ocourses. Whether or not the
{mportance of the missing factors could be subatantiated in regard to
vocational success is a question for further research which would
have to focus upon two questions. First, is there a difference in
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the ability of successful versus non-successful systems analysts to
recognize assumptions? Second, 1s the anxiety worry level of
sucoe.ssfui pragrammers less than that of non-successful pragrammers?
Obtaining the appropriate data sample to determine this information
may be difficult, since only the people that camplete campany
training programs in these respective areas are normally appointed to
these positions. Therefore, the successful/non-successful split
might be undertaken based on a subject's ability to successfully
canplete campany training in programming or systems design.

Lastly, the results of the study suggest that é reduction in
administration time, as compared with the total CPAB, could be
realized if testing was limited to the variables selected as good
ditferenti.e\to_rs. To measure potential in programmimg the
administration time would drop to 63 minutes (diagramming = 35, TAI-
worry = 8, GEFT = 20). Also, the time required for administration of
a eystems design oriented predictive instrument would be less than
the whole CPAB> The time required to edminister this instrument
would be 45 minutes (diagramming = 35, recognition of aseumption =
10). If an instrument was desired that would provide broader
coverage, recognition of assunptions could be added to the academic
programing prediction instrumant, thareby, increasing its predictive
potential in the area of systems design. The tima required for this
testing device would ba 73 mimutas (diagramming = 35, TAI-worry = 8,
GEFT = 20, recognition of aseurptions = 10). However, the testing
time recjuifemnts for this comprehensive evaluation exercise would be
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in the same range as the total CPAB. This development would mean
that this comprehensive evaluation exercise would ke in the same
range as the total CPAB. This development would mean that reduction
of administration time could be realized only on the two specific
suggestad measurement devices, progranuning and systems design.
Therefore, the advantage of the comprehensive instrument would be
that an increase in breath of coverage could be obtained while
maintainingan administration time in the seventy minute range.
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Table 1

Means, Stsndard Deviations, and Intercorrelation
Matrix Among 19 Variables

Vartiables 1 2 3 4 b) 6 7 8 9 10 11 12 13 14 15 16 17 18 19
GEFT : 1.00 06 -.22 -.22 .24 .23 .31 <25 .23 .31 .30 .26 .18 .44 .21 .00 .17 -.19 .29
ORI[-Task 04 1.00 -.16 -.0&4 .10 .06 .15 .14 .22 .23 .18 .13 .15 .18 .09 .03 .14 .00 .19
TAL-Borry -.22 -.16 1.00 .76 -.60 -.30 -.33 -.46 -.31 -.41 -.30 -.29 -.22 -.38 -.33 .02 -.19 .14 -.33:
TAl-EZmot ion -.22 -.04 .76 1.00 -.29 -.11 -.20 -.32 -.17 -.31 -.18 -.11 -.11 -.17 ~-.15 .15 .02 .09 -.09
VCCTA-Infereace .24 .10 —-.40 -.29 1.00 .31 .47 .45 .38 .49 .51 .28 .17 .34 .28 .01 .21 -.03 .24
VUGCTA RQecoguitioa :

of Assumpttoas .23 .04 -.%9 -.11 .31 1.00 .36 .32 .28 .29 .33 .19 .00 .26 .15 13 .29 -.14 .22
VCCTA-Deductioe .31 .15 -.33 -.20 .47 .36 1.00 .36 .48 .46 .41 .20 .35 .34 .27 .02 .21 -.21 .28 °

WCCTA-Interpretatfom .25 <14 —-.46 -.32 .45 .32 .36 1.00 .31 <53 .44 .21 .23 .30 .37 -.02 .14 -.16 .12
WGCTA-EZvaluatioa of

Arguseats .22 <22 -.31 -.17 .38 .28 .48 .31 1.00 .40 .37 .31 .26 .34 .25 .02 .13 -~.13 .20
CPAB-Verbal Meaning .31 -23 -.41 -.31 .49 .29 .66 .53 .40 1.00 .53 .19 .40 .28 -43 .10 .25 -.02 .19
CPAB-Reasocaisg -30 .18 -.30 -.18 .51 .33 .41 44 .37 .53 1.00 -45 .54 .42 .29 .12 .19 -.09 17
CPAB-Letter Series .26 -13 -.29 -.11 .28 .19 .20 .21 .31 .19 .45 1.00 .33 .55 .46 .04 .23 -.11 <34
CPAB-Fumber ARflicy .18 .15 -.22 -.11 <17 .00 .35 .23 .26 .40 .54 .33 1.00 .24 .26 .11 .21 .04 .19
CPAB-Diagrasmisg .44 -18 -.38 -.17 .34 -26 .34 .30 .34 .28 .42 .55 .24 1.00 .38 .19 .35 -.07 .45
TCP .21 .09 -.33 -.15 .28 .15 .27 <37 .25 .43 .29 .46 .26 .38 1.00 .00 .28 .11 .35
System Desige

Project Grade .00 .03 .02 .15 .01 -13 .02 -.02 .02 .10 .12 .04 .11 .19 .00 1.00 .71 -.02 .28
éinal Grade

Systeas Desige -17 .14 -.19 .02 .21 -29 .21 .14 .13 .24 .19 .23 .21 .35 .28 .71 1.00 .06 .63
Attitude Toward -

Systems Desiga -.19 .00 .14 .09 -.03 -.14 -.21 -.16 -.13 -.02 -.09 -.11 .06 -.07 .11 -.02 .06 1.00 .15
Final Crsde

COBOL Programmiag -29 .19 -.33 -.09 .24 .22 .28 .12 .20 .19 .17 .34 .19 -45 - .35 .28 .63 .15 1.00 -

MEAN 14.1 32.9 13.5 15.3 9.6 12.9 11.3 12.8 12.2 16.6 9.5 13.5 12.5 24.3 63.7 153.1 2.6 7.8 2.9

dard Deviatfion 4.3 6.1 5.0 5.3 2.7 ‘2.8 2.4 2.3 2.4  6.1 4.3 4.4 5.0 6.5 19.2 39.5 1.0--0.8 1.1




Variables

T
-Task
-Worry
-Emotion
TA~Inference
TA-Recognition
of Assumptions
TA-Deduction
TA-Interpretation
TA-Evaluation
of Arguments
B-Verbal Meaning
\B=Reasoning
\B~Letter Series
\B=Number Ability
.B=Diagramming
tem Design
‘roject Crade
1al Grade Systema
Deeign
{tude Toward
'ystoma Deeign
1al Gradae
'obol Programming

)adings Less than

Table 2

Varimax Rotated Factor Solution

j

.525
.529
.530
452
.781
1693
.542

387

482

For 19 Variables*®

<334

.710

«644
«435

nom oW
-.839
-0795
«307
717
951
«520

«30 hava been omitted

54

i<

420
.363

“e 511

Estimated
Commonality
Principal
Components Interactive
.34 «26
.14 .07
74 +86
«66 .68
48 42
«36 32
.48 46
44 .43
.34 .34
57 .68
61 59
«50 o 57
47 37
52 61
45 .40
.63 .53
o715 97
27 «26
.58 55



Table 3

Means and Standard Deviations

for the
SHI and SLO System Design G

roups
L " \
Mean SD
Variable SHI(N=65) SLO(N=41) SHI SLO
Diagramming 2602 2102 507 605
Recognition of
Assumptiong 13.5 11.9 2.4 3.0
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Table 4

Means and Standard Deviations for the
PHI and PLO COBOL Programming Groups

Mean SD

Variable - PHI(N=79) PLO(N=27) PHI  PLO
Diagramming 25.7 19.9 5.7 6.8
Attitude Toward .
System. Design 7.9 707 0.7 100
TAI - Wotry 12.8 15.8 4.4 6.0
TAI - Emotion 15.1 15.7 5.0 6.3
GEFT 14.9 11.7 3.7 4.9
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