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ABSTRAcy 

'Iba study investigated the ability of 17 intuitively selected 
cognitive AM attective variables to ditterentiate between the 
academically auocesatul ard unsucc.eaatul IIIUbject in regard to 
con,puter progranuiliq ard system design course pertormance, 
FUrt:her1tk:>re, the ability ot carp.iter Progranunarll Aptitude Battery 
(CPAB) to predict academic aucccasa in p� ard ayatams 
design was explored, 'Iba analysis, which onployod factor 
analysis, stepwise regression ard MANOI/A, revealed that two 
variablu--recognition ot asaunptiona ard diagranuning 
--ditterentiated between the 11UCCGSstul ard W'llluccesatul system 
ddign studanta, whereas three variablu--diagranuning, tut 
anxioty"'\tJOrry ard embedded figure.a 'ability--ditterentiatod 
between the IIUOOUStul ard unsuoceastul progranvnin:J student, 'Iha 
rosul ts auggested that the CPAB is a predictor ot academic 
partonnance in programmm:J AM systems design, Hc:'JW8'1et', the 
tactors identitied herein as good ditferentiators not contained 
in the CPAB may merit consideration in the developnent of tuture 
staooardized con,puter programmin;J/systems design,aptitude tests. 
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Note: 'Ihis article is based on a paper originally presented at 
the first Data Con F.ducator conference, St. I.ouis, ID, September 
24, 1985. 

Ill'I'ROrucrION 

With acceleratit-¥;J usage of computers in both educational and 

business environments, providJ.ng effective instruction to potential 

data processit-¥;J users is increasit-¥;Jly important. unfortunately, not 

eveeyone may be suited to perfonn some of the high level tasks 

associated with the upper strata professional job titles within the 

computer science iroustry. 'Iherefore, the ability to predict success 

in data processit-¥;J trainit-¥;J based on a number of cognitive and 

affective abilities could be helpful in screening potential 

applicants for computer science academic programs. 

However, ruch of the research to date focuses upon prediction of 

achievement only in programmm:;J classwork (Burns, 1973; Williams, 

1976; Mclaughlin, 19817 Irons, 1982). 'Ihus, systems analysis, an 

area critical to the provision of efficient computer systems is often 

overlooked fran a measurement standpoint. 'Ihis may be due to the 

fact that systems analysi• is often viewed as an extension of 

progranuning ainoe hiatorically people filling systems design 

poaitiona began their careera u programmars. 

FUrthern'ore, in regard to Ilk.ill■ required in the■o job titlea 

there appear11 to be a certain degree of ditferentiation. 'Ihe 

progranuner ott:en works on a apocific program that makes up only a 

amall portion of the entire ayatam, Whereas the ayatam analyst must 

have a more global orientation in that he/ahe must design a system 

that will be made up of a lnlll.tiple programs that interact with each 
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other. 'Ibis trerd of giv� priority to prediction of success in 

progranuni.rq has aweared in the business environMnt as 'Nell. For 

example, one of the more widely used starx3ardized instruments in the 

prediction of vocational suocess in data process�, the canputer 

Programmers Aptitude Battery (Palonoo, 1974), presents adequate 

technical data in regard to prediction of sucoess in the field of 

progranuni.rq. However, since this i.nsb:ument has been validated as a 

predictor of progranunirg potential primarily in a business 

environment, its relative predictive power in an academic environment 

has not been totally established. In addition, the test battery 

assumes an overlap between the skills required for systems analysis 

and progranuni.rq I meanm;J that the i.nstJ:ument IS ability to predict 

success in systems analysis requires further validation. 

'lherefore, the present study was designed to validate 8!Tpirically 

\<mich of a number of intuitively selected cognitive and affective 

abilities are required for success in secord year academic OOl!p.lter 

programming and system analysis courses. More specit'ically, an 

atten¢ was tM.de to determine the relationship between and amorq 

cognitive w at't'ective variables required t'or achievement in both a 

OOllp.lter programming courae (Mvanced COOOL) w a aystema analysis 

course (Mvanced Systems Analysis w Design). f\lrthenoore, an 

attarrpt was made to asoertain the ability ot' tho COlplter Progt'anvnet'l!I 

Aptitude Battery to predict ac-,demic success in o:mp.1ter progranuning 

ard systems analysis. 
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MEIHOD 

Prooedure 

In the summer of 1984 a meetin:J of instructors in a data 

processing program revealed that the high achievers in the systems 

analysis oourses were not necessarily the same students that 

performed -well in the programming courses. To analyze the cause of 

this situation properly a two-prorq approach was used in selectirq 

variables for the study. First, sane of the instructors felt that 

differences in achievement were due to factors in the cognitive 

domain, particularly those abilities asscx::iated with the analysis and 

synthesis levels, Secom, sane of the c::onmuttee suggested the 

differences might be related to affective considerations, especially 

in regard to anxiety resulting from course expectations. 'Ihe major 

class requirement that was contained in the system design classes and 

not in the progranuning courses was a written document that suggested 

a solution to a given system design case study, 'Ihis report was to 

be COll'piled over the entire semester and was weighted 25% in regard 

to final semester grade determination, 

'Ihe instructors then reviewed a list of both cognitive and 

atfective 

variables that had proved pertinent in previous reseArch designed to 

select items related to success in ae2demic computer scionce related 

ocuraes. Fral\ this list the group ot instructors aelected a number 

ot both cognitive ard attective tactora that they telt might clarify 

the ditt.rences obNJ:ved between prograimtl.n:J ard system design 

pertonnal'lCe, 'lhe IIU00U8 that Bel.eutz, 197!5 had in the validation of 

cognitive atyle as a predictor ot BUCCGSS in mastering computer 

programming led to the inclusion ot oognitive style, To ascertain 
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differences in cognitive style the Groop Embedded Figures Test (GEn') 

(Witkin, Oltman, Raskin am Kal:p, 1971) was en-ployed due to its ease 

of administration am adequate reliability am validity data. 'Ihe 

wrk of Hunt am Ramhawa, 1973 that ascertained a relationship 

between sane of the subtest of the Watson Glaser Critical 'IhinJdrq 

Appraisal �) am performance in an academic canp.rt:er science 

training situation pi::atpted the group to include all five subtests of 

the mcrA (Watson ani Glaser, 1980). In addition to these cognitive 

factors, the Computer Programmers Aptitude Battery (CPAB) (Pal0ntv:>, 

1974) was included to ascertain its validity in predictin;J success in 

academic canp.rt:er programming ani systems analysis courses. Lastly, 

a number of members in the group felt that creativity was a variable 

that should be added since systems analysis often requires the 

generation ani evaluation of several alternate designs before an 

effective solution can be reached. 'Ihus, the Test of Creative 

Potential (TCP) (Hoepfner ard Hemenway, 1973) was used to determine 

the relative degree of creativity within the sample of subjects. 

Rego!ll:'dirq affective factors the oamdttee diSCGilled that a high 

level of pa.raiatenoa ia required on the job u well as the ability to 

reach a high level of technical achievement, both c:haracteriatica 

asaociated with an irdividual that displays a task-orientation. 

'Iherefore, the task-orientation SCAle of the orientation Inventoxy 

(oru:) (Basa, 1977) was brought into the study. Furthennore, the 

instructors voiced a concern regardirg anxiety interferin;J with 

in:Uvidual performance in evaluative situations in both the 

programmi.rq ard systems analysis academic environments. To ascertain 
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the.� of this anxiety the results of the Test Anxiety Invento:i:y 

(TAI) (Spiell:le.rger, 1980) wre added to the data analyzed. 'Ihe final 

affective factor included by the group was attitude toward systems 

design. Several instructors stated that nnnors circulating on campus 

conceming the difficulty an::l workload of the course may have 

predisposed certain students to enter the class with a bit of 

apprehension that may have affected their perfonnance. A Scale To 

Measure Attitude Toward Any School SUbject (SMATSS) (Rerrane.rs, 1960) 

was employed to measure attitude tCMard systems analysis. 

'Ihe selected instruments were given, one instrument a week, 

starting with the second week of the semester. 'Ihe order of 

administration was 

(l) SMA.SS, (2) ORI, (3) TAI, (4) .GEFT, (5) TCP, (6) »xl'A, an:l (7)

CPAB. By enq;,loying this strategy it was hoped that reliability would 

be enhanced since the maximum testirq period was limited to the 

lorqest of the instruments, rMUOirq subj4'Ct fatigue. rurthermore, 

this aituAtion allowed only one test to be administered per class 

period Mlich limited the possibility of oontarn.1.nation cx:cur:rinq as a 

result of interaction between the JMterial contained on the 

instruments. 

·a.o.imlf

'Ihe subjects were 106 atooenta enrolled in one of three aqctions 

of Systems Analyaia an:i Design II (DP 242) at St. Louis Conummity 

College at Meralooc, Kirkwood, Missouri. Enrollees in this class are 

typically near c:arpletion of an Associates in Applied Science in Data 
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Processing or a Certificate of Proficiency in Data Processing. 'lhe 

c::arposition of the sanple was 45 male an::1 61 female. 'lhe average age 

was 28,5. 

Analysis 

'lhe raw scores for all the stan:3ardized instnlments an::1 the 

final coorse grades in both Systems Analysis an::1 Design II an::1 roOOL

II progranunirq were obtained. In addition, the project grade 

assigned to the students in Systems II was included. 'lhis addition 

brought to 19 the number of variables utilized in the study. 

Descriptive statistics using the entire sanple as a data base were 

generated. 'lhe intercorrelational matrix oarp.tted by the Pearson 

product-11a118l'lt procedure containin;J 19 variables was further analyzed 

using the oonuoon factor model (Nie, Hull, Jenkins, Steinbrenner, an::1 

Bent, 19751· Gorsuch, 1974). After eigenvalues for the reduced 

correlation were calculated, a criteria of an eigenvalue> 1 was set 

for inclusion. Next the main diagonal of the correlation matrix was 

replaced with convnonality estimates. 'lhese estimates were 

aaoert:Ained as a result of the multiple correlations obtained for 

each variable, 'lbua the factors were extracted t'ran the reduced 

correlation matrix and the respective amounts of variance acoounted 

for by theH factora were replaced in the matrix as the current 

utimata of oonvnonality. It took six iterations to reach the 

model•• maximum allowable absolute ditference between auccessive 

oonvnonality estimates, which was a value less than .001. Five 

factors were extracted using the SPSS routine for principal 

component factor analysis. 'lben each structure was rotated to 
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obtain a nonnalized varilnax solution (Nie, Hull, Jenkins, 

Steinbrenner arxi Bent, 1975) . Ioadirgs that contained values equal 

to or exoeedirg .30 were considered significant. 

Two different stepwise regression equations were fonnulated 

enploying all variables in the study as predictors except the two 

course final grades which were used as criteria. 'Iha first analysis 

was designed to ascertain which variables could be considered 

predictors of academic perfo:rmance in programming course-work while 

the secon:i COITpltation was devised to determine the potential 

predictive variables in a fonnula enploying academic perfonnance in 

systems analysis as the criterion. 'Iha probability of F-to-enter 

(PIN) for both of these equations was set at ,1. The results of the 

step-wise regression analyses identified five potential predictors of 

academic performance in COITplter progralTll'l\ir arxi two predictors of 

academic success in systems design. 

One of the charges of the present study was to identify cx:qnitive 

arxi affective abilities displayed t,,J the 9UCOeSsful ard unsucx:essful 

students regardirq their achievement in two distinctly ditfarent 

types of data proouaing cc;,.irau, '1'o meet this charge two difterent 

analyau wre � to validate the predictors obtained trom the 

regression analyais. Firat, the subjects were divided into two 

groups baHd upon the final grade they received in COOOL progrMlmirq. 

Thoee atudenta with a a or above wero c:oneidored tho high group 

(PHI). SUbjecta that received a c or below wre d0Gl'l't8d the low group 

ac:hi8V81118nt group in regard to programming (PLO), A onG'"""1Y 

multivariate analyaia of variance (MANOVA) was then performed on the 

- .
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five variables selected by step-wise regression. 'Ihe seoom leg of 

the analysis was similar in structure except the grouping was based 

upon the final grade the subjects obtained in the Mvanc.ed Systems 

Analysis am Design oourse. Students who received an A or B in 

systems were classified high (SHI), 'While a subject receiving a 

grade of c or less were characterized as low (SID) . A one-way 

MANOVA was then applied to the two variables identified by the 

regression equation to be predictors of achievement in systems 

design . .- 'Iha MANOVA technique was utilized due to its ability to 

allow the researcher to view differences anxm;r groups of subjects on 

several variables simultaneously (Jones, 1966). In this case an 

analysis involving five variables was J;X)Ssible on the programming 

split, 'M'lile two variables were analyzed in relation to the system 

design groups. 

RESUtJl'S AND DISCUSSION

The reaul ta ot the descriptive statistic analysis ard 

interoorrelation Mtrix are preaonted in Table 1. Factor analysis 

using the principal COllp)nQJ'\ta method was undertaken utilizing the 

intorcon-elation matrix as tho d.lta aourco. On examination ot the 

rosulta thG vari.max rotation proceduro was employed, 'Iho vari.max 

rotated !actor matrix is included in Table 2. 

outcome for Factor I - General l<bQ,lledge 
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As can be seen fran Table 2, eight variables had loadirqs greater 

than ,30 on Factor I. Four of these items in the fonn of the 

subtests inference, deduction, interpretation, and evaluation of 

arguments came from the WXTA. In light of the fact that the � 

has been founi to correlate with general intelligence (Watson and 

Glaser, 1980) it would seem prudent to have portions of � 

included as a portion of this factor. In addition, three of the 

subtests of CPAB were represented in Factor I. 'Ihose measures were 

verbal rneanirq, reasonin:J and mnnber ability. 'Ihe correlations 

obtained between . these subtests and the 'Ihurstone Test of Mental 

Alertness ('IMA) (Palonno, 1974) wul.d seem to support their addition 

to the general knowledge factor. Given the acceptance of the 

supposition that the 'IMA is actually a test of verbal and 

mathematical abilities (North, 1972), the correlations (, 74 between 

the 'IMA and Verbal ability I o 78 between the 'IMA and reasonirq / • 66 

between the � and number ability) support the inclusion of these 

abilities in Factor I, 'Iha final variable that loaded within the 

general knowledge factor WM the TCP soore. Althoogh the TCP loaded 

higher on Factor II, its inclusion in the factor might be explained 

by the taot that tw of its three aubteets uso a structure that may 

be baaed on one•• general )<nc:Mlodgo, For G>CMi)le, the writing worcls 

exerciM NQUiru the IIUbject to generate as many aynonyms aa he/she 

can tor a given word. Certainly a at.rorq verbal irdividual would 

have a broader baaa tran which to prooeed than a person with weak 

verbal llkilla, 'Ihe License Plate Worcls Eltlbtest may also relate to 

verbal ability sinoe the subject is expected to develop worcls using 
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the letters a�in;J in the license number and use them in a given 

sequence. 

Q..rt:cgne for Factor II - Analytic Ability 

Five variables loaded within Factor II and in regal:d to 

COl'l1IOOnality arorq these variables the ability to disembed material 

was required, 'Ihe first variable, the GEFr, n-easures the degree of 

field depen:ience/ 

in::ieperrlence displayed by a subject. '!his cognitive style construct 

has loaded in factor-analytic studies with the analytical factor of 

the Wechsler intelligence tests (Goodenought and Karp 19617 Karp, 

1963) . 'Ihe placement of the GEFr within the analytic factor in this 

study would be consistent with this prior research. 'Ihe letter 

series subtest fran the CP.AB was the secord variable that loaded on 

Factor II. In this test one series of letters with an embedded 

pattern is presented to the subject to serve as the criterion, '!he 

subject must then analyze the letters and determine the next letter 

that would occur in the pattern, 'lherefore, the abilities needed for 

success in this test would fit into the rold set by the analytic 

ability factor, Diagrammirg, also a subtest of CP.AB, was the third 

variable to load on Factor II, Since thia test is designed to 

examine the partioipanta analytical ability to effect a aolution to a 

problem proaented in flow chArt tom in regard to logical sequence of 

stops, it would aoom appropriate for thia variablo to be included in 

Factor II, '1110 TCP appoared again as the fourth loadin;J in Factor 

II, Perhaps it is the test structure that places this variable in 

Factor II, '!he License Plate Words subtest, for example, would 

40 



require an analysis of letter patterns. In this analytical task, the 

license number INOUld serve as the embedded portion to a number of 

surrounding fields; those surrounding fields, of course, INOUld be 

all the wrds the subject could devise. 'therefore, the presence of 

the TCP in Factor II can be explained if the assumption regarding the 

test's structure, which appears to route its placement outside of a 

sin:]le creative factor, is accepted. 'Ibe last variable to load on 

Factor II was the course grade in O)OOL programmin:J. Bein:] able to 

write pro;p:arns from scratch based upon several paragraphs of 

specifications • would umoubtedly require analytical skills. 

F\lrthe:nrore, the debuggin:J of these pro;p:arns after their development 

INOUld involve a high degree of disernbedding skills, since a very 

minute hidden detail within the program can cause an execution 

failure. 

outcane for Factor III - Academic Sµqcess 

'lhree variables loaded on Factor III1 all 'w'er8 either a course 

grade or a project grade assigned to the IB\lbjects by their 

respective protessors in progrMVlling and systen,a design. In one 

respect th.la !actor might he an irtlication of tho IB\lbject•a ability 

to tunct:ion in an aC4demic environment. However, both courses 

require a auhatantial workload eithor through design project.a or 

prograrn11. tu.rt:he.m::>re, there ia no aot tenq,oral pattern regardin:J 

oarpletion ot the activitiea in either oourN, Both typos ot 

activities requiro persistence on the part of the students to make 

sure t:hat they oomplete the assignments and oomplete them correctly. 

For example, a program written in roooL may not execute properly on 

- f 
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the first, seooro, or even the third t.I:y. In fact, it may take 

several ioore analysis, oorrection, and res.mission cycles before the 

desired results are obtained. 'Iherefore, an urderlying component of 

the academic success factor may be persistence. 

outcome for Factor IV - Test Anxiety 

Within the fourth factor, loadings occurred on three variables. 

'1'he two variables that displayed the stron:Jest loadings were the two 

subtests contained in the TAI. '1'he third variable identified in the 

anxiety factor was the interpretation subtest from the mcl'A, 'Ihis 

same variable l�ded at. ,530 on Fa�r I, meaning that its loading on. 

Factor r,/ of . 307 might be considered to be of secomary importance 

to its contribution to the general knowledge factor. 'Iherefore, its 

appearance, although not expected of a variable generally considered 

to be related to knowledge, may not be totally inconsistent with 

relationships obsetved between TAI subscales and instruments that 

are dependent on readin:J carq:>rehension, For example, the 

correlation presented in the TAI manUAl between the Nelson-Denny 

(ND) �ion subtest and TAI total score for males was -.20 

ard -,25 tor females (Spielberger, 1980), 

outcome tor Factor Y - Prior E>Qx\rim 

l\n int.erutin:J COllbination of three variables was obtained from 

the loadings of Factor v. 'Ihe highest loadin:1 occurred on attitude 

toward system design, while lesser loadings were recorded for the 

recognition of assumptions arrl deduction subtests for the �A. In 

the case of the deduction appraisal, the loadin:J obta}.ned in Factor V 
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was · secorrlaty in magnitude to its loadin;J on the general knowledge 

factor. However, recognition of assumptions loaded only on Factor v.

Although the relationship anong deduction, recognition of assunptions 

an:! attitude toward systems design cannot be explained with the 

clarity of some of the other factors obtained in the present study, 

perhaps there is soma relationship amon;r the variables due to the 

subject's prior experiences. Interestin;Jly, a negative relationship 

was obtained between recognition of assunptions an:! attitude toward 

systems design. It may be that in this study the subject's attitude, 

if negative or suspicious of new experiences, influenced his/her 

perfonnance on other variables contained in Factor V. 'Ihe fact that 

attitude loaded negatively on the other variables in this factor 

ftlOUl.d tam to support this assertion. However, similar negative 

relationships have been foum in other studies (Defleur, an:! Westie, 

1958), Perhaps this negative relationship is due to a li!ck of direct 

relevant experiences, Aooordirq to Regan an:1 Fazio, 1976, direct 

experience is a crucial factor in the development of an attitude 

Which is consistent with behavior, In the case of the two variables 

that loaded only on Factor v, prior direct experience could influence 

the magnitude of the acores obtained, 

However, to prove or disprove this assertion, additional research 

needs to be urdertaken to a804Utain Whether lack of direct experience 

in ayatem design related tunctions is responsible for the negative 

relationship obtained between recognition of assumptions an:1 attitude 

tCMard system design, It could be hypothesized that applyin;J the 

same measure of· attitude to the subjects after completion of the 

- II 
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course would yield a :ioore favorable attitude score if, in fact, the 

course provides direct relevant experiences. F\lrtherrrore, if direct 

experiences related to the development of assumption recognition 

skills were provided to the subjects, it could be hypothesized that 

the subject's scores would increase as well. HCM developing a 

positive attitude toward system design would influence perfonnance in 

recognition of assunptions is a question that will have to be 

answered by further research. Whether a lack of related direct 

experiences in systems design inhibits one's ability to recognize 

assumptions would be the critical question to be studied in further 

research in this area. 

Regression Analysis 

With the relationship am:>l'lJ the various cognitive and affective 

variables by means of factor analytic methods C011q;>lete, the next 

phase of the investigation was cattied out usil'lJ regression analysis 

on the 19 cognitive and affective variables recorded. ':two separate 

analyses were carrioo out. '!he first eJr4>loyed final grade in systems 

design as the criterion and all but one (final grade in o::>90L) of the 

remaining 18 variables as predictors, while the secord equation used 

final grade in o::>90L progrM11ltin:J as the criterion and the remairder 

of the 18 variables minus final grade in systems design as the 

predictors. 

� roaulta of the stepwise regression analysis in which systems 

design performance was the criterion y lelded two predictor which 

cornbinoo to account for 16.8 percent of the variance. Of the two 

predictors, diagraxmnin;J accounted for 12. 2 percent
, 

of the variance 
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wl.e the remaining portion of the 16. 8 percent was attributed· fo' 

recognition of asSUllptions. In the other analysis, which en,ployec:1 

COOOL progralTlllling perfomance as the criterion, five variables were· 

included in the equation l:Jefore the PIN • o .100 limit was reached. 

'Ihe variable that made the major contribution regarding variance 

accounted for was diagramming. 'Ihis variable, by itself, accounted 

for 21.0 percent of the variance. In a somewhat sw:prising 

development, attitude toward systems design was the second variable 

selected as a predictor for the equation. 
'!his variable, when 

coupled with diagramming, accounted for 24.4 percent of the variance. 

The next two variables added to the fonnula were the two TAI 

subscales, worry am erotion. 'Iheir addition increased the 

accumulative variance accounted for to 31,5 percent. 'Ihe final 

predictor included in the equation was the GEFr score. Its 

inclusion raised the total accumulative variance explained to 34.0 

percent. 

'Ihe fact that diagranvning was picked as the main predictor in 

each of the equations would terd to imiCAte that there is same 

overlap of skills required for fJUCCeSS in the two disciplines, 

P\lrtherlrore, it aeems logical to expect that the major predictor in 

each analysis would como from the analytic ability factor, A second 

variable (GEPT) from this factor appeared in the progranuning 

performance analysis reinforcing the iroportMce of factor analytic 

ability, In all 23,5 parcent of the variance wag explained by 

variables that loaded on Factor II in tho progranming perforn,ance 

prediction equation. Variables from Factor V appeared as predictors 

- ,
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in both equations. Recognition of assunptions was select.Ed as a 

predictor in the fonrula that employed systems design performance as 

the criterion, While attitude ta..lard systems design appeared as a 

predictor of OJOOL p� performance in the other analysis. 

'Ihe other factor represented in the regression analyses was the 

anxiety factor. Variables that loaded on this factor were included 

only in the equation employing programming perfonnance as the 

criterion. In this step-wise regression equation both subscales from 

the TAI were identified as predictors. 

Validation of Predictors (HI-LO\ MANOVA 

'Ihe two potential predictors of academic achievement in systems 

design having been determined, the answer of whether the abilities 

identified did indeed differentiate between the successful and 

unsuccessful systems design student was sought. Table 3 presents the 

means and staroard deviations for the SHI-SI.O groups in systems 

design reJarding perfo:rmanc.e on the predictors diagramming and 

recognition of assumptions, In terms of magnitude, the SHI group 

mean exceeded the SLO group mean on both predictors. However, to 

strerqthen the analysis, a MANOVA was performed on both predictors to 

ascertain it there was aey aignifi04nt difference between the SHI•SLO 

groups on either predictor, The average F-test with 

(F(2 1 208)•l807,20 waa aigniticant well beyord tho ,O!S level, 

FUrthermore, the univariate F-test with l .an:i 104 dogrees of t'reedan 

rCJVealod a value of 2420.00, p < ,05 for rocognition of assumptions 

and a magnitude of 1685,54, p < ,05 for diagranuning. 'lhareforo, it 

would appear that diagramming and recognition of assumptions are not 
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only good predictors of academic success in systems design, but also'" 
significantly differentiate between successful an1 non-�sful 

students. 

A similar strate;y was used to analyze the ability of the 

predictors of (X)BJL programming performance to differentiate between 

successful an:i non-successful students. In this analysis the average 

F-test for the five variables identified as bein;J predictors of

success in (X)BJL programming was (F(S,520) = 10,14, p < .os. 

HcMever, in this case there was not the clear difference in the 

magnitude of the means particularly in the variables: attitude 

toward systems design an1 TAI-envJtion as is illustrated in Table 4. 

'Ihe resulq;i of the univariate F-tests confirmed that significant 

differences occurred on only three of the five predictors: GEFT 

score (F(l,104), p < ,057 TAI-won:y (F(l, 104), p < .057 arxi 

diagrmmu.rq (F(l,1041 p < ,05, 'Ille other two predictors: TAI

emotion (F(l,104), p > ,05 and attitude toward systems design 

(F(l,104) p > ,05 did not aignifiamtly differentiate between the 

Ra•PLO groups. In regard to diagranvnirq and the ClEF'I' the 

difference, wich would be 8)(pGCtod, wu in favor of tho 00 group. 

HOWeVer, in the case of the TAI-worry, the 1100rin;J difterence was in 

favor of the PLO group, wich would incHcate an invone relationship 

between TAI-worry and (X)BJT, progrananing performanco, 

S1J1'\U\W:'i 

In the empirical validation attempts to identify variables 
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related to academic sucx:ess in both rooot prograrnmirq ard systems 

design, the original. list of variables was significantly reduced 

after the MANOVA treatment. '!he variables fouro to be predictors of 

ccm-se perfomance in system design ard differentiate between high 

ard low achievers in regard to course grade were diagranmtlng ard 

recognition of assunptions, whereas the predictive variables that 

differentiated between high and low achievement in the CX)OOL course 

were diagramming, TAI-wony, and the GEFT. 'Iha results of these 

findings are mixed in regard to the validation of the CPAB as a 

predictor of academic achievement in data processing related 

courses. First, on the positive side the diagranmtlng subtest of the 

CPAB was the major contributor in the prediction of success in both 

courses. However, variables from factors not included in the 

coverage of the CPAB were identified as part of the academic success 

fo?.111Ula. For example, recognition of asSUI1¢ions was included from 

the prior experience factor, a factor which contained no loadirqs 

from CPAB variables, FUrthermore, TAI-wony was a predictive 

variable that loaded on the anxiety factor, a seoord factor that did 

not include variables from the CPAB subtests. 'Iherefore, based on 

the reaulta of this study one could conclude that there are ono or 

IT'Ore i.Jrpo:rtant factors missirq from the 11\0l\surement ability ot: the 

CPAB in rogard to tho prodiction ot: academic succoss in both 

progrM'Ul\irq ard systems design oourses. Whether or not the 

ilrqx)rtance of the misnirq factors could bo aubsbntiatod in regard to 

vocational succoss is a question for further research which would 

have to focus upon two questions. First, is there a difference in 
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the ability of successful versus non-successful systems analysts to 

recognize asstnnptions? Secord, is the anxiety wony level . of 

successful programmers less than that of non-successful p�? 

Obtainin;1 the appropriate data salll)le to detennine this infonnation 

may be difficult, since only the people that conplete c::onpmy 

tra:inirq programs in these respective areas are nonnally awc,inted to 

these positions. 'l'he.refore, the successful/non-successful split 

might be un:iertaken based on a subject's ability to successfully 

conplete carrpany tra:inirq in progran,mirq or systems design. 

Iastly, the results of the study suggest that a reduction in 

administration time, as caTpare::1 with the total CPAB, could be 

realize:! if testing was limited to the variables selected as good 

differentiators. To measure potential in progran,mirq the 

administration time would drop to 63 minutes (diagraxranj.rq • 35, TAI

wony • 8, GEFr • 20). Also, the time required for administration of 

a systems design oriented predictive instrument would be less than 

the whole CPAB> IJ.'he time required to administer this instrument 

would be 45 minutes (dia� • 35, recognition of asSUITption • 

10) . If an instrument was desired that would provide broader 

coverage, recognition of asll\ll\i)tiOt'III could be added to the academic 

programmJ.rq prediction instrument, thereby, increasing it.a predictive 

potential in the area of 9Y!ltellls design, 'Iha ti.mo required for this 

testing device would be 73 minutes (diagratmling • 35, TAI-worry • 8, 

GEFl' • 20, recognition of aswn,ptions • 10). However, the testing 

tilne requirements for this comprehensive evaluation exercise would be 

- .
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in the same rarge as the total CP AB, 'Ibis d evelopmen t  WOUld mean
that this oc:rnprehensi ve evalua tion exerci

se 
WOUld be in the same 

rarx;re as the total CP AB. 'Ibis development WOUld mean tha t  reduction
of administra tion tirne cou.ld be realiz ed only on the two specifi c
sugges ted �t devi ces , 

P
rogramm,irq an:i systems design.

'.therefo re, the advan tage of the CO!Tp rehensi
ve 

ins trument WOUld be 
that an increase in brea th o f  cov erage cou.ld be ob tained whil e

maintainin g  an adminis tra tion t ill'e. 

in 
the 

sev enty minute rang
e. 

5 0
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Table 1 

Kea?ts. St•adard Deviation•• and Intercorrelatlon 
Matrix Aaong 19 Variables 

Variables _l_ 2 3 4 5 6 7 8 9 10 _g_ _g_ _Q_ 14 ��__!Z_ �__!_!__ 

CEFT 1.00 .04 -.22 -.22 .24 .23 .31 .25 .23 -31 .30 .26 .18 .44 .21 .00 -17 -.19 .29 
Oltl-Taslt .04 1.00 -.16 -.04 .10 .04 .15 -14 .22 .23 .18 .1) .15 .18 .09 .03 .14 .oo .19 

TAI--WOrry -.22 -.16 1.00 .76 -.40 -.30 -.33 -.46 -.31 -.41 -.30 -.29 -.22 -.38 -.33 .02 -.19 . 14 -.33 
TA 1-!aot ton -.22 -.04 .76 1.00 -.2, -.u -.20 -.32 -.17 -.31 -.18 --11 -.u -.17 -.15 -15 .02 .09 -.09 
WCCTA-Iafere-ace .24 .10 -.40 -.29 1.00 .31 .47 .45 .38 .49 .51 .28 .17 .34 .28 .01 .21 -.03 .24 
IICCT A l.ecogffJ. t loa 

of Ass-ptlo.,. .23 .04 -.)0 -.u .JI 1.00 .36 .32 .28 .29 .33 .19 .00 .26 .15 .13 .29 -.14 .22 

WCCTA�octioe. .31 -15 -.33 -.20 .47 .36 1.00 .36 .48 .46 .41 .20 .35 .34 .27 .02 .21 -.21 .28 
WCCTA-Interpretatfoe. .25 .14 -.46 -.32 .45 .32 .36 1.00 .11 .53 .44 .21 .23 .30 .37 -.02 .14 -.16 .12 
IICCTA-Enlaatl- of 

Arg�nta .23 .22 -.31 -.17 .38 .28 .48 -31 1.00 .40 .37 .31 .26 .34 .25 .02 -13 -.13 .20 
CPAJI-YerNl Ilea.slag .JI .23 -.41 -.31 .49 .29 .46 .53 .40 1.00 .53 .19 .40 .28 .43 .10 .24 -.02 .19 
CPAS-1.easoahg .30 .JS -.)0 -.18 .51 .33 .41 .44 .37 .53 1.00 .45 .54 .42 .29 .12 .19 -.09 -17 
CPU-Letter Se-rtes .26 .n -.29 -.u .28 .19 .20 .21 .31 .19 .45 1.00 .33 .55 .46 .04 .23 -.11 .34 
CPAll--ber Al>l llty .18 .n -.22 -.u .11 .oo .35 .23 .26 .40 .54 .33 1.00 .24 .26 .11 -21 .04 .19 
CPAII-Olagr-1ag ·" -18 -.38 -.17 .34 .26 .34 .30 .34 .28 .42 .55 .24 1.00 .38 -19 .35 -.07 .45 
TCP .21 .09 -.33 -.15 .211 .15 .27 .37 .25 .43 .29 .46 .26 .38 1.00 .oo .28 .u .35 
Syst .. Oeslp 

Project Crad� .00 .03 .02 .15 .01 .13 .02 -.02 .02 .10 .12 .04 .u .19 .oo 1.00 .71 -.02 .2B 
/foal Crade 

Syst ... Oestp -17 .14 -.19 .02 -21 .29 .21 .14 .13 .24 .1, .23 .21 .35 .28 -71 1.00 .06 .63 
Attltade Toward -

Systeas Desiga -.1, .00 .14 .09 -.OJ -.14 -.21 -.16 --13 -.02 -.09 --11 .04 -.07 .11 -.02 .06 1.00 -15 
Final Crade 

COBOL Progr-1ag .2, .19 -.33 -.09 .24 .22 .28 .12 .20 .19 .17 .34 .19 .45 .35 .28 .63 .15 1.00 

HEAii 14.1 32.9 13.5 15.3 9.4 12.9 11.3 12.8 12.2 16.6 9.5 13.5 12.5 24.3 63. 7 153.1 2.6 7.8 2.9 

•da rd De•iat ton 4.3 6.1 5.0 5.3 2.7 2.8 2.4 2.3 2.4 6.1 4.3 4.4 5.0 6.5 19.2 39.5 1.0 0.8 1.1 



Table 2 

Varimax Rotated Factor Solution 
For 19 Variables• 

Estimated 
Commonality 

Principal 
Variables I II III IV V Com2onents Interactive 

T .334 .34 .26 

-Task .14 .07 

-Worry -.839 .74 .86 
-Emotion -.795 .66 .68 
TA-Inference .525 .48 ,42 

TA-Recognition
of Assumptions .420 ,36 ,32 

TA-Deduction ,529 .363 .48 ,46 

.TA-Interpretation .530 ,307 .44 .43 

TA-Evaluation 
of Argutaents ,452 .34 .34 

B-Verbal Meaning ,781 ,57 .68 

,B-Reasoning ,693 ,61 ,59 

,B-Let ter Series ,710 .so ,57 

,B-NU111ber Ability ,542 ,4 7 .37 

,B-Diagumming ,644 ,52 ,61 
,387 .435 .45 ,40 

,cam Destgn 
•roject Grade .717 .63 ,53 

�l Grade Syatem• 
Dulgn ,951 .75 ,97 

l tuda Towe rd
:yatom• Daetgn -. 511 ,27 .26 

,d Grads
:obol Progra1mlling ,482 .520 .58 ,55 

,rtdlng� La■• than ,30 have been oml t tad
,r . 
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Table 3 

Means and Standard Deviations for the SHI and SLO System Design Groups

Mean Variable SHI(N•65) SLO(N•41) SRI 

Diagrlllllllling 26,2 21,2 5,7 
Recognition of
AsaWDptions 13,5 11,9 2,4 
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SD 
SLO 

6,5 

3,0 



Table 4 

Means and Standard Deviations for thePHI and PLO COBOL Programnaing Groups

Mean SD Variable PHI(N•79) PLO(N•27) PHI 

Diagramming 25.7 19,9 5,7 

Attitude Toward 
Syste111 Design 7,9 7,7 0,7 

TAI - Worry 12,8 15,8 4.4 

TAI - E111otion 15.1 15. 7 s.o

GEFT 14,9 11,7 3,7 
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PLO 

6.8 

1,0 

6,0 

6,3 

4.9 
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