MULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 17, NUMBER 2, FALL 1990

Two Stage Smoothing of Scatterplots R

Timothy H. Lee, Ph. D.
Celifornia State University

Donald T. Searls, Ph.D.
University of Northern Colorado

Abstract

Scattarplot smoothing is a simple but a very useful tool for data analysls A smooth curve supedmposed on the
scatterplot greatly enhances the visual information, especially, the bivariate association between the prediction variable
and the response variable. In this article some smoothers are reviewed with respect to consistancy and sensitivity to
discontinuities on the undarlying functions. Robust centered span smoothers produce smooth and consistant curves but
they tand to smooth over or blur the discontinuities. Non-centared span smoothers are sansitive to the discontinuities but
they tand to be rough and lack consistency. Two staoe smoothlno ls pmposed asa w\niqm that pmvidas mlsmw a
well as senslwtytodsconﬂnums : ,
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1. Introduction, ..

Scatterplots are a very useful tool for analyzing a bivariate rolatlonshlp botwoen two vadablos. uy Xand v
The obsorved bivariate data polnts ' b S

(x1|Y1)l (xon2)- AALLN ] (Kn.yn). ‘ ‘ . . o ) i
constitute acatterplots. They visually explain the relationghip. It was pointed out by Clovoland (_1978) mat me extreme
points in the point cloud of acatterplots diatract the eyes and they tend to mm the struclure of tho bulk 01 the da_t; Asa

sided

remedy.scatterplots are smoothed, then the visual information is enhanced and the usochﬁon bctwun the two \ndabies ls
clarified. Untortunately, if discontinuities are present the smooth curve may tend to conceal thls fact It the smoottm? a{o '
Sareitv to discontinites they bnd 1 be somewhat ough. Two stage smoothing s propased as a technique that ends to' |

provide emooth fits with detection of discontinuitiea.

Scatterplot smoothing is a procedure that operates over the bivariate data polnts to decompose the obsewed y,' k-l Iy
PR i u;mm ‘
values lnto two parts, Systom (or Smooth) and Nolse (or Rouoh) That Is. the l th obsemd value ofYaan be wdtran as \
S rxuumr-ummwmse*’“ L
i 80x)) # 1 " ‘. |
A Rl AR uﬁﬁ‘m%ﬁ %{“ _
where 8 Is a system or a smoothing function and r; Is  residual (or muah) Hm, we assume mat yls oanemad trom an
R AR E D, A f’”: ST TR mf“ S
undertying function and noise with a certain distribution. Thatis,
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Y| = '(!J + CI . . e Y

S S 3
4 . # B .;‘Pf 4

The underlying function f(x;) Is estimated by s(x;) in the smoothlno pmcodura The requirement of a good smoother is

that it should not b atfected by occasional outliers and the output results should be smooth noam ol the Input data.
In this regard, Cleveland (1979) proposed Locally Weighted Regressldn Scatterplot Smtiomlho ('LOWESS') which
meats the robustness condition of good smoathers. Friedman (1984) proposed a variable sban smoother in which focal
cross validation is used to estimate the optimal span as a fun‘ctloh of the abscissa value. Mcbomid and Owen (1984)
proposed a split linear fit smoothing algorithm that can produce discontinuous output It cnn be usod fot smoothlno Mm
odge detection. One faature of the split linear fit method that distlnoulshes it from most of mo olhor smoomm is ﬂut it

,.,s 4',“1 " ' B {w
One of the problems encountered in smoothlno sattarplots ls how to esﬁmate. s closcty &8 pasibh the f(x) by

$(x) using the given scatterplots. Therefore, a good smoother should be robust and ooﬁi!':ten& When the undedylno
function, {(x), Is smooth (continuous) most of the centered spah" smoothers perform well, Hoivmr_. if f(x) (s
discontinuous or kinked, the cantered span smoothers usually blur the discontinuous points and produce a :moom curve;
while the non-centared span smoothers are quite sensitive to discontinulties. |

it

In this study, the smoothars sensitive to the dlseonﬂnumes. Mmoly. the non-contmd mn :moottm mmlno

o W ‘L‘ o AN

medians of three, and Tukey'a JRSSH, are compared for conslmncy Aiso, an ox;\)‘i,bratlm wis mado of a two- moc

smooather that is more consistent but at the same time can produce a discontinuous curve. g e
" For computationa economy, the updating formula of the samplo riance pmpoud by can, T ol (mo) wore
used 10 update the regression parameter estimations. et A
Next, we discuss smoothers wlth two different types of sp‘ﬁ;{ind consider dJMm of the discontinuities of

RO

f(x).

2. Centered Span Smoother. -

- The centered span smoother Is the most commonly used smoother.- To estimate f(x;) take a number of

observations around x, 80 that x; is 8 canter of the observations. These observations constitute 8 span for x;. Cleveland's

LOWESS, Running Median, Moving Average, and JRSSH are examples of the centered span smoother.. Here, as 8

centared span smoother, we use a robust fixed span smoother which is similar to LOWESS. The basic procedure is:
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(8) Find initial fitted vaiue y, for x‘ by using local linear regression.

Fnadmplelocalstnlomllnebﬂndatzlnthospantm X, |= 1. .n
Then, find the Initial smooth value y;, | = 1... .n.(Updating formula can be used with unit weight.)

(b) Depending on the residual (1 =, - ) for each x;, assign a weight.
A weight for each x; Is basad on each r;.
Letm = Median{irl, | = 1,...n} , lnd let d,- t((ﬁ'm)
Then, the weight for the k-th obsomﬁon in the span for xl will be
(1-dtorigy 1

;.W- RO
0 otherwiss.

() Based on the new weight, fit 2 locaily weighted stnlorp regression line.

(d) Repm stm (b) and (c) until the eonmoonce criterion, "old YoawDoid! <018 gatisfied.
mm mu oell’ "‘busod

" Ths p'rbcddurd"k' apbued'idr vee irsotsizes o $pans In order to give points on the boundaries of the span
less wiloht than the points in the center. So, three values (Le.,y1;, y2;, Y3)) for X are computed. The weight for each

estimats is given dapending on the span size. Let w1, w2, and wa be weights for each of 3 spans. Than, the final Smooth’
valug for x; will be cbtained by,

N = Wiyl| + WeyR, + Wa)d,
wmmmmﬂn.

nd
wirw2>w,

i the relationghipa among the apans are
$pan 1 cspan2.<epand.

In thig study, the three spans used are 18, 20, and 22, respectivaly. .. - - .o il s e
L]

The advantages of this procedure are: R

() It is computationatly effective in tarms of number of operations. -
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(b) It is more robust than a simple local straight line fit. | o
(c) Using a straight ine raduces computational cost and makes the updating easer. -

As seen in ngn 1, this smoother blurs the discontinuous points and pmdms an ovmll smoah cune. Rumlno
medians of thm (ntomdto s '3R ) and 3RSSH are also simple centered span smoothors Thoy are qum sensitive to
dlsoonﬂnumes but produce mugh (or bumpy) fits to the data.

3.  Non-centered Span Smoother.

Uniike most of the smoathers, spans for x; are not set up such that X I Is the cenm oh span. For example,

McOonald and Owen's (1984) split linear fit smoother is such a smoother. They polnbd out the mlmss of the cetered

span smoothers and proposed a smoother that can be used for smoothing with odoe dotnctim. The ldu Is to make sevenal
linear fits for x; some of them are left-gided fits, some are cantral fits, and some are 'ight-sided fits. In practice, three

linear fits (one for each type of fit) are enough. Then, the three estimated values from the three types of fits are
assessed depending on the basis of the mean squared residual about the ke fitted aver a o the data except x, (referred

to a8 "PMSE’). Any fitted value with PMSE greater than .the average PMSE forx; Is jgnpnd.._;Wolotvm for the remaining
fithed valuas are based on the squared differences between each PMSE and the average PMSE, Using these remaining
fittad values and their respective weights, a weighted average is computed asa ﬂuod _ynly;e!grix.. SV

This smoother is very sensitive to discontinuities but there Ia a tendency for this smoother to produce a curve
with a somewhat jagged appearance. Thia problem can be solved to some extent by applying the above aigorithm
repelitively to its own output. In this study, it is repeated once to avold possible dlon;sslon 6! tho fitted curve from the
underlying function 1(x). See Figure 2. In this study, the span size for this smoother is 20. o |

4, Measurement of Conslsténcles."- |

To compare the consistencles of smoothers it is necessary to quantify them. A possible candidate to measure
eonsls_tenw I8 the average of the sample variances of the B fitted values for each x;. Efron (1990) presentsd an example

for a bootstrap estimats for the variance of regression coefficients. A similar idea is applied in this study as follows.
First, sssuming that the underlying function I not known, apply a smoother on 2 generated data set and find
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80 and ) =y;-sx), =1
o,
(a) Construct P ﬁylsslonino ’1lt)! the woiqht forthe’ :usidUal. e+
(b) Oraw a bootstrap data set | N
Y =8(x) +ﬁ',! = 1.....5.‘ |

- where r,“safel.l.d.from l". R B TR LA TR W e g Fe e
Ten,

FEltn

: . e A T N T R
o . . AR : e o o i e

yi',lﬂ.....ﬂ{ B LA DEL L e AL e

(c) Indcoondormv repeat siep (b)BtImes.obtalnlna "bootstrap repllcauons S T e
b "(x.) re(xp .s‘“(x.)l 1. 0
o T SR L T S e 0 E T

Mmm “

. ?&w

CM1= —-f:zls"(x,) -$ (x,)]’

L TTRTY]
S(X,)-—t[s”(x)] ‘ ' oL it

O-I : Tl

w
R

Ad

R bt is)

CMZ-—-iZ[s"(n) J{t3) SR “s '”

where 1 the undarog furction,

R fmi,mi‘ws m»vmm

CMlmensmummmm(varhtion)dﬂ\osmoomqamarwndmmeanserwmeeasum v

- Lol ARt awwm%m
the consistencies around the undertying function. CM2 is measuublo onty when me undedylno tunction

B

; ik
undertying function is known, it is more reasomble lo use tho o, s mhef than r, 's and f(x.) mthor man S(xi) tor stap (c) in
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the above procedure to compare consistency. The reason Is that the values of the r;'s depend on the sensitivity of

smoothers to discontinuities. |n Tables 1 - 4, such measures are computed for comparison of the consistency of smoothers.

5.Smoothing with Detection of the Discontinuities and Improved Gonsistency

Wae have seen that the non-centered span smoother Is sensitive to the dlscontanldoi. vmllothe contm& span
smoothers blur them. By using this fact we can detect discontinuities simply by plottino the differences of the two
smooth values estimated by the non-centered span smoother and by the centered span smoother. Figure 3 pnsoms the
Mosmoothwmslotw purposeo'visual comparison. The underlying function in Rgure 3 is mwmmm
Figure 4 presents the difference plot. A discontinuity is suspected at the local maxima or mlnlmi.“ ln the figure, 8
discontinutty Is suspected around x = 50. Also, the ditfarence plot shows the overall pattem of the discontinuity.

We are interestad in consistancy and, at the same time, in the detection of discontinuities. If a smocther has both
properties, the computed values of CM1 and CM2 for that smoother will be lower than those of other lmoomon From
Tables 1 - 4, we sea that the robust centered span smoother has better congistancy than the rm-amnd mn smoother,
but the latter has more sensitivity to discontinuities. The problem Is how to combine the two Jasiuble pmponles Ono
solution Is to use two-stage smoothing. In the first step, discontinuities are located and the odolml dau ut lt spllt swh
that each discontinuity serves as a splitting polnt In the second step, tho robust cantmd mn :mootmr is applied to
each of the split data sets. The consistency measurements of this smoother are shown in Tlhlu 2 Iﬂd 3 and the smooth
curves produced by this method is shawn In Figure 5. S

- 8. . Discussion.

In this study, the consistency measures of various smoom an compared. The mum show that
(1) The non-centared spsn smoother is sensitive t0 discontinuities and Im congistent than the mbmt centsred span
smoather,
(2) The robust cantomd_ span smoother lacks sinsltlvlty to dlsconuwltlos'l but It is very consmont_
(3) Other sensitive smoothers, such as running medians of three or JASSH, produce quits rough curves and lack
consistency, and
36
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(4) The two-stage smoother is consistent and produces smooth wrves with edoe detactm _ e
The detection and the location of the dlscontmultaos on the x-axis are dependent upon the span size of the
smoother. Th datermination of the span sizs is very important. H the span size Is large, then the robust centared span
smoather will blur the discontinuities. If x; is close toa dnsconﬂndty. then the difference between the values estimated by
the non-centered span smoother and the robust eontered span smootherwill be farge. i tha non-centered span smoother
has a wide span it tends to gnore the dlsconﬁnwies whlle a nanow span will maka it umamdy sensitive and may result
in hlse detectlon of dlscontlnulties lf thore are mom than one discontlnulty on the undorlylno tunction me dlstanoa
bctmn any two disoontinuitles must bo hmer man tho span szein ordor lo bo datected ' .
Somoﬂmos ouulm mako tho dotection of discontinulty very dmlcult Ouulors near me dlsoontlnultios may
auamdudmtrdlm topoordodsims Onoposslmmmmtstolpph/thommnammlsmmwommm
stage smoothor ls lpplled The two- stage smoomet works well when the dlscontlnulﬂos are sapmlod enough and the
tunctiml fotm of tho UﬂdOl‘MﬂO funcﬁon Is not compllcam It works best when tho underMng fundlon Is smoom but
bmbn by dseonﬂmlﬁos. f0t mmplo I saw tooth fumﬁon When no dscoﬂtlnultbs m detected the M!nuoe smom!nr
ls tho umo s me mbust centmd spln cmoothor Tho two staoe smoomer m tho ldvanuoes of bolno lble to detoct

Pro i L AR St

dmnmlnul\l«uwmbclm vmycomlmm. R N DR
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Appendix ,

- Adables

© Table-1, .o o Table-a
(1(x) -0.‘02x. , mormmhmaslmftm) (f(x)-ozx for xSSO f(x)-wl(x 40), for x>50 ﬂn-
' . shaped function ) -

s 1200
3.00 e . g T T . 10.00 4

600
e ' ,..:g“j-“;‘,’ '
600 9

Robust-Centered Span 0.05721:0.07972  Robust Centered Span .. 0.08246 . 0.47491
Non-centered Span 0.13593 0.17323  Non-centered Span 0.20740 0.23504

3RSSH AP 0.47333 '0.64698 3RSSH  »iwvi i+ 0,37346 :0.49477
Wopins 049887 071918 R " " 0.35206 0.51365
it o Twostage™ *“'70.07766 0.10850
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47 Table-2, % Table-4,

(t(x)-o 1, for xSSO l(x)-o 1x(x 50) for x>50 ('(")"“'[2"("")' sl- O‘N’W Wum)
function) o EARMRTEI AR, o e g R
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CMi  CM2  Smoother CM1 CM2

Smeother

Non-céntered Span  0.20362 0.39049 Non-centered Span 0.20740 0.23504
3RSSH a 1.63010 2.14785 SASSH 0.37346 0.49477

3R 1.66922 2.34655 3R 0.35296 0.51365
Two-slage : 0.05671 0.31377

s
*
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Agure 1. Smooth by Robust Centered Span Smoother. Figure 4. Ditterences of two smooth curves by
Robust Centered Span smaother and
Non-certared Span smoother
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Figure 2. Smooth by Non-centared Span smaather. Fgure 5. Smooth by Two-stage smoother
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Figure 3. Comparison of two smooth curves by R
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