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Absﬁract

Ono ot thc major probloms that hal occurrod in tho use ot
the regression statistical procedure, :is the tendency of
individuals inappropriately interpreting regression weights. Tho
purpose of this paper is to discuss and to clarity ‘problems that
can arise trom such intorprotation.

Introduction |
Although most multiplc roqrossion texts argue aqainst -
intarprctinq roqrcllion wciqhtn: ("shaky and dangoroun")

o o

(Kerlinger and Pedhazer, 1973): "not very cloat how thcso valuo -

are useful" (Ward and Jennings, 1973); ‘"acquire moro moaninql V_VV'
than statistically appropriate" (McNoil, Kelly and McNoil,j st

1978)), some statistics text authors and rouoarchorl -t11}ﬁwant?.xl,‘

to place some sort cf importance or mcaninq on tho magnitudetorélf-"

relative magnitude of the regression woightl.w The purpo“-
this paper is to provide various roasonl for why such |
interpretations are not appropriate. Two cases ‘will be discusscd

in which the interpretations do not have to do with "importance."
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Reasons for not interpreting regression woight:xioolodo:_

1) degree of predictability in the population is less than
perfect, 2) regression weights fluctuate from sample to sample,
3) assignment of weight is arbitrary, 4) regression weights would
probably be different in a manipulated situation as compared to a
non-manipulated situation, 5) the purpose of the test of
significance is unrelated to interpretation of weights, and 6)
the purpose of using multiple predictors.

orthogonal Predictors R 'ffww”

In the situation where the predictor set is orthogonal,
regression weights are indeed estimates of the population means.
A subsegquent sample would probably produce a different set of
weights, but each set is an unbiased estimate of the population
means. But in no case would one want to rank the reqrollion
woiqhts to "find the most important variablo. Tho variable with
'the hiqholt reqreooion weiqht hac tho hiqhoot oamplo mean but
that highest mean doesn't make it "tho molt imﬁoftoﬁt.
Non-Orthogonal Predictors

R2=1.0. If the R2 is 1.00. in tho population thon the
weights would be’ atablo trom samoiiqté :agpi; S;oaulo thore would
be no sampling error. Newton'o law ot qravity D= 1/2 GT2 was
shown to be derivable from rogrollion tochnoloqy (McNeil, 1970).
But what does the weight's coefticient of 1/2 mean? Similarly,
Circumference = Pi * Diameter, but"wﬁotédooo Pl mean? Pl is
simply the weight, which, when multiplied times the diameter,

yields the circumference.
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R2 iessvthan 1.0: .when eﬁé’hﬁ is 1ess"§h5n l.0,
successive samples from the same population, especially with
correlated predictors, will yield quite ditterent regression
weights. Since these weights bounce around, the term "bouncing
betas" has been coined (Kerlinger and Pedhazur, '1973) .
Furthermore, when attempting to increase R2 or a particular
sample, the addition of non-orthogonal (correleated) predictors
will change the magnitude of the regression weights. When the
population's functional relationship has been mapped the weights
will be stable. Even when correlated predictors are used, o
weights may be stabilized even then. | o
An extreme case of pertectly correlated predictors.

One cannot use weights to assess the "importance of a variable"
because when predictor variables are correlated both variables do
not "get the weight" equally. In the extreme case when two' ‘
variables are perfectly correiated, one would "get the weight"‘
and the other would get a weight of gero. Certainly one would@_
not want to attach "no importance" to the variable that got a
weight of gzero. It is the case that this variable does not

L
provide any new intormation over and above the pertectly ‘

e ..";4.-.;_3_;\ L
1“3‘) W o

correlated variable, but the luck of the draw assigned the weightg;xv
to the other variable.

Control, or Upsetting the Prediction L
o el 3
These applications where once a high R2 is obtained that-w;,t~

M;‘*} W

the goal then becomes one of nupsetting the prediction” (f°ré o
om0 ke
example attendance predicting GPA). One tends to manipulate °“°;f;*

or more predictor variables in an attempt to alter prediction.~- |
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" But one muet remember that until manipulation has occurred, one

-

cannot know tor certain the etfect ot euch manipulation.' Once
variablee are manipulated other, correlated or uncorrelated
variables may have a ditterent ettect on the criterion. The
magnitude ot the beta weights do not giv: any clue as to what may
happen. Some predictore will be more amenable to manipulation
and eome manipulated variablea will have no ditterential ettect
on the criterion. Finally, manipulating one predictor will |
certainly have ‘some poesibly unknown ettecte on some ot the other
predictore. : .f t:ifff . ) B

5 T W n'}

Interpretation of Statistical Tbete .

Vol
g l e

When one teete a regreeeion weight, one ie ueually teeting

i ¥

the reetriction that the weight ie equal to zero. It
Leigniticance ie determined, then one can reject the null-

P R S, i i

hypotheeie weight (ai - 0) and accept the reeearch hypotheeie i

A r-im-'fp' bb it A’ i i,

that weight 1 - 0) (non-directional) or weight ai - o or o

51 LRI ig‘-.}&e!/

weight a1 <0 (directional). In neither caee ie the oonclusion

RS T AT R B k e e Fwn e EORERR
"the regreeeion weight ie the eample value, aay 1.34 "
i : L > AW RETETEr 0" § SRV T SR o ST T3 45 E AT s '
The virtue ot teeting non-zero reetrictione euoh ‘as weight
y i - B A Tl, '4

aj = 1.34 hae been delineated (McNeil, in preparation). But it
eigniticance ie tound with thie teet, then one can only conclude
that, say aj > 1. 34. If eignificance ie not obtained, one

cannot conclude that aj = 1.4, but that'we tail to reject the
hypotheeie that aj = 1.34. We not only oannot interpret the
7 weight but we don't know the exact value ot the population

weight. (When R2 equals 1.00 we may "know" the weight.)
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Purpose ot Ueing uultiple Predictoro ‘ U
| The moet compelling argument egeinet the interpretetion of

regreseion weighte ie thet when one utilizes HLR one is teking
the otenoe thet behevior is oomplexly determined (complex in :
terme of a lerge number of prediotor veriebles) The goel then
is to eocount tor the verietion in the criterion by obteining as
high an R? as poeeible by thet eet ot prediotore. To try to
isolate the "most important variable" in that set is not related
to the goal of maximizing the R? yhich is what MLR produces.
The Inverted U Example o .f‘ L

suppooe dete were obteined as in Pigure l, where there is a
eyotemetio oeoond degree tunction between x end Y. The lineer
correleetions’ere: Txy -‘.00, Txy = .27,,rx3x -1.96 when
both X end x2 are ueed in a multiple regreeeion model, the
reeulting R2 io 1. 00, end the tunotion of best tit 1- Y = 5 w U
-12 % x + 5 # X2, Inno wey is x2 "more importent" then x., .
It takes the unit vector, X end x3 to eccount for the verietion
in ¥. Each verieble, X, U, and x2, oontributeo "over ana
ebove" the other two verieblee.{ . ‘%Ew@ﬂ;n;y%n

Although the variable X illustretee the typioal "luppreooor
variable", (correleting 0.0 with ¥, correlating high with=the~+

other prediotor, end ‘having a negative weight) the reot remeino e

that X is as necessary in the equation as x? Yet, the bete

y‘#h‘?“@ﬂ‘fﬂ) :‘\

weight are similar, but opposite in sign!
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The following Appendix A is presented tor the purpose of
identifying a sample ot a large number ot authors who have made
nstatements related to problems and ooncerns with the
interpretation of regression weighte and prominent authors who
actually interpreted beta weights. Let' hope that these
examples will increase the sensitivity of individuals who read

the interpretation of regression analyeis results.'

$ogp b .. © . -
st F o L E L

Appendix A
1) Draper and Smith (1981) P 117

e

It multiple samples of the same variable are obtained, b is
44

an unbiased estimate ot the populationﬁb only it the postulated
model is the oorreot nodel (1.e. n2 -1, 00) It it ie not the

oorreot model then the estimates are biased.\ The extent ot the

i nf . \\‘

bias depends... not only on the postulated and true nodels, but

o R L wx, DRRe ;u L

also on the values ot the X variables...

‘ot WY ey e
3)‘ ' ‘. ; G ‘,\, 4“5 :’?‘!‘_‘-. P

2)  Cooley anduLohne é(1962) p 40 i a,'“

"The beta weiqhts... indioate that... ie the nost ueetul

3»».% ef by N
in the battery, tollowed DYoo and... . IR

1 .
Cp o

3)  williams (1959) p 31-32., iawm“ﬁ“iic“
The eiqnitioance tested is aotually that ‘of the additional

amount of variation (in the oriterion) aooounted for by the

(prediotor) variable... above that ;ooounted for by ‘the remaininq

variables.
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4)  Ward and Jennings (1973) pg 271.
Some quoitionl, however, that arise in natural language
torm almost dcty tranllation. Examplos are the qucltionl.

1. Which prodictor variablc is tha most 1mportant 1n )

T

oxplaininq tho criteria?

2. what are tho rolativc contributionl ot tho varioul 1
prodictorl to the prodiction ot tho critorion? -

:5 "articlos by Darlinqton (1968) and Ward (1969) do dcscribc

ways ot calculatinq valuel to rotlcct anlwcr- to tholc quoltionl.

* .\,\ . 4

Although it il ulually not very cloar cxactly how tholo valucl

are ulotul..Q

5) Kcrlingcr and Pcdhazur (1973) pg 63.

oot 3

"Tho rolativc lizel ot tho b and bota woiqhtl leom to
1nd1cato that..; and..; contributo about cqually, and that...
contributc- littlo, but luch 1ntcrprctations arc shaky and

DRI h G o R

danqoroul..." pq 77.
Anothor ditticulty 1- tho 1nltab111ty ot rogroosion !

coctticicntl. Hhcn a variablc 1. addcd to a roqrcllion cquation,

all the rcgrcilion ooottioicntl may chanqo trom lamplo to lamplc _

AT+ S T

as a result of sampling tluctuationl, clpooially Qh;n thc
% S B

1ndopondont variables are highly corrclatod, (Darlington, 1968).:;2_ 

All this means, of course, that lubstantivc 1ntorgfo?é%2;§:4%§’
roqrollion coctticicntl il ditticult and dangcrquqﬂ ?nd %t
bucomcl more difficult and danqorous as prcdid?b%éj%é??%%saﬁg_ﬁ
highly corrolatcd with each othcr._ vt ean : ﬁ@amﬁ M
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