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The purpose of this study was to investigate the relative
effectiveness of the traditional conjoint analysis approach to
the multiple regression approach that includes person vectors
profiles analil s. It was expected that the more sophisticated
models would increase the effectiveness in terms of its
shrinkage estimates and the accuracy of its predictability of
two holdout groups. The data source consisted of a sample of 100
students who rated eight oollozal on five attributes--quality of

education, financial aid, quality of dorm life, student/faculty
relations, and social aid.
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wnod siwith Porlon Vectors and Profilo Analycis

to Ansoll Important ractorl Usod to Select Colleges

Introduction

In recent years, many colleges and universities have faced
increased competition for students. Thus, it has been
increasingly importantffor an institution of higher education to
‘be able to identify what factors are important to the students
 who chose to enroll 15 the institution.

Marketing research (c:ttin & wittink, 1982) hal identified
conjoint analysis as a very uloful ctatiltioal tochniquo in which
one is interested in having the oliontl, ltudontl, or consumers
prioritize a variety of items. Two other approachol allo seen to
be appropriate to use when attempting to ailoiu the selection
process of college-bound ltudcntnz (i) nﬁitiplo‘roqrclsion
models with person vectors (Frass & quigé,%iﬁiijvand (2)
profile analysis. .' o T
Objoctivoi

This paper attanptod to oonpafo tho'abiiity of conjoint
analysis, multiple regression Iodcli vith b§fth vectors, and
profile analysis to produce information th;ﬁ 60&14 be used by
college and university personnel to determine which factors were
important to students when selecting a university or what type of
students selected a given type of university.



Data Collection

The research instrument used to collect thi data analyzed
in this =tudy focused on five institutional attributes reported
to be of significance to students who martriculated to Ashland
University. This list of attributes was developed through
literature reviews (Tiernry 1980; Traynor, 1981; Kuh, Coomers, &
Lindquist, 1984; Conant, Brow, & Mokwa, 1985), discussion with
program advisors and students, and from the past experiences of
admissions recruiters. |
| The five attributes included in this study were financial
aid, social life, quality of dorm life, student-faculty
‘relationships, and quality of education. Each of the tiﬁc
attributes had two levels. The two levels that were formed for
each attribute were assigned a value of 0 or 1 in order to allow
the researchers to quantitatively form hypothetical universities
with v@flouu combinations of attribute levels. The attributes,

levels, and values assigned to each level were as follows:

1. Quality of education

fa) reputation is not well known = 0
b) reputation is well known = 1

2. Student/Faculty relationships

a) faculty are accessible if sought = 0
b) <faculty are extremely accessible = 1

3. Quality of dorm life

a) below my expectations = 0
b) above my expectatons = 1



rinancial aid

;wa) little tinancial need is met = 0
b) most financial need is met = 1

a) few social activities are available = 0
b) many social activities are available = 1

- Five attributes with two levels each would allow 32
~different university p;otiiol to be formed. With the assumption
that intoraction effects are negligible, the main effects could
=5. estimated with only ciqht orthdgonal arrays.: The eight
'6rthbgona1 arrays used in this ltudy which woro formed with the
aid of tho computer lottwarc ontitlcd COnjoint Doliqnor (Bretton-
CIark. 1987), were listed in Table 1.

- In addition to the eight orthogonal arrayl, two arrays were
doliqnod to provide a means of alcocninq tho doqroo of predictive
validity. (800 Tablo 1. ) Tholo two arrayl wor. rotcrrod to as
the “holdout univorsitios“ beocause they vere . not includod in the
oltination procedures.

The quoltionnairo vas adniniltorod durinq the second week
of the fall term of 1987 to freshman ltudonts ‘enrolled in a
freshman seminar course. The rocponsol of 100 of the students

were used in this study. 8See Fraas and Paugh (1989) for



conjoint Analysis

The analysis conducted by the use of a software package
(Bretton-Clark, 1987) produces a set of tivi regression
coefficients plus a constant term for each student. That is, a
separate regression analysis was performed on the data of each of
the 100 students.

Each of the regression coefficients generated by the
conjoint analysis for a qiv;n :tudont indicated what would happ‘n
to.thc respondent's ratings of the universities when the
attribute changed from the "zero" level to the "one" level. To
illustrate the point, consider thc‘rcgronsion coefficient value
of 2.0 recorded for the financial attribute for respondent 1. If
financial aid was to increase from thc.'littlc need being met"
cafoqory to the "most need being met" category, the rc-pbndont'u
rhtingl of the universities would increase by 2.0 points on the 1
to 10 scale used on the questionnaire.

A rclatiyc importance figure was calculated for each
attribute by dividing the sum of the five average regression
coefficients into each of the average regression values. The
five relative importance figures generated by this procedure were

expressed as percentages.



- Table 1

; ﬂ@ﬁgﬁdfﬁhd@bh&l Arrays Used for conjoint Analysis and
v ' ~ Multiple Linear Regression Models

S e —_Student/
Quality Faculty Quality
of Relation- of Dorm Financial Social
Oniversities Education ships Life Ala Life
A o 0 0 0 0
B 1 (o] 0 “1 b §
e 1 1 1 1 0
D 0 1 1 0 1
E 0 1 0 1 0
. 1 1 o 0 1
6 1 0 1 o 0
H 0 ) b § b § p
Holdout
Universities
T 1 R T 0 1
J 1 | 1 -0 1 0

Note. Each characteristic is composed of two levels. The zero
value indicates the presence of the lower of the two levels.



Results of the Conjoint Analysis

The relative importance figures indicated that financial
aid wvas the most important attribute with a value of 26.24%.
Financial aid was followed in importance by the quality of dorm
life (21.29%), the quality of education (20.84%), the
student/faculty relationships (16.63%), and the social 1life
(15%). (See Table 2.)

Predictive Validit
' The observed and predicted ratings for the holdout

universities were used to provide two estimates of the ability of

the results of the conjoint analysis to predict student ratings.

The first estimate was a correlation coefficient for the
predicted and observed ratings. The second estimate was an

average absolute difference value for the difference between the
predicted and observed ratings. The correlation coefficient
value and the average absolute difference for the observed and

predicted ratings were .37 and 1.87, respectively.
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Multiple Linear Regression Model

.With a Surrogate Person Variable

'7§99.1 Structure
Thgip.cond.approach used to analyze the survey information
fcquirdd the construction of a multiple linear regression model
that included a surrogate person variable. Before such a model
is prcsintcd, howcﬁ.r, a discussion of a model that includes the
actual person variables may prove helpful. The variables
included in the model that used person variables (Model 1) were
as follows: .
Y = ratings of the eight hypothetical universities (values
| ranged from 1 to 10)
‘X1 = quality of oducation
0 = "low" lcvolr 1= “hiqh“ lcvol)
X2 = studcnt/taculty r.lationship -:
(0 = "]low" lcvclt 1 = 'hiqh" lovolj
X) = quality of dorn 11:. o N
(0 = "low" level;) 1 = "high" level)

X4 = financial aid

(0O = "low" level; 1 = "high" level)
X8 = gsocial life

(0 = "low" level; 1 = "high" level)



Pl = respondent 1
(1 if from respondent 1; 0 otherwise)
P2 = respondent 2
(1 if from roapondint 2; 0 otherwise)
P99= respondent 99
(1 if from respondent 99; 0 otherwise)
. The structure of the regression model with person variables
was:

Y = aU + blXl = b2X2 = b3X3 = bb4X4 = b5X5 = b6P1 = b7P2 = c o o
bl0O4P99 = e (model 1) '

The use of the person variable required by Model 1 is not
practical due to thcirhlargc number. Thus a multiple linear
regression model designed to include a surrogate person variable
was u-QQ. This surrogate person variable measured the impact of

the 99 person variables required by Model 1.1



Table 2
Conjoint Analysis Results

Average
Regression $ of Relative
Characteristic | Coefficient Importance
Financial aiq 1.778 26.24
zbuaiity of ] ;
Dorm Life 1.440 21.29
Quality of |
Education 1.410 20.84
Student/Faculty - - . R
Relationships 1.12% 16.63

Social Life 1.018 | 15.00

Correlation coefficient between the predicted and observed
ratings of the holdout universities = .37

Average absolute difference between the predicted and observed
ratings of the holdout universities = }1.87
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The value of the surrogate person variables was composed of
an -average rating for each person. The surrogate variables was
represented in Model 2 by "X6." The values for this variable
ranged from 2.625 to 8.5 for the 100 students.

The multiple regression model with the surrogate person
variable (Model 2) used to analyze the survey information was as
follows:

Y = aU = blX2 = b2X2 = b3X3 = b4X4 = bSXS - b6X6 = @ (Model 2)

. The regression coefficients for the university attributes
that wvere generated by Model 2 were equal to the average
regression coefficients for the conjoint analysis (éda Table 3).

Before the regression coefficients could be statistically
tested, thc'ltandard errors had to be corrected for the
appropriate degrees of freedom. The number of degrees of freedom
wvas 695, which was equal to the sample size of 100 (number of
students) multiplied by 8 (number of colleges) minus 6 (number of
attributes plus one). Each of the regression coefficients for
the university attributes was statistically significant at the
«01 level. The multiple correlation coefficient was .7647 and

2 value was ,38.
the R

z;cdictgvo Validity

The regression coefficients generated by Model 2 were used

to predict the ratings of the holdout universities. The .



;féb:rdlaﬁion coefficient for the predicted and observed ratings
f?ﬁf%,.76.:ﬁrho-av¢raqo absolute difference between the predicted
The same procedure applied to the second half of the data set
| resilted in a correlation coefficient value of .74 between the
observed and predicted ratings. Again, this value shows little

shrinkage (1.7%) from the multiple correlation coefficient of 753
for Model 2.

1 Refer to Pedhasur (1977), Williams (1977; 1980), Fraas

McDougall (1983), and Williams and Williams (1983a; 1983b) for
discussions of a surrogate variable used to measure the amount of

variation in the dependent variable associated with a set of
person variables.



Camparison of the Results
The estimated impact of the university attributes on the

student ratings by the conjoint analysis, and the multiple linear
regression model with a surrogate person variable were identical.
For both procedures, the order of importance was as follows:

(1) financial aid, (2) quality of dorm life, (3) quality of
education, (4) student/faculty relationships, and (5) quality of
social life. . ’

The multiple linear regression model with the surrogate
person variable, however, produced a correlation coefficient
value of .76 for the predicted and observed ratinq.zot the
holdout universities, as compared to the value of only .37 for
the conjoint analysis. |

The multiple linear regression model with the surrogate
person variable also produced a lower average absolute difference
between the predicted and observed ;atingc for the holdout
universities than did the conjoint analysis. The average
absolute difference values were 1.30 and 1.87.

The low R2 values of the regression models that used the
clusters as the independent variables indicated that the clusters
were unable to explain the variation in the university ratings to
any high degree. For this data set, the cluster information was
of little assistance in identifying the importance of university

characteristics as viewed by various groups of students.
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“ ¢t_gganna1 Analysis

7,:‘%ﬁ_Thp following description of quannal analysis is heavily
'-kbgnghon,Vantuborqcn (1966) and Newman and Carolyn Benz (1988)..

_Thof;hird data analysis procedure applied to the data set was
quannal analysis. The purpose of using this procedure was to
determine whether certain types of people could be identified
~ that tavoréd different types of schools.

~ The factor analYiis computer program used in this study was

QUANNAL_Vantubcrqon, 1966). This program places squared multiple
correlation values in the principle diagonal as commonality
estimates and conducts a Q-analysis. This approach is appropriate
for the purpose of differentiating between people int erms of the
shape of their profiles. |

Five steps are used in a Q factor analysis.

Step 1 - An intercorrelation matrix is formed by
corrilitinq every person's ratings of the

items with every other person's rating of items.

Thus, the eight ratings for respondent 1 were correlated
with the ratings of the other 99 respondents. The same procedure

wvas followed for each respondent.

Step 2 -~ The matrix of intercorrelations if submitted

to factor analyiis'so that "persons" are variables and

1A



items are observations. A principal axis solution is
obtained. This result is submitted to a varimax
rotation which produces orthogonal factors. On this
bagis, a factor represents a grouping of persons around
a common pattern of sorting the items. Hence, a factor

represents a type of "person" (Vantubergen, 1966).

Sub. Two Pactor Solution Sub. Three Factor Solution

No. I II h

1. .22 .83 95 Noy, I30 I3, I 135
2. «92 17 .88 2 87 16 «39 «93
3. .98 -.13 «97 3. «84 -.16 «50 .98
4. 75 49 .81 4. «33 37 «86 99
5. .82 19 71 5. «37 .05 «90 «95
6. -006 «90 «82 6. -.04 «91 .03 «83
7. .86 .09 76 7. «97 14 14 .99
8. .17 «92 .88 8. -.02 «87 «39 «91
4 L

Total ‘Total

vVar. 48 34 82 Var. 34 32 27 93

The factor analytic model constructs hypothetical types of
"persons" based on the way the actual people interviewed rated
the items. One can group people by assigning them to the type

that they are most like, i.e., the factor on which they have the
highest loading.

15



rstop 3 - Bach pattern of items associasted with each

¥ by weighting each item response of each item response

of each of the persons most highly associated with a
' .given factor by the degree to which they are loaded on

that factor, the greater is the weight. These weighted
responses are summed across each item separately. This
procedure produces an item array of weighted responses for
each factor in ﬁh. rotatod factor analysis solution
iciocﬁcd. The arrays of weighted r@plonsoi are then

converted to z-scores (Vantuhcrqon, 1966) .

Hypothctical-tyﬁis constructed by’thoficﬁér analytic model
is based on a whidhtqd pattern of the items (hypéthotical types) .
The more a person's rating is 1ike the hypothctibal type, the
more weight it receives in the average. The lﬁocitic weight
given is calculated as follows:

r
weight » 1 = X

vhere: r = loading

The weighted average is called an item tactg: array.

The persons used to estimate an array.gr‘ highly associated
with that type, but they are hot associated to a high degree with
any of the other types. For the persons selected, the square of
the loading on that factor should approach the communality hj.
The arrays of weighted item rqtinqs‘arc'convortcd to £ scores.

The array of z scores for each type is called the factor array.

16



- 8tep 4 - The arrays of item z - scores for each factor
(factor arrays) are ordered from most rejected for each
factor. This provides a hierarchy of item acceptance for

each factor or type of "persons" (Vantubergen, 1966).

The following are examples of hypothetical types of

"persons" that the factor analytic model would construct:

Typas ' |
‘Items I II IIX

University 1 ~ 1.02 - .24 <72
University 2 1.53 1.03 1.54
University 3 42 31 «1.03
University 4 , - .06 32 - .51
University S -1.08 «1.35 -1.54
University 6 .80 1.20 .5
University 7 «1.20 .02 - .6
University 8 .70 1.50 2.0

When ordered in terms of the z-scores, the factor array
becomes a hierarchy of items that are rated for each of the
factors or types. The following is an example of the first
typology (Type I):

Z=8core Iten
1.83 University 2
1.02 University 1
.80 University 6
«70 University 6
42 University J
- .06 University 4
-1.08 University S
«1.20 University 7

S8imilar results wofc dbtainod for each type.

17
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gﬁstop 5 = The arrays of item z-scores ‘(factor arrays) for

- each type are compared by subtraction for each pair of

... . factors. - This produces arrays of difference scores for

each pair of factors. This provides the basis for
differentiating one factor or type of person from another

Vantuqofqon, 1966) .

This is accomplished by comparing the types dealing with the

tollowinq quoationn°

1. What 1t¢ml dit:orcntiato one typo from another type?
2. What 1t¢no diftorcntiato one type from all other
. typos?
3. What items ér ;roal o: agreement seem to cﬁt hcross
‘all of tho'éypoc? o
Question 1 is dealt with by comparing the array for all

types taken two at a time. The Z-scores for each pair of

universities are subtracted and ranked according to absolute

differences. To illustrate, consider the followings

1.02
-1.20
«70
1.83
.80
-1,08
- ,06
43

Type II Type 1I-Type II
- .24 - 1.26 University 1
.02 1.22 University 7
1.80 .80 University 8
1.03 «80 University 2
1.20 . +40 University ¢
-1.38 37 University S
32 38 University 4
31 .12 University 3

18



Similar analyses are conducted for all other comparisons.

Question 2. Question 2 was addressed by examining
those items that are higher (or lower) in the array for one tyﬁo
than they are in the arrays for all other types. This précosl is
similar to the process followed in Question 1. That is, the 2
lcoro-'ot Type I are conpar;d to the average 2 lcordl for Types
II and III.

Question 3. To the iitont that the z-scores for all types
are noarly equal, one assumes agreement. A consensus 1t¢n would
be one in which the dittcrancc between the largest z-score given
that 1ton by one of the typos and the smallest z score is less

than 1.00. In our example, the consensus items would be the

following:
| Average
. Rating C Z-8cores
of Univcrlitiol Maximum Difference Across Types
Univcrlity L] .46 1.32
University 2 «50 1.37
University 6 .70 .83

University 4 .83 .08

| ' The a@itaqa Z-scores of the consensus items and the Z-
scores of thc differentiation items, which resulted from
addroiuinq‘ouoctionl 1, 2, 3, are used to describe the types.
That is, the universities corresponding to the aforementioned z-

scores are used to identify types.
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EhEagasl o Results of Quannal Analysis

Three Q-factor analyses were computed. One analysis was
basod

upon tho ratinq- ot the oiqht univcrnitioa, the -ocond on
donographic variabl.l, and the third on the university and
dcnoqraphic variables togothor. On‘all three ot thq Q-factor
_ analy;ol,'only ohn tyﬁology cnorﬁad.

In the first anqulil. all ot tho 100 nuhjactl vere
idontiticd in Typc I. In the cacond analysis, 99 ot the 100 were
1dont1tiod in Typo I. In tho analylil combininq tho univoroitics
and donographic variablos, 98 of tho subjocts varo idcntitiod in
Typa I.w As one can see torn tholo ronultl, only ono typo
consistintly onorqod: thoratorc, wo vora unablo to uso
dittoronccs in types as predictor variables. A multiple
roqrousion analysis by rraa- on tho inpact of the dcnoqraphic
variable of the data turthcr validatos the homogeneity of thin
sanmple.

_8ince we were in a desperats search for more than one type,
it was suggested that we try a cluster approach, which tends to
produce more than one type. Ward's (1963) clustering program
takes a set of N objects, which are measured 6n a number of
different variables, and attempts to optinally‘qroup them from N
to N=1, etc. The groupings are based upon maximizing the average
intergroup distanco,‘vhilo minimizing the average intragroup

distance.



The approach begins by defining each object as a group.
These N groups are then reduced by one, until all persons have
been classified into one of two groups. More detail of this
approach ‘can be found in SAS, as well as Veldman (1967).

Using the clustering program, three cluster analyses were
completed. When using a cluster analysis, one has to decide on
the number clusters one wants in the solution. The decision used
tog this study was that no cluster would contain less than five
people.

The first cluster analysis, using the universities' ratings
and the three demographics, produced four clusters with 27 people
in cluster one, 56 in cluster two, 11 in cluster three, and 6 in
cluster four. - These four clusters accounted for 61% of the
.variancc for all groupings. The second cluster analysis, based
upon universities' ratings, produced three clusters with an R2
equal to .55, with 58 individuals in cluster one, 36 in cluster
two, and 7 in cluster three. The third cluster analysis, based

upon demographics alone, produced only two clusters with almost
everyone loading on cluster one. Therefore, it was not
coh-idorod. '

The four clusters produced by the first cluster analysis
were used as predictor variables to predict the ratings of each

of the eight universities, the eight regression equations



Table 3
Multiple linear Regression Results for Model 2

" Regression T
Variable Cosfticients Value
X | 1.410 12,21
X2 - 1.125 . | -9.74-
X3 ik | _"iz.§7.
b 1.775 | 15.37+
Xs 1.015 | 8.79¢
X6 1.000
Constant -3.36

n = 800
R = .88
dfq = 695

* Statistically significant at the .01 level.



produced the following values: .12, .27, .17, .18, .18, .26,
.34, and .28. When the clusters from the second cluster analysis

containing three clusters, were used as predictor variables, thay

yielded the following R2 values: .03, .18, .14, .15, .16, .20,

.30, and .18. Since the use of cross-validation procedures would

produce even lower values, those procedures were not implemented.



w o Discussion
,.:The conjoint analysis and the multiple regression model

with a surrogate person vector produced identical estimates for -
the ‘five university attributes. The multiple regression
procedure that incorporated a surrogate person vector was better
able to predict the holdout universities. Thus, these results
seen to imply that if a university administration wants to obtain
information on which uhivcrsity attributes are most important to
their students, either conjoint analysis or a multiple regression
model with a surfogato variable is an appropriate procedure.

With this data set the Q-factor analysis failed to provide
useful information. The classifying of student by type did not
allow for a high degree of explanation of the ratings of the
various hypothetical universities. The use of Q-factor analysis,
howvever, may provide insight into the university selection
process by students if various groups are identifiable.

Three points should be noted with regard to future
research. First, a multiple linear regression model with a
surrogate person vector is a valuable procedure to use to
determine which university attributes are important to students
vhen selecting a university. The inclusion of the surrogate
person variable did improve the researchers' ability to predict
the ratings of the holdout universities. PFurther studies in this

area with more detailed attributes would be informative.
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Second, unless various groups of students rate the
univcrsiticl.diftorontly, Q-factor analysin obviously will not
provide ucotul 1ntornaiton. It such groups exist, however, the
1nfornation nay provido univorlity administrators with some
insight into what typo of students prefer their particular
univorlity.”,

Third, the conjoint and regression analyses are really
askinq dittcront qucltions ‘that the Q-factor analyail. The
conjoint and rogronsion analyses are attenpting to determine
which of. tho univorlity characteristics are most inportant. The
Q-tactor analylil attcnptl to dotcrnino if there ara various
typoloqial bascd on ‘the studcnts' university ratings. This third
point leads to an often discussed conclusion.' Dototmining the
protcrablc rcucarch method is dcpondcnt upon the gquestion of
intorclt.f In othcr words, the research qucltion has to dictate

the nothodoloqy

i -
- . ﬁ].
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