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com��iaon of conjoint Analy■ia, Multiple Regreaaion 
'-:V:>':'\ /?'1,�·.' ' 

' 

Model• with Peraon Vector■ and Profile Analy•i• 

to Aa•e•• Important Factor■ Uaed to Select College• 

Introduction 

In recent yeara, JUnY college• and univeraitie• have faced 

increaaed competition for atudenta. 'l'bua, it ha• been 

increasingly important,.·for an inatitution of higher education to 

be able to identify what factor• are important to the atudenta 

who choae to enroll in the in•titution. 

Marketing reaearch (cattin, Wittink, 1982) ha■ identified 

conjoint analy■i• a• a very u■etul ■tati■tical technique in which 

one 1■ intere■ted in having the client■, ■tudent■, or con■umer• 

prioritise a variety of it-■• '1'WO other approach•• al■o ■eem to 

be appropriate to uae when attempting to a■■••• the ■election 

proce■■ of college-bound ■tudent■a (1) multiple recJre••ion 

model■ with paraon vector■ (FraH , llewaan, ,.1981), and (2) 

profile analy■i�. 

ObjectiVH 

Thia paper attapted to ooapare the ability of conjoint 

analy■i■, multiple reqre■■ion aodel■ with panon vector■, and 

profile analy■i• to produce intonation that could be u■ed by 

college and univer■ity par■oMel to detenain• which factor■ were 

important to ■tudent■ when ■electing a univer■ity or what type of 

atudent■ ■elected a given type of univer■ity. 
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� Collection 

'l'be reaearch inatrument uaed to collect th• data analyzed 

in thi• �tudy focu■ed on five institutional attribute■ reported 

to be of aignificance to atudent• Who aartriculated to Ashland 

Univeraity. Thia liat of attribute• waa developed through 

literature review■ (Tiernry 19801 Traynor, 1981; Kuh, Coomera, , 

Lindqui■t, 1984; Conant, Brow, , Mokwa, 1985), diacuaaion with 

program adviaora and ■tudenta, and from the paat experience• of 

admiaaion• recruitera. 

'l'ha five attribute• included in thia atudy were financial 

aid, aocial life, quality of dona life, atudent-faculty 

relationahipa, and quality of education. Bach of th• five 

attribute• had two levela. 'l'h• two level• that were formed for 

each attribute were aaaigned a value of O or 1 in order to allow 

the raaearch•r• to quantitatively fona hypothetical univeraitiea 

with variou• combination• of attribute lavala. 'l'be attribute■, 

level•, and value• aaaigned to each level were a• followaa 

1. Quality of education

a) reputation i• not well known• o

b) reputation i• wall known• 1

2. student/Faculty relationahip•

a) faculty are a00eaaibl• if aou9ht • O
b) faculty are extremely a00eaaibl• • 1

3. Quality of dona life

a) below my expectation• • o

b) above my expectatona • 1
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-a) little financial need i• ••t • o
b) ao■t financial need i• met• 1

5. social Lit•

a) few ■ocial activitie• are available• o
b) uny ■ocial activitie• are available• 1

Five attribute• with two level• each would allow 32 

different univer■ity p�ofiie■ to be formed. With the a••uaption 

that interaction effect■ are negligible, the .. in effect• could 

be e■tiaated with only eight orthogonal array■• 'l'h• eight 

orthogonal arrays used in thi■ ■tudy which were formed with the 

aid of the computer ■oftware entitled Conjoint De■igner (Bretton

Clark, 1187), were li■ted in Table 1. 

ln addition to the eight orthogonal array■, two array• were 

de■igned t� provide a ••an■ of a•••••ing the degree of predictive 

validity. (See Table 1.) 'l'he■e two array■ were·referred to•• 

the "holdout univer■itie•" beoau■e they vere,not included in the 

e■tiution procedure■• 

Th• que■tionnair• vaa adllini■tered during the ••cond week 

of the fall term of 1987 to freshman ■tude�t• enrolled in a 

freshman ■eminar cour••• Th• reapon••• of 100 of the student• 

were used in thia study. ••• Praa■ and PaWJh (ltlt) for 
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conjoint Analysis 

'l'he analyai• conducted by the u■e of a aoftware package 

(Bratton-Clark, 1987) produce■ a ■et of five regre■■ion 

coefficients plua a con■tant term for each atudent. 'l'hat i■, a 

■eparate regre■■ion analy•i• wa• performed on the data of each of

the 100 ■tudenta.

Each of the regr•••ion coefficients generated by the 

conjoint analyai• for a giv�n ■tudent indicated what would happen 

to the respondent•• ratings of the universities when the 

attribute changed from the "zero" level to the "one" level. To 

illustrate the point, consider the regre■aion coefficient value 

of 2.0 recorded for the financial attribute for re■pondent 1. If 

financial aid wa• to increa•• frOll the "little need being met" 

category to the ••o•t need being aet• category, the reapondent•• 

rating• of the univer■iti•• would increa■e by 2.0 point• on the l 

to 10 ■cale u■ed on the que■tioMaire. 

A relative importance fiCJUr• waa calculated for each 

attribute by dividing the ■um of the five average regrea■ion 

coefficient• into each of th• average regre■aion value■. The 

five relative importance fi9Ure• generated by thi• procedure were 

expr••••d a• percentag••• 

5 



·:·:ir:, 

Table 1 

ill:{i.',, ;· .. Orthogonal Arrays Used for Conjoint Analysis•• 
Multiple Linear Regression Models 

.. 

/0:j" l 

l i�}f'j!". ',,, .student/ 
Quality Faculty Quality 

and 

of Relation- of Dorm Financial 
universities 

A 

B 

C 

D 

E 

F 

G 

H 

Holdout 
Univer■itie• 

l 

;J 

Education 

0 

1 

1 

0 

0 

1 

1 

0 

1 

1 

ships 

0 

0 

1 

1 

1 

1 

0 

0 

1 

1 

Life 

0 

0 

1 

1 

0 

0 

1 

1 

1 

0 

Aid 

0 

1 

1 

0 

1 

0 

0 

1 

0 

1 

Social 
Life 

0 

1 

0 

1 

0 

1 

0 

1 

1 

0 

Note. laoh oharacteri■tic i• c011posed of two level■• The zero 
value indicate■ th• pre■ence of the lower of the two level■• 
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Reaulta of the Conjoint Analy•i• 

The relative importance figure• indicated that financial 

aid wa• the ao■t illportant attribute with a value of 26.241. 

Financial aid wa• followed in importance by the quality of dorm 

life (21.291), the quality of education (20.841), the 

■tudent/faculty relation■hip• (16.631), and the •ocial lite

(151). (See Table 2.)

Predictive Validity

Th• ob■erved and predicted rating• for the holdout 

univer■iti•• were u■ed to provide two ••ti.mate• ot the ability of 

the re■ult• of the conjoint analy•i• to predict ■tudent rating•. 

The fir■t •■ti.mate wa■ a correlation coefficient for th• 
predicted and ob■erved rating■• The ■econd ••ti.mate wa■ an 

average ab■olute difference value for the difference between the 

predicted and ob■erved rating■• Th• correlation coefficient 

value and the average ab■olute difference for the ob■erved and 

predicted rating■ were .37 and l.87� re■pectively. 
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Multiple Linear Regre■■ion Model 

•��Surrogate Per■on Variable

Model Structure 

'l'he/.■econd approach u■ed to analyze the ■urvey information 

required the con■truction of a aultiple linear regre■■ion •odel 

that included a ■urrogate per■on variable. Before ■uch a •odel 

i■ pre■ented, however, a di■cu■■ion of a •odel that include• the 

actual per■on variable■ .ay prove helpful. 'l'he variabl

included in the •odel that u■ed per■on variable■ (Model 1) were 

a• follow■: 

- ti 

Y • rating• of the eight hypothetical univer■itie■ (values 

ranged from 1 to 10) 

Xl • quality of education 

o • "low" level, 1 • "high" level)

X2 • ■tudent/faculty relation■hip 
,, 

(0 • "low" levelr 1 • "high" level)

X3 • quality of dOl'll lit• 

(O • "low" level, 1 • "high" level) 

X4 • financial aid 

(O • "low" levelr 1 • "high" level) 

X5 • ■ooial lite 

(0 • "low" levelr 1 • "high" level)
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P1 • reapondent 1 

(1 if from reapondent 1, o otherwiae) 

P2 • reapondent 2 

(1 if from reapondent 2, O otherwiae) 

P99• reapondent 99 

(1 if from reapondent 997 o otherwise) 

waa: 
The atructure of the,. regreasion model with peraon variables 

Y • ao + blX1 • b2X2 • b3X3 • bb4X4 • b5X5 • b6P1 • b7P2 • . . .  
bl04P99 • a (model 1) 

The use of the person variable required by Model 1 i• not 

practical due to their large number. Thu• a multiple linear 

regreasion model desi;ned to include a aurrogate person variable 

waa uaed. Thi• ■urrogate per■on variable aea■ured the impact of 

the 99 per■on variable■ required by Model 1. 1 
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Table 2 

conjoint Analy•i• Result■ 

'}f'•}' I 

Average 
Regre•■ion I of Relative 

Characteristic Coefficient Importance 

Financial Aid 1.775 26.24 

Quality of 
Dorm Life 1.440 21.29 

Quality of 
Education 1.410 20.84 

Student/Faculty 
Relation•hip• 1.125 16.63 

Social Life 1.015 15.00 

correlation coefficient between th• predicted and ob••rved 
rating• of th• holdout univer•itie• • .37 

Average ab•olute difference between th• predicted and ob•erved 
rating• of th• holdout univer■itie• • 1.11 
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Th• value of th• aurroqat• peraon variable• wa• COJIPO••d of 

an-average rating for each peraon. Th• •urrogate variablu wa• 

repnaented in Model 2 by •x6.• Th• value• for thi• variable 

ranged fiom 2.625 to 8.5 for the 100 •tudent■• 

Th• aultipl• r•gre••ion model with th• •urrogate per•on 

variable (Model 2) u•ed to analyze the •urv•y information waa aa 

follow■: 

Y •au• b1X2 • b2X2 • b3X3
°

• b4X4 • b5XS • b6X6 • • (Model 2) 

Th• r•qr•••ion coefficient• for th• univ•r•ity attributes 

that were generated by Model 2 were equal to th• average 

reqre•aion coefficient• tor th• conjoint analy•i• (See Table 3). 

Before the reqreaaion coefficient• could be atati■tically 

teated, the atandard error• had to be corrected for the 

appropriate d•c;,r••• of freed011. Th• number of de;r••• of freedom 

wa• 695, which waa equal to the •ample aize of 100 (number of 

•tudent•) aultipli•d by 8 (number of college•) ainu• 6 (number of

attribute• plu• one). Each ot the regreaaion coefficient• tor 

the univeraity attribute• waa atatiatically •iqnificant at th• 

.01 level. Th• multiple correlation coefficient waa .7641 and 
2 value waa .sa.

the R 

Predictive Validity 

The reqreaaion coefficient• generated by Model 2 were uaed 

to predict the ratinqa of the holdout univer•itiea. The . 
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correlation coefficient for the predicted and observed ratings 

wa• .76 •.. <Th• average absolute difference between the predicted 

�• same procedure applied to the second half of the data ••t 

reatilted in a correlation coefficient value of .74 between the 

observed and predicted ratings. Again, this value ahowa little 

shrinkage (1.71) from the aultiple correlation coefficient of 753 

for Modal 2. 

i Refer to Pedha1ur (1177), Williw (11771 1110), Pr••• 

McDougall (1183), and Williaaa and Williw (1185&1 1185b) for 
diaouaaiona of a aurrogate variable used to ••••ure the uount of 
variation in the dependent variable aaaociated with a ■et of 
peraon variabl••• 

- 11 
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eoapariaon 2t � Re■ul ts 

Th• ••tillated illpact of the university attribute• on th• 

student rating• by the conjoint analysis, and the INltipl• linear 

regrea■i6n model with a aurr09ate person variable were identical. 

For both procedures, the order of illportanc• waa aa follow■: 

(1) financial aid, (2) quality of dona life, (3) quality of

education, (4) student/faculty relationship■, and (5) quality of

social life.

Th• aultipl• linear revre■aion aodel with the •�ate 

person variable, however, produced a correlation coefficient 

value of .76 for the predicted and observed rating• of the 

holdout univeraitiea, •• compared to the value of only .37 for 

the conjoint analy■ia. 

'l'h• aultipl• linear r•tJre•■ion aodel with th• aurr09at• 

person variable al■o produced a lower average absolute difference 

between the predicted and obaerved �•ting■ for the holdout

univer■iti•• than did th• conjoint analyaia. The average 

abaolut• difference valuea were 1.50 and 1.11. 

Th• low a2 value■ of th• regre■■ion aod•l■ that UHd th• 

clu■t•r• •• th• independent variabl•• indicated that the clu■t•r• 

were unable to explain th• variation in the univeraity rating• to 

any high degr••• Por thi• data aet, th• cluater infonaation waa 

of little a■aiatance in identifying th• importance of university 

charaateri■tic■ •• viewed by variou■ group■ of atudenta. 
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Quannal Analyaia 

following deacription of quannal analy•i• i■ heavily 

1:>a11ed on vantubergen (1966) and Newman and carolyn Benz (1988) .. 

The.·third data analyai• procedure applied to th• data ••t waa 

quannal analyaia. Th• purpoae of uaing thi• procedure waa to 

determine whether certain type• of people could be identified 

that favored different type• of achoola. 

Th• factor analy•i• computer program uaed in thi• atudy waa 

QUANNAL Vantubergen, 1966). Thi• program place• aquared multiple 

correlation.value• in th• principle diagonal a■ collllonality 

••timat•• and conduct• a Q-analyaia. 'l'hi• approach i• appropriate

for th• purpo•• of differentiating between people int •nus of th• 

ahape of their profil••• 

Five •t•P• are u••d in a Q factor analy■i•• 

step 1 - An intercorrelation matrix i• formed by 

correlating every peraon'• rating• of th• 

it ... with every other per■on'• rating of it .... 

'l'hu, the eight rating• for reapondent 1 were oorrelated 

with the rating■ of the other 99 re•pondent■• 'l'h• au• procedure 

wa• followed for each reapondent. 

Step 2 - 'l'h• matrix of intercorrelation• if •ubmitted 

to factor analy•i• •o that "p•r•on•" are variabl•• and 



Sub. 
No. 

1. 
2. 
3. 
4. 

!5. 

6. 
7. 
a. 

' 

'l'otal 
Var. 

items are ob■ervations. A principal axis ■elution i■ 

obtained. Thi• re■ult is aubaitted to a vari.max 

rotation which produce■ orthogonal factor■• on thi■ 

ba11is, a factor repre■enta a grouping of per■ona around 

a coJ11J11on pattern of ■orting th• itaa. Hence, a factor 

represents a type of "person" (Vantubergen, 1966). 

TWO Factor Solution Sub. Three Factor Solution 
I II h 

.22 

.92 

.98 
• 7!5

.82 
-.06 

.86 

.17 

48 

.83 

.17 
-.13 

.49 

.19 

.90 

.09 

.92 

34 

.'5 

.as 

.97 

.81 

.71 

.82 

.76 

.ea 

82 

No1•
2 
3. 
4. 
!5. 

6. 
7. 
8. 

' 

'Total 
Var. 

ho 
.87 
.84 
.33 
.37 

-.04 
.97 

-.02 

34 

!h
.16 

-.16 
.37 
• 0!5

.91 

.14 

.a1 

32 

H;J 
.39 
.!50 

.86 

.90 

.03 

.1, 

.39 

27 

1.1is 
.93 
.98 
.99 
• 95
.83 
.99 

.91 

93 

The factor analytic •odel con■truct■ hypothetical type■ of 

"p•r■on■" baaed on the way the actual people interviewed rated 

the it•••• One can group people by a■aigning thu to the type 

that they are ao■t like, i.e., the factor on which they have the 

highe■t loading. 
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Step 3 -Bach pattern of item. a■■ocia■ted with each 

by weighting each itu reapon■e of each itu 're■pon■e 

of each of the peraon• mo■t highly a■■ociated with a 

, 9iven factor by the degree to which they are loaded on 

that factor, the qreater i• the weight. 'l'h••• weighted 

re■pon••• are ■WIiied aero•• each itu ■eparately. 'l'hi• 

procedure produce■ an itu array of weighted re■pon••• for 

each factor in the rotated factor analy■i• ■olution 

■elected. 'l'he array• of weighted rep■on••• are then

converted to z-■cor•• (Vantubergen, 1966).

Hypothetical type• conatructed by th• factor analytic aodel 

i• ba■ed on a weighted pattern of the it ... (hypothetical type■). 

Th• more a per■on•• rating i■ like the hypothetical type, the 

more weight it receive■ in the average. The ■pacific weight 

given i• calculated a■ follow■a 

Vbere1 r • load.ing 

The weighted average 1• called an itu factor array. 

Th• peraona uaed to eatiut• an array an highly •••ociated 

with that type, but they an not a■■ociated to a high deqree with 

any of the other type■• ror the peraon• ■elected., the aquare 0-f 

the load.ing on that factor abould approach the c01111unality b2. 

The array■ of weighted it•• rating• are converted to I acor••• 

Th• array of z ■core• for each type i• called the factor array. 
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Step 4 - 'l'h• array• of item z - acor•• for each factor 

(factor arraya) are ordered from moat rejected for each 

factor. Thia provide• a hierarchy of item acceptance for 

eac:h factor or type of •persona" (Vantubergen, 1966). 

The following are exuplaa of hypothetical typea of 

"persons" that th• factor analytic model would conatructz 

Itama I II III 

unlveralty l 1.02 - .24 .12 

University 2 l.!53 1.03 l.!54 

University 3 .42 .31 -1.03

University 4 - .06 .32 - .!51

University !5 -1.oa -1.35 -1.54

University 6 .ao 1.20 .!5 

University 7 -1.20 .02 - .6

University a .10 l.!50 2.0

Whan ordered in tenaa of th• z-acorea, the factor array 

becomes a hierarchy of itama that are rated for each of th• 

factors or tn,.a, 'l'h• followin; ia an example of th• firat 

typoloqy (Type I) I 

z-score

1,93
1.02

,80 
,70 

,42 

- ,06

-1.oa
-1.20

%ta 

tJnlveraity 2 
tJniversity 1 
tJniveraity 6 
tJniveraity 8 
Univeraity 3 
Univeraity 4 
University !I 
University 7 

Similar raaulta were obtained for each type. 
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�;,Step 5 � Th• arrays of it- z-acor•• • (factor arrays) for 

, •••oh type are compared by subtraction for each pair of 

factors.·• Thi• produce• array■ of difference ■core■ for 

each pair of factors. Thi• provide• th• basis for 

differentiating one factor or type of person from another 

Vantugergen, 1966). 

Thia is accompli■hed �y comparing the type• dealing with the 

following queationa: 

1. What items differentiate one type from another type?

2. What items differentiate one type from all other

types?

3. What items or areas of agre-ent •e- to cut aero••

all of the type■?

Que■tion 1 i• dealt with by comparing the array for all 

type■ taken two at a ti••• The z-aoor•• for each pair of 

univer■iti•• are ■ubtracted and ranlced according to ab■olute 

difference■• 'J.'o illwstrate, conaider the followings 

Type II Type %-Type II 

1.02 - .24 1.2, University 1 
-1.20 .02 1.22 Univeraity 7 

.10 1.10 .10 University 8 
1.!53 1.03 .10 University 2 

.10 1.20 .40 University 6 
-1.oa -1.3!5 .27 Univeraity 5 
- .o, • 32 .31 Univeraity 4 

.43 .31 .12 University 3 
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Siailar analy••• are conducted for all other cmapariaona. 

Queation A• Queation 2 waa addr••••d by examining 

tho•• it-■ that are higher (or lower) in th• array for one type 

than they are in th• array• for all other type•. Thia proc••• i• 

aimilar to th• proc••• followed in Queation 1. That ia, the z 

acor•• of Type I are compared to the average Z aoor•• for Type•

II and III. 

OU••tion 1• To th• extent that the z-aoor•• for all type■ 

are nearly equal, one aaaUJD•• agr•-•nt. A oonaenaua it- would 

be one in which the difference between th• largeat z-acore given 

that item by one of th• type• and the amall••t z aoor• i• l••• 

than 1.00. In our example, the oon••n•u• it-■ would be the 

followings 

Rating 
of Univeraiti•• 

Univer■ity 5 
tJniveraity 2 
tJniver■ity, 
Univer■ity 4 

MaXillull Difference 

... , 

.50 

.70 

.13 

Average 
z-soor••

,Aero•• Type•

1.32 
1.37 

.83 

.oe 

Th• average z-■core■ of the conaenaua iteu and the z

acorea of the differentiation it-■, which reaulted from 

addreaaing Queationa 1, 2, 3, are uaed to deaoribe the type■• 

That ia, th• univeraiti•• correaponding to th• aforementioned z

acor•• are uaed to identify type■• 
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Re■ult• .2! Quannal Analyai• 

Three Q-factor analy••• were computed. one analy■i• waa 
based 

upo� the rating■ of the eight univer■itie■, the ■econd on 

demographic varia!)le■, and the third on the univer■ity and 

demographic varia!)le• together. on all three of the Q-factor 

analyae■, only one typology emerged. 

ln the first an�ly•i•, all of the 100 ■ubject• were 

identified in '1'ype l. ln the second analysis, 99 of the 100 were 
•' • 

identified in Type l. ln the analy■i• combining the universities 

and demographic varia!)les, 98 of the subjects were identified in 

Type 1. All one can ••• form th••• result■, only one type 
'"' 

consistently emercaed, therefore, we were unable to use 

difference• in type• a• predictor vari�l••• A aultiple 

reqrea■ion analysis by Fraa• on the illpact of the da09raphic 

variable of the data further validates the boaogeneity of thi• 

sample. 

line• we were in a desperate •••rob for aore than one type, 

it was ■uqqeated that we try a cluster approach, which tend• to 

produce aore than one type. Ward'■ (1163) cluaterinq program 

take• a ••t of N object■, which are Maaured on a nUllber of 

different variables, and attempt• to optillally qroup tha fr011 N 

to N•1, etc. The qroupinq• are baaed upon uxiai&inq the average 

intergroup distance, Vhile ainimi1inq the averaqe intragroup 

di■tanoe. 

- If 
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Th• approach begin• by defining each object aa a group. 

Th••• N groupa are then reduced by one, until all per■ona have 

been cla■aified into one of two group■. More detail of thi■ 

approach:can be found in SAS, a■ well a■ Veldman (1967). 

U■ing th• clustering program, three cluster analy■e■ were 

completed. When uaing a cluster analy■i■, one ha■ to decide on 

the number clu■ter■ one want• in the ■olution. The deci■ion u■ed 

for thi■ ■tudy wa■ that no clu■ter would contain le■■ than five 

people. 

The fir■t clu■ter analy■i■, u■ing the univer■iti••' rating• 

and the three demographics, produced four cluster■ with 27 people 

in clu■ter one, 56 in clu■ter two, 11 in clu■ter three, and 6 in 

clu■ter four., Th••• four clu■ter■ accounted for 611 of the 

variance for all grouping■• Th• ■econd clu■ter analy■i■, baaed 

upon univer■itie■' rating■, produced three clu■ter■ with an R2 

equal to .55, with 58 individual■ in clu■ter one, 36 in clu■ter 

two, and 7 in clu■ter three. Th• third clu■ter analy■i■, baaed 

upon demographic■ alone, produced only two clu■ter■ with alao■t 

everyone loading on clu■ter one. Therefore, it va■ not 

con■idered. 

Th• four clu■ter■ produced by the fir■t clu■ter analy■i■ 

were �••d •• predictor variable■ to predict the rating■ of ••ch 

of the eight univer■itie■, the eight regre■■ion equation■ 
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Table 3 

Multiple linear Regre■■ion Re■ult■ for Model 2 

variable 

Conatant 

n • 800 

R,2 • .58 
df4 • 6H 

X1 

X2 

X3 

X4

X5 

x, 

Regrea■lon 
Coefficient■ 

1.410 

1.125 

1.uo

1.775 

1.015 

1.000 

-:s.:s, 

• stati•tioally •i911ifioant at the .01 level.
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Value 

12.21• 

9.74* 

12.47* 

15.37* 

8.79* 



p
rodu

ced th• fo llow ing valuea: .1
2
, .27, .17, .1a, .1a, .26,

.3 4, 
and 

.2a. Whan the cl uate ra  from th• aecon d c lus te r  analyaia

co
ntain ihg' thr•• cl uatera, were uaed a a  pred i ctor v ariable a, they 

yiel ded the f o ll owi ng 
R 2 

val uea: .0 3, .1 a, .1 4, .15, .16, .20,

.3 0, and .1a. S ina• th •  use of croaa-v ali dat ion proce dur•• would 

produce ev en  l owe r  valuea, tho•• procedure• we re n ot impleme nted . 
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Diacuaaion 

., ;,The conjoint analyaia and the multiple regreaaion model 

with a aurr09ate peraon vector produced identical ·••tiutea for· 

th• ·:five univeraity attribute■. The •ultiple regreaaion 

procedure that incorporated a aurrogate peraon vector waa better 

able to predict the holdout univeraiti••• Thu■, th••• reaulta 

seem to imply that if a univeraity adminiatration want■ to obtain 

information on which uhiveraity attribute■ are •oat i.Jllportant to 

their atudents, either conjoint analysis or a multiple regression 

model with a aurrogate variable ia an appropriate procedure. 

With thi• data ■et the Q-factor analy■i• failed to provide 

uaeful information. The claaaifyin9 of atudent by type did not 

allow for a hi9h d•CJX'•e of explanation of the ratin9a of the 

varioua hypothetical univeraitiea. The uae of Q-factor analyaia, 

however, aay provide inai9ht into the univeraity ■election 

proc••• by atudenta if varioua CJX'OUp■ are identifiable. 

Three point• ahould be noted with re9ard to future 

reaearch. rirat, a aultiple linear reCJre■aion aodel with a 

aurr09ate peraon vector i• a valuable procedure to uae to 

determine Which univeraity attribute■ are important to atudenta 

when ■eleotinCJ a univenity. The incluaion of the aurr09ate 

peraon variable did iaprove the reaearchera• ability to predict 

the ratin9• of the holdout univeraitiea. rurther atudiea in thia 

area with •ore detailed attribute• would be informative. 



Second, unless various groups of student. rate the 

universities differently, Q-factor analysis obviously will not 

provide useful informaiton. Xf such CJX'OUP• exist, however, the 

information may provide university administrators with some 

insight into what type of student• prefer their particular 

university. 

Third, the conjoint and regression analyses are really 

asking different questions -'that the Q-factor analysis. The 

conjoint' an�{r�gr•Hion analyses are attempting to determine 

which of the university characteristics are •o•t important. The 

Q-factor analysis·attempta to determine if there are various
> '· ' 

typologies based on the students• university ratings. This third

point leads to an often discussed conclusion. Determining the

preferable reaearch •ethod i• dependent upon the question of
'f>l ���'t,r ;,• .. ;, 

interest. In other words, the research question has to dictate

the methodology.
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