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On• of the many advantagea of MLR 1a 1ta veraat11ity and 1ta 
ability to anawer a vaat array of queat1ona. Unfortunately, moat 
reaearch•r• fall into the habit of aak1ng a amall aubaet of very 
a1m1 lar queat1ona. The queat1on being tHted ahould be atated 
firat, but can be identified from the full model and the 
reatr1ction(a) placed on that full model. While the reatrictiona 
can take on any numerical value, almoat all application• uae th• 
"default " value of zero: 

1 • 
2. 
3. 

a1 • a1 or ( a1 - a1 • o) ( t-teat) 
a1 • 0 (Correlation) 
at = a1 = aa • • • • a, or ( a, - a, s a

1 - aa = aa - a1 • • • • 0) 
(F-teat) 
( a

1 - a
1 ) • ( aa - a4 ) or ( ( a1 - a, ) - ( a1 - a4 ) • 0 ) 

(interaction) 

Th• focua of th1• paper wi.11 be on the uti 11ty of making a 
non-zero reatriction. Why the zero reatriction occur•· ao 
frequently will be queationed and hopefully r•••archera and 
atat1at1c1ana will ••• how the zero reatriction limit• th• 
concluaion• of the r•••arch. Th• argument will be made for making 
non-zero reatrictiona, reaulting of cour••• from "non-zero" 
r•••arch hypoth••••• Th• argument will be mad• for each of th••• 
a tat i at i ca 1 procedure•: two group t teat, Pearaon corr• 1 at ion, 
aingle population mean, one-way analyai• of variance, and 
interaction. 

Two ACAYR t I••t 
Perhapa the moat widely uaed deaign compare• the performance 

of two groupa. Th• r•••arch hypoth••i• take• the following form: 
Raaearch Mypotheaia 1: For a given population, the New treatment 
1• better than the Traditional treatment on v. (8 .. Note 1 for 
diacuaaion of directional hypotheai• teating.) 
Ful 1 Hodel: Y ■ a1N + a1T + E1 
Where Y • criterion of 1ntereat, 

N ■ 1 if aubject in New treatment; 0 otherwi••• and 
T • 1 if aubject in Traditional treatment; 0 otherwiH. 

The reaearch hypothea1• impli•• that th• •ample mean for N ahould 
be greater than the aample mean for T, or a1 > a,, or a1 - a, > o. 
Reatr1ct1on: a1 • a,, or (a

1 - a1 • 0) 
Forcing th• reatrict1on into th• full mddel reaulta in: 
Reatricted Model: Y • a1N + a1T + � 
But a 1 nee th• two vector• ( N and T) are mu 1 t 1 p 11 ed by the aame 
weighta, the vector• can be added firat. But N + T equal• th• Unit 
vector (or everyone). Therefore: 
Reatricted Model: Y = a1U + E1 
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There are two linearly independent pieces of information in the 
full model. Forcing the one restriction on the full model results 
in one linearly independent piece of information in the restricted 
model. (See Note 2 for test of •i�nificance.)

A significant drop in the R from the ful 1 model to the 
restricted model results in a significant F. If the sample means 
are in accord with the anticipated result, then Reeearch Hypothesis 
1 can be held as tenable and the conclusion would be: For the given 
population, the New treatment is better than the Traditional 
treatment on Y. But a 11 that hae been ea id is that the New 
treatment is better th(ln the Traditional treatment. We do not know 
how much better; all we know is that the two treatments are not 
equally effective. 

But what if the coat of the two treatments is not the same? 
The Traditional treatment has eurely been eomewhat effective in 
the past. The New treatment will surely require eome additional 
cost in the form of special inservice, purchase of new materials, 
acceptance by teachers, students, and community, etc. Before the 
Traditional treatment is replaced by the New treatment, perhape 
the reeearcher ehould demonstrate that there ie, eay, more than a 
five-point superiority of the New treatment over the Traditional 
treatment. 

When a non-zero research hypotheeie 1• proposed, other 
researchers and statisticians often ask for the justification for 
the actual non-zero value chosen, as they ehould. But why should 
more justification be required for a non-zero value than for a zero 
value? Or looking at the issue form the other aide, why are 
researchers allowed to teat a zero value with little or no 
justification. When one realize• that zero 1• only one of an 
infinite number of values, then one realize• that the eame amount 
of juetification should be required of a zero value as of a non­
zero value. Furthermore, when one attempts to justify the zero 
value reetriction, one may realize that zero 1• not the value of 
intereet. Those reaearchere who have been defaulting with zero 
should know how to chooae a value, but may not. It 1• not the 
intent of this paper to 111uetrate how one determines th• magnitude 
of the va 1 ue teated 1 n the research hypothee 1 •, a 1 though a few 
euggeetiona will be provided. 

In the case where there was an expectation of a five-point 
superiority, the research hypothesis would be: 
Research Hypothesis 2: For a given population, the New treatment 
is more than five points better than the Traditional treatment on 
Y. 
Full Model: y • a,N + a,T + E,
The reeearch hypothesis implies that the sample mean for the New 
treatment 1• more than five units greater than the eample mean for 
the treatment or, a1 greater than (a1 + 6) or (a1 - a1 > 6) 
Restriction: a

,
= a

1 
+ 5, or (a1 

- a
t_

= 5) or (a
1 

= a
1 

- 5) 
Restricted Mode : Y = a,N + <•� - 5)T + E4 

Y = a
1
N + a, T - 6T + E4

( Y + ST) = a, ( N + T) + E
4 

( v + 5T > = a,u + E4 



There are two linearly independent pieces of information in the 
full model, Forcing the one restriction on the full model results 
in one linearly independent piece of information in the restricted 
model, (See Note 1 for teat of significance.) 

Notice that the full model in Research Hypothesis 1 ia exactly 
the same as the full model in Research Hypothesis 2, The number 
of restrictions is also the same, resulting in the same number of 
degrees of freedom. What is different, though, is the nature of 
the restriction and hence the restricted models are different. The 
two research hypotheaes are both "correct" and equal 1 y "valid" -
they just test two different hypotheses. Research Hypothesis 2 

provide• a more definitive conclusion. 
The actual "coat" of any treatment may be difficult to 

determine. But one muat remember that Research Hypothesis 1 
reduces to the default assumption that the "costa" are equal. The 
choice of a research hypothesis leading to a restriction of (a1 -
a2 = O) should be defended as much as a research hypothesis 

leading to a restriction of (a1 - a,= aome non-zero value), The 
restriction (a1 - a

2 
= 0) has become a widely used default value, 

but we must realize that it is only one of an infinite number of
values.

P•oceon cocc•Jot1oo 
The usual application of the Pearson correlation hypothesis 

is: 
Research Hypothesis 3: For a given population, the linear 
correlation between X and Y is greater than zero. 
Full Hodel: y. llc,U + a,x + e, 
The research hypothesis implies that the slope of the line of beat 
fit in the sample is positive, or a1 > o.
Reatriction: a ■ O
Restricted Mod•'= Y ■ aou +ox+ e, 

Y ■ aqU + E1 
There are two linearly 1ndependent pieces of information in the
full model. Forcing the one restriction on the full model results 
in one linearly independent piece of information in the restricted 
model, 

If the F test is significant, then one concludea that the 
research hypothesis is tenable, that the linear correlation between 
X and Y 1• greater than o, or that the change in Y per unit change 
in Xis greater than o: but we do not know how much greater than 
o. There may be reasons for wanting to know if the correlation is 
greater than a particular value, For instance, if the correlation 
under consideration is either a validity coefficient or a 
reliability coefficient, then we would definitely want a 
correlation coefficient above some specified value, such aa: 
Research Hypothesis 4': For a given J)opulation, the linear 
correlation between Y and the Retest of Y is greater than ,80. 
Ful 1 Hodel: y = 9ou + a,R +E7 

�P'tcttan: IIHtP'tcted Model It! : • 64 
The research hypothesis implies that the restricted model R2 will 
be (,80)2 or .64, The formula in Note 2 can be used when testing 
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this hypothesis for significance. 
Consider Research Hypothesis 5: For a given population, there 

is more than a .6 unit change in Y for every unit change in x. In 
this case the models would be: 
Full Model: Y=Bc,U+a1X+E, 
Restriction: a

1 
= .6 

Restricted Model: v = a0 U +.ex+ E
1 < v - . ex> = Bc,U + e, 

Notice that the full model in Research Hypotheses 3 and 4 is 
exactly the same as Research Hypothesis 5. The number of 
restrictions is also the same; resulting in the same number of 
degrees of freedom. What is different, though, is the nature of 
the restriction and hence the restricted models are different. 
The three research hypotheses are al 1 "correct" and equally "val id" 
- they just test three different hypotheses. Research Hypotheaes
4 and 5 provide more definitive conclusions.

The desired correlation (reliability, validity, etc.) may be 
difficult to determine, but ahould be no more difficult to justify 
than justifying the default value of o. Just because a1 = o has 
been used in the past doea not juatify ita use, particularly with 
hypotheses about reliability and validity. 

single eoouJatjon Mean 
The uaual application of the aingle population mean hypothesia 

ia: 
Reaearch Hypotheaia 6: For a given population, the population mean 
1a greater than a particular value, a. 

Here 8 1a aome meaningful value, depending on the given 
circumatanc••• Maybe the reaearcher want• to eatabliah that the 
population mean height 1a greater than 72 inch••• Or poaaibly the 
reaearcher ia concerned that a four-choice, 100 item multiple 
choice teat acore 1• greater than a chance acore of 25. Note that 
in th••• two example• (and in moat hypoth•••• regarding a aingle 
population mean), the value of zero makea no aen••• 8uppoae that 
a reaearcher wanted to eatabliah that the population of freahman 
at a particular Univeraity had a mean College Board Score above the 
national average of 450: 
Reaearch Hypotheaia 7: The population of freahmen at Univeraity 
X haa a mean College Board Score greater than the national mean of 
450. 
Ful 1 Model: College Board Scorea • aau + e,0 
The reaearch hypotheaia implies that the sample mean is greater 
than 450, or 8o > 450 
Restr1ct1on: a • 450 
Restricted Mode,: (College Board Scores)• 450 U + Eu, or

(College Board Scores - 450) • E11 

(See bottom of Note 2 for teat of significance and McNeil,1973 and 
McNeil, et al., 1975, p 315 for further details.) 

The desired mean may be difficult to determine (i.e., it may 
require some thought or knowledge of the phenomenon under 
consideration), but no more difficult than justifying the default 
mean of o. Indeed, using a mean of o in this example makes 
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abaolutely no eenee at all, and that 1• why it doean't appear in 
the literature. 

one-way 600Jv111 of Yor1ooce
The uaual application of the multiple group F teat (one-way 

ANOVA) ia: 
Reaearch Hypothesia 8: There ia at leaat one difference 1n the 
means on Y between the 1 populationa. 
Ful 1 Model: Y = a

1
G1 + �G1 + • , .a1G1 + E12 The reaearch hypotheaia implies that not all the aample mean• are 

aqua 1 , or that a1 not equa 1 a1 not aqua 1 ••. a1 for at 1 eaat one pair 
of means, or ( a

1
-a1 not equa 1 o: a

1-a1 not aqua 1 O; ••. a1_

1 
- a1 not 

equal O for at least one pair of means.) 
Restriction: a1 = a1 = ... a1 ; or 

a1 - at = o; a, - at = o: . . . a t-1 - a1 = o 
By replacing all the coefficients with a common coefficient, ao, 
we arrive at the following restricted model: 
Reetri cted Mode 1 : Y = 9oG1 + llc,G, + ••• 9oG1 + E11

Restricted Model: Y = -.,.,a1 + a, + ••• G0 + e11

Restricted Model: Y = a()U + E11

When the F test 1a significant then the restriction ia 
rejected and the research hypothesis 1• accepted as tenable. But 
the research hypothesis just indicates that the 1 means are not 
al 1 equal. Sfnce most researchers are not satisfied with that 
information (confirming that the research hypothesis wasn't very 
i ntereet i ng in the f 1 rat p 1 ace) , most researchers turn to poet­
hoc comparisons to find out where the differences lie. Th••• poet­
hoc comparisons are basically t-teet comparisons and are thus like 
Research Hypothesis 1. (See Williams 1974). The suggestion here 
1• to avoid asking a research hypothesis that you aren't interested 
in, and to go directly to non-zero research hypoth•••• that will 
yield satisfying information. 

Int1coc;t1Po 
Interaction is usually viewed only as a potent1a11y 

contaminating factor when trying to explain main effects. That 
is, most researchers hope that there ia no interaction ao that they 
can procHd with interpreting main effects. But the interaction 
research hypothesis may be important in and of itself. Indeed, 
whenever an F ha• been computed for the interaction, the 
interaction research hypothesis has been tested. The usual 
interaction research hypotheaie in a 2x2 design 1• as follows: 
Research Hypothesis 9: For a given population, the difference on 
Y between Treatment 1 and Treatment 2 1• not the same on Level 1 
as on Level 2. 
Full Model: Y • a1 (T 1•L1 ) + a1(T1•L1 ) + a1 (T1•L1) +

a4 (T1•L1 ) + E14

' 

m,, 
= (R2, -

Tz 
L1 
Lz 

= 
= 
= 

R2
11 ) / (11, - 11

11
) 

Where T1 = 1 if in Treatment 1; O otherwiae, 
1 if in Treatment 2; 0 otherwise, 
1 if in Level 1; O otherwise, 
1 if in Level 2; O otherwiae, 
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(T1 
• L1 ) = 1 if in Treatment 1 Amt Level 1, etc. 

The research hypothesis implies that the two differences are not 
the _.same, and that in the aample (a1 

- a,) not equal (a, - a4 ), or 
[ ( a, - a1) - ( a2 -a4 ) not equa 1 OJ • 
Restriction: (a, - a1) = (a2 - a4 ), or [(a1 - a1) - (Sz - a4 ) = OJ. 
By placing the one restriction on the full model, one arrive• at 
the follow;ng restricted model (See Note 3 and McNeil, et al., 
1975): 
Restricted Mode 1 : y = b, T' + b, T 2 + b,L, + b4L2 + Eu 

Acceptance of the non-directional reaearch hypothesis leads
to a non-directional statement. All that can be concluded is that 
the differences are not the same. Hence we don't even know if the 
differences are greater at Level 1 or Level 2, let alone the 
magnitude of the difference of the differences, we have just 
conducted a non-direct i ona 1 test of 1 nteract ion; a direct i ona 1 teat
of interaction ia reflected in the following: 
Research Hypothesis 10: For a given population, the difference on 
Y between Treatment 1 and Treatment 2 is greater at Level 1 than 
at Level 2, 
Full Model: y Iii a,(T,*L,) + a2<T,•L2> + a,(T2•L,) +

a4(T2•L2) + E11 
The research hypothesis implies that the difference between T1 and 
T� ia greater at Level 1 than at Level 2, or in the sample (a, - a,> 
h1gher than a2 - a4) or ( (a, - a,) - (Sz - a4) > OJ. 
Restriction: (a

1 - a1) s (a2 - a4) or [(a1 - a1) - (a, - a4) • OJ 
Reatr1 cted Mode 1: Y • b1 T 1 + b2 T 2 + b1L1 + b4L2 + E17 

A significant F for Research Hypothesis 10 provide• more insight 
than would one for Research Hypothesis 8. We know that the 
difference• are greater at Level 1, but again we do not know how 
much greater. If coat or theory dictate, aay, a difference greater 
than six before a decision 1• made, the following Research 
Hypothesis would be appropriate: 
Research Hypothesis 11: For a given population, the difference on 
Y between Treatment 1 and Treatment 2 is more than o unite at Level 
1 than at Level 2. 
Full Model: Y • a

1(T1•L1 ) + a1(T1•L1 ) + a1(T1•L1 ) + 
a4(T1•L1

> + E11 

The research hypothesis implies that the difference between T
1 

and 
T1 

ia greater at Level 1 than at Level 2 by more than o unite, or 
in the sample (a1 - a,> higher than (a, - a4 .+ O) or ((a, - a,) - (a2 
- a,. ) > O) •
Restriction: (a1 - a1) • (a

1 
- a,.) + o: or

< a1 - �, > - < a, - a,. > > o 
RHtricted Model: (Y - 0) ■ b1T1 + b2Ta + b1L1 + b4L2 + E11 

Research Hypothe••• 9, 10, and 11 al 1 test an interaction 
question, but in slightly different ways, In all three hypotheses, 
there are four linearly independent pieces of information in the 
full model, Forcing the one restriction on the full model results 
in three linearly independent pieces of information in the 
restricted model. Notice that the full model• in Research
Hypotheses 9, 1 o, and 1 1 are exact 1 y the same. Th• number of 
restrictions ia also the same; resulting in the same number of 

52 



. .  m. &ZM 

degrees of freedom, What is different, though, ia the nature of 
the restriction and hence the re�tricted models are different, The 
three research hypotheses are all "correct" and equally "valid" -

they just te�t three different hypotheses, Research Hypothesis 
11, though, provides a more definitive conclusion, because as in 
the previous examples, a non-zero restriction was made. 

Note 1, All the Research Hypotheses in this paper (except the one­
way ANOVA) are directional Research Hypotheses. This follows the 
author's contention that a directional Research Hypothesis provides 
conclusive information wt,ereas a non-directional Research 
Hypothesis provides no conclusive information, The Full and 
Restricted models are the same for the directional and non­
directional hypotheses. The non-directional Research Hypothesis 
allows the researcher to conclude that a1 

doea not equal O, while 
the directional Research Hypothesis allows the researcher to 
conclude that a

1 
> O (McNeil I Begga, 1971), With reference to 

the non-zero restriction, of, say 6, the non-directional Reaearch 
Hypothesis allowa the concluaion that a1 not equal to 6, while the 
directional Research Hypothesia allow• the conclusion that a1 > 6, 
The directional Research Hypotheaia allows a more definitive 
concluaion using the same data and the same degrees of freedom. 

Note 2. The general F teat for teating two regression models is 
F(m11 m,): (R2, - R2

11) / (li, - 1111) 

( 1 - R2,) / (N - 11,) 
Where: R1, 11 R1 of the ful 1 model, 

R1
11 11 R1 of' the restricted model,

11, • piece• of' linearly independent information in the 
full model, 

1111 • pieces of linearly independent information in the
restricted model, 

m1 • (11, - 1111), and 
m1 • (N - 11,),

Thi• teat cannot be used when either the restricted model has 
no predictors, when the criterion variable 1a different in the two 
models, or when the Unit v•otor 1a not 1n the restricted Model. 
In th••• cases, the F teat muat rely upon the sum of th• squared 
score• 1n the error vector, E 1n both the full model (ESS,) and the 
restricted model (&8811): 

F • (ESS11 - ESS,) / (11, • 1111) 

(ESS,) / (N - 11,) 
Note 3. The 1 nteract 1 on examp 1 es a 11 aaaumed equa 1 N. The 
concept• ati 11 apply to the unequal N situation, although the
restricted model• will be different. (Sae Williams, 1972,)
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SUMMARY 

SIGNIFICANCE TEST USUAL RESTRICTION 

Peareon Correlation zero 

difference between zero 
two mean•

difference between only 
mean• (one-way f) zero 

interaction almost 
· alwaya
zero

■ingle population alway■
mean non-zero
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