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Abstract

Case Influence statistics are a useful dlagnostic tool for
Identifying high leverage cases In a sample. A case's Influence -
on a solved regression model depends on that case's residual
and Its location In the distribution of the predictor variables.
Cases with lange residuals and located In extreme ranges of
the predictor variables' distributions will be most Influential,
Case Influence Is fllustated with an SAS analysis of a simple
data set. |

The REG program In version S of the Statistical Analysis System (SAS)
provides a collection of case Influence statistics described by Belsley,
Kuh and Welsch (19680), and Freund and Littell (1986). Influence statistics
are designed to ald In the detection of cases which are highly Influential
in the estimation of the regression coefficients. A case's influence on the
regression solution IS estimated by deleting that case from the sample
and recomputing the coefficlents. If the coefficients change considerably
ubon deleting a case, that case Is deemed Influentfal. Generally, cases
which have large residuals and are In extreme ranges of the predictor
variables’ distributions will be most influential. |
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thure | presents a scatter dlagram whlcn lllustrates case lnfluence o

‘for a simple linear regression model In wnlcn a dependent variable (V) is o
regressed on one predictor (X). The ten ‘data points denoted with the

symbol (e) yleld the regression equation
Ye=leiX

The ten data points denoted Wlth the letters AtoJ are tnen used, one at a

tlme to augment tne orlglnal sample of ten observatlons ‘Ten augmented . -

)il,:'»

samples of slze 11 are thus cneated The first augmented sample 1is o

composed of the 10 orlglnal data polnta plus polnt A The second

augmented sample conslsts of tne lo orlglnal observatton plus polnt B -
and 80 on to the tenth augmented sample using case J along with the |

original observations. The Influence of the ten lettered data potnts 1s
determined by comparing the regression coefficlents obtained when the
lettered data point I Included In the analysis with the coemclents
obtained after deleting that data polnt. Table | shows the results of this

analysis.

Ingert Figure | About Here
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The second and third columns In Table 1 contain the regression
coefficients obtained when cases A toJ augment the original sample of 10
cases. The last two columns of the table show the change In the
regression coefficients due to the presence of each lettered case. Note
that the largest change In the slope coefficient occurs for cases F and J.
Cases F and J have the largest' deleted residuals and are the most
disparate cases In the dlstrlﬁutlon of X. Cases F and J are the most
Influential cases. Case J has a strong positive influence on the sjope
coefficient, since case J's presence In the sample causes the slope
coefficient to be 231 units higher than It would be If case J were not n
the sample. Case F, to the contrary, has an ldenttéally strong negative
Influence on the slope coefficient.

Insert Table 1 About Here

INFLUENCE STATISTICS AVAILABLE IN PROC REG |

The Influence statistics described here are avallable In the SAS REG
procedure 23 0Dtions, SAS provides the statistics HAT DIAG H, DFBETA
and DFFITS. For this I1lustration assume that the general linear mode (s
fit to a data set, namely

Y=XB+E .

where Y Is a vector of values on the response varlabl'e, X l|$ an nx(p+1)
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. matrix of values on the Independent variables with a leading unit vector,
B 1s the vector of regression coefficlents and E IS a residual vector,

-"Lettlng XT - denote the transpose of X, the ordlnarg least squares
regression coefficients are given by : |

B~ (xrx)*"xrv.

and the predtc‘:téd values of Y are produced by
YaX8
XM~ Ty

Letting H = X(XTX)" IXT, then
Y ahy.

The matrix H I8 the projectlon matrlx for the predlctor space. ln that it
operates on YtoyteldY, and 18 termed the tanmm H Is of order nxn
and of the same rank as X The main dlagonal values of H, tm. kare
messures of the dispersion of case | from the centrold of the predlctor
variable space. Two cases with the same value of hu are on the same
probability contour of the multivariate distribution of tne predictor
varfables. In fact, hyy IS a linear transformation of the Mahalanobis
distance of case | from the centroid of X (weisberg, 1980, p. 105). The hii
values are labeled HAT DIAG H by the REG program. The hys values measure
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the potential for a case to be Influential. The actua_l influence exerted by
a case will also depend on that case's residual.

The DFBETA statistics are measures of the influence each case has on
each of the regression coefficients. For each case the will be a separate
DFBETA value for each regression coefficient in the model, including the
Intercept. The DFBETA for case | on coefficient | Is

by - by(1)

DFBETAY(1) =
[s2nomottjrz.

where b) Is the regression coefficient for predictor | estimated from the

total sample, by(i) Is the regression coefficient for variable J estimated

in the sample with case deletedjsztt) is the error varfance estimate

from the sample with case | deleted and (XTX)!! 1s the 1-th diagonal

slement of (™)1,

The DFFITS statistic 1S a scaled measure of the influence of case | on

‘he predicted value of Y. Since all of the regression coefficients are used
‘0 produce a predicted Y value, DFFITS becomes an aggregate measure of
‘he. Influence of case | on the entire regression equation. The OFFITS
statistic for case 1 IS given by

n



Yi=Yi)
DFFITS(i) =

(52t il /2

where Y'i IS the predicted Y for case 1 based on the total sample, Y'i(i) js"j}

the predicted Y based on the regression equation estimated without case'{ .
n the sample, and hif 1s the 1~th diagonal value of H. The DFFITS statistic
s very similar to Cook's D (Cook, 1979), another measure of tnfluené”e_".ﬁ!@\;f s

available in the REG program and also in the SPSSK regression progeam

Cases with DFFITS values greater than 2((p+ 1)/n)172 are considered to be
high leverage cases (Belsley et al., 1980, p. 28).

ILLUSTRATIONWITHADATASET

| ADDendlx A provides a SASLOG and LlSTlNG for a sample regresslg? il
mode) based on 24 cases. Page 1 Appendix A contains the mode
statement (SASLOG line 30) which requests the regression of attltudes
toward school (ATTSCH) on INCOME and 10. The INFLUENCE option 15

requested for the model.

Page 2 In the Appendix contains the param'eter estimates for the
model, followed by the Influence statistics. The studentized resldu;ié |
(RSTUDENT) and the HAT DIAG H present the two important sources of .
case iInfluence. Case 6 has the 1argest studentized residual (2.9623) and |
case 14 also has a large studentized residual (-1.5497). The DFFITS value
for case 14 18 (-1.5747), and this is the largest value, in absolute terms,
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In the sample. The negative value of DFFITS for case 14 means that the
~ predicted Y for case 14 s Increased when case 14 Is deleted from the
sample. Conversely, the presence of case 14 in the sample causes that
case’s predicted value to be reduced.

The DFBETA statistics are then presented for each regression
__coefficlent, for each case. Case 14 Is also the most Influentfal case for
estimating each of the regression parameters Individually: INTERCEP
DFBETA = -.5455, INCOME DFBETA = -1.4997 and 1Q DFBETA = .9250. As
with the DFFITS statistic, the sign of the DFBETAs Indicate the direction
of Influence on the regression coefficlents for case 14 Case 14's
presence in the sample causes the y-intercept to decrease, the regression
coefficient for INCOME to decrease and the coefficient for IQ to Increase.
On page S of the Appendix the regression equation Is estimated with case
14 deleted from the sample, and Indeed the changes (n the coefficients are
as suggested by the DFBETA diagnostics for case 14,

HANDLING INFLUENTIAL CASES

Once the Influential cases have been Identified the analyst must decide
what to do with them. The first step should be to determine (f the
influential cases are correctly coded. Typographical errors made while
entering the data can produce highly Influential cases. If data errors are
detected, clearly the‘proper course of action Is to correct the data
values. If the correct data values are not avallable then deletion of such
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. cases Isreasonable. o
7 However, If the analyst determines that a case Is correctly coded and
still highly iInfluential, three alternatives are avallable: 1. delete'the =
case from the sample, 2. retain the case in the sample but note that the
case Is Influential, or 3. revise the model to accommodate the influential

case. ' S —
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It 1s a questionable practlce_ to delete cases from a sample slmply
because they are unusual. In fact, uwsual cases’ often polnt‘?“m‘t’é'a |
weaknesses In our models and may suggest improvements in our theorfes. |
For example, f a researcher it a linear model to a nonlinear relationship = N
many of the data points would be found to have large reslduals”éfid"_if";' |
therefore might be highly influenttal. Deletion of unusual cases In thfs
example would lead to the interpretation of an fncorrect model. When'a -fj,'f'-
case Is deleted from a sample it Is presumed that the model fs correct o
and the offending case s invalid. Our models should be burdened to m
our data; our data should not be obliged to fit our models. Data should
not be deleted to better fit our models unless we have compelllng
evidence that the data Is wrong. |

The least squares criterion can itself be the cause of an Influence
problem. A case's Influence I8 proportional to the square of its residual
when OLS estimation 18 used. A researcher might try fitting. a model

using a criterfon other than OLS. The SAS version 5 package has a
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procedure that fits models using the least absolute value error (PROC
LAV). Unfortunately, this procedure Is not available In version 6 of SAS.
This program minimizes the sum of the absolute deviations from the
model, thereby tempering the influence of high residual cases. If the
coefficients estimated with OLS and LAV criteria are comparable, the
model may be considered sufficiently robust for interpretation. Page 4 in
the Appendix shows the LAV solution for the same model estimated
earlier using OLS. The only coefficient that Is changed markedly Is the y-
intercept. The coefficients for INCOME and IQ are approximately the same
as their OLS counterparts. One might, therefore, conclude that the OLS
estimates are fairly robust In this sample.
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Figure 1. Scatter Diagram Illustating influence
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Table 1. Influence of Cases A-J on Model Coefficients

Case  Regression Coeficients Influence of Case on
Intercept ~~ Slope ~ Intercept - Slope

A 1625 846 625 -154

B 1.435 913 435 087

C 1182 1000 182 ooo

D o3 1087 -0 ogr !

E 692 1.154 =308 154

F 1920 769 92 -

6 1.652 80 &2 - -3

H 1.273 1.000 273 000

| 870 1.130 -130 130

J 538 1231 -462 231

Note: The regression equation for the original 10 cases s Y = | + IX,
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* Appendix Page 4

LAY REIFESS10N PRICEILRE FOR CEPENGENT URRIABLE ATTSON
T uMIRE LW COBFFICIENT

IR -0.23299814

IO 1. 13953400
e oowams

(NOTE: THE COEFFICIENT ESTIMATES ARE UNICKE. )
AESIOUAL SUN OF MESILUTE URLIES = 120,744 10603

MLETED TOTAL St OF ARSOLUTE VRLIES = 272, O00OKTD
© NUDER OF CEEDWWTIONS INOATA 8T = M4

R U]
w4

82




PROBF
0.0001

F WALLE

40.3%2

Appendix Page 5

oF
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