
IPLE LINEAR REGRESSION VIEWPOINTS 
tOWME 18, NUMBER 1, FALL 11111 

Case Influence Statistics 

Available In SAS Version 6 

John T. Pohlman 

Southern llllnola Unlverllty, C.rbondale 

Abstract 

Case Influence statistics are a useful diagnostic tool tor
ldenttrytng high leverage cases In a sample. A case's Influence 
on a solved regression mOdel dependS on that case·s residual 
and Its location. In the dlstrlbUtlon of the predictor variables. 
Cases with large residuals and located In extreme ranges of 
the predictor variables' distributions wm be most Influential. 
Case Influence Is mustated with an SAS analysts of a stmple 
data set. 

The REG program In version s of the Statistical Analysts System (SAS) 

provides a collection of case Influence statistics described by Belsley, 

l<\tl ns Welseh < 1980), and Freund and Littell< 1986). Influence statistics 

are designed to aid In the detection or cases which are highly Influential 

In the estimation of the regression coefficients. A case's Influence on the 

regression solution Is estimated by delettng that case from the sample 

and recomputing the coefficients. If the coefficients change considerably 

upon deleting a case, that case Is deemed Influential. Generally, cases 

whleh haVe large residuals and are In extreme range- of the predictor 

variables' dlstrlbUtlons will be most tnfluenttal. 
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Figure 1 presents a scatter diagram whleh Illustrates case Inf Juence 
:'for a simple linear regression model tn which a dependent variable cvj is
regressed on one predictor (X):- "the' ten :data potnts denoted with the 
symbOl <•> yield the regression equation 

r •I+ IX.

The ten data points denoted With the letters A to J are then used, one at a 
ttme, to au,nent thit or·lglnal)ample ·of t�-observat\?1

��
1 

Ten augme�ted
samples of size 11 are thus aeated. ,The first augmented sample ts 
composed of the 10 original data points plus polni• ;A. The second 

; • . :'· ':. '; i;' ,'• ' •J ·.\% � ; ,: ' .,� augmented sample consists of the 10 original observation plus point B, ' " 

and so on to the tenth augmented sample ustng case J along with the 
original observations. The Influence or the ten lettered data points ts 

• '· .�• •r 

determined by comparing the regression coefficients obtained when� 
'\ l,� 

lettered data point ta Included tn tht analysis with the coefficients 
. I ,,J,:·�"'1�.�'� obtained after deleting that data point Table I Shows the results of this 

analysts. 

··-··-·-·---------------- , r;

Insert Figure I About Here 
------------------- ------
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The second and third cohmns In Table 1 contain the regression 

coefrtclents obtained when cases A toJ augment the original sample of 10 

cases.,. The last two columns of the table show the Change tn the 

regression coefficients due to the presence of each lettered case. Note 

that the largest change In the slope coemctent OCC\l'S tor cases F and J. 

cases F and J have the largest deleted residuals and are the most 

disparate cases tn the distribution of x. cases F and J are the most 

tntluenttal cases. case J has a strong post'ttve Influence on. the sJope 
coetrtctent, since case Js presence In the sample causes the slope 

coetrtctent to be .23 I oolts higher than It would be tr case J were not tn 

the sample. case F, to the contrary, has an tctenttca11y strong negative 

Influence on the slope coetttctent 

Insert Table 1 AboUt Here 

INFLUENCE STATISTICS AVAILABLE IN PROC REG 
The Influence atattstlcs described here are available In the SAS REG 

procecue as options. SAS provides the statistics HAT OIAG H, OFBETA 

and OFFITS. For this lllustratlon assume that the general linear model ts 

tit to I data set, nametu 

V•XB•E 

where V ts a vector of values on the response variable, X ts an nx(p• I) 
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. 'll!,tr:!x., �r values on the Independent variables �lth . . a Jeadtng unit vector,

B ts the vector .or regression coertlclents and E ts a residual vector ., . .: ., ' """' ' ', � ,• 
' ' . . . 

:·letting XT denote the transpose or X, the ordinary least squares 

regresston coemc1ents are given by . 

e • Cxrxrtxrv, 

and the predicted values or Y are prodUced by 

.Y'•XB 

• • • xcxno-txrv

letttng H • xcxrxrtxr. then 

, Y' • HV.

The matrix H 18 the projection matrix for the predictor space �n that It 
I/: . 

l 11'/'. ;l •' 

operates on v to yield Y', and ta termed the bat matrhc, H 18 of order nxn 
'"' , ,\., t. 

and of the ume rank as X. The main diagonal values of H, htt,, are

mell\nt of the dispersion of case t from the centroid of the predictor 

variable space. Two cases with the same value of htt are. on the ,same 

probability contocr of the multivariate distribution of the predictor 

variables. In fact, htt Is a llnear transf ormatlon of the Mahalanobls 

distance or case t from the centroid or x <Weisberg, 1980, p. 105). The hu 

values are labeled HAT OIAG H by the REG program. The htt values measure 

- // 
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the potentia1 for a case to be inf1uentia1. The actua1 inf1uence exerted by 
a case wm a1so depend on that case's residual 

The DFBETA statist1cs are meas\nS or the inf1uence each case has on 

eaeh of the regression coefficients. For each case the wm be a separate 

OFBET A value ror eacti regression coefficient In the model, lnclUdtng the 

Intercept. The DFBET A ror case I on coerrtclent J Is 

bJ - bJ(t) 
OFBET A J(f) • 

( S2(t) (XTX)ff )1 /2 

where bJ Is the regression coerrtclent for predictor J estimated from the 

total sample, bJ(1) Is the regression coemctent tor variable J esttmated 

tn the sample with case t deleted, S2(t) ts the error variance estimate 

rrom the sample wtth case 1 deleted and (XTX)ff ts the t-th diagonal 

?lement or (XTXr I, 

The OFFITS 1tat11ttc ts a scaled measure or the Influence or case t on 

:he predicted value or v. Since all or the regresst·on coemctents are used 

:o produce a predicted V value, DFFITS becomes an aggregate measure or 

·.he Influence or case t on the entire regression equation. The DFFITS

,tattstic for case 1 ts given by
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DFFITS(t) • 

[S2(t) hit)I /2 

where Y't ts the predtcted Y for case t based on the total sample, Y't(t) ts 
the predtcted V based on the regresston equatton esttmated wtthout case 1 
1n the sample, and h11 1s the 1-th d1agonal value of H. The DFFITS stattstfo 

1s very s1m1Iar to COOk's o CCOOk, 1979>, another meastre of tnfluence · ·. 

avatlable 1n the REG program and also 1n the SPSS>< regresston pro�m. 

cases wtth DFFITS values greater than 2(Cp+ 1 )/n)I /2 are constdered to be 

high leverage cases (Belsley et at., 1980, p. 28). 

ILLUSTRATION WITH A DATA SET 
Appendix A provtdes a SASLOG and LISTING for a sample regresston 

• . ' . . . • ti} 
model based on 2◄ cases. Page 1 tn Appendtx A contatns the model , 

?-.•>:,:,;·::[/: 

statement (SASLOG line JO> Whtch requests the regre11ton of attttudes •. • 
toward school (ATTSCH) on INCOrt: Ind 10. The INFLUENCE optton ts ·, ' 

1i1f1�.' 

requested tor the mOdtl. 

Page 2 In the Appendix contains the parameter esttmates for the 
•,.,i,, 
·"

model, followed by the Influence statistics. The studenttzed residuals
• ,,,� �t· 

'•�!01 

(RSTUOENT) and the HAT OIAG H present the two Important SO\rtes of

case Influence. Case 6 has the largest studentlzed residual C2.982J> and

case 14 also has a large studentlzed residual C-1.5◄97). The DFFITS value

for case 14 ts C-1.5747), and thts ts the largest value, tn absolute terms,

- ,
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tn the sample. The negative value of OFFITS for case 14 means that the 

predicted Y for case 14 ts Increased when case 14 ts deleted from the 

sample; Conversely, the presence of case 14 tn the sample causes that 

case's predicted value to be reduced. 

The OFBET A stattsttcs are then presented for each regression 

.. coemctent, for eaeh case. case 14 Is also the most Influential case tor

estimating eaeh of the regression parameters tndMdually: INTE�CEP 

OFBET A • -.5455, INCO� OFBET A• -1.4997 and IQ OFBET A • .9250. As 

wtth the OFFITS statistic, the sign or the OFBET As Indicate the direction 

or Influence on the regression coefftclents tor case 14. case 14s 

presence tn the sample causes the y-lntercept to decrease, the regression 

coefftclent for INCO� to decrease and the coefftclent tor IQ to Increase. 

On page 5 or the Appendix the regression equation ts estimated wtth case 

14 deleted from the sample, and Indeed the changes In the coefficients are 

as suggested by the OFBET A diagnostics tor case 14. 

HANDLING lhfLUENTIAL CASES 

Once the lnfluentlal cases have been Identified the analust must decide 

what to do with them. The first step ShoUld be to determine If the 

tnf luentlal cases are correctly cOded. Typographical errors made while 

entering the data can produce htghly tnfluenttal cases. If data errors are 

detected, clearly the proper cowst or action ts to correct the data 

values. If the correct data values are not avallable then deletton of such 
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. cases ts reasonable. 

However, If the analyst determines that a case ts correctly coded and 
stlll highly tnfluenttal, three alternatives are avallable: t. delete' the 
case from the sample, 2. retain the case tn the sample but note that the 
case Is tnfluentlal, or J. revise the model to accommodate the lnfluentlal .. 
case. 

It ts a questionable practice to delete cases from a sample stmply 
because they are unusual. In tact, \I\USUII cases· often point : 1·c/ 
weaknesses In cxr models and may suggest tmprovements tn ou- theories} 

For example, tr a researcher flt a linear model to a nonltnear relattonstifp' 

many or the data points would be .found to have large restdUals. arid 

therefore might be highly tnfluenttal. Deletion of unusual cases In thts' 
' 

· .. , ?
1

t}k·1 ' 

e><ample would lead to the tnterpretatton or an tncorrect model. When''i
case 11 deleted from I sample tt 11 preswned that the model ts correct' 

and the orrendtng case ts tnvaltd. � models should be burdened to ftt .. 
f,//• 

our data; our data lhOUld not be obliged to flt our models. Data should 

not be deleted to better f tt cxr models Wllta we have compe11tng' 

evidence that the data ts wrong. 

The least sQUnt crtterton can Itself be the cause of an Influence'. 

problem. A case's Influence ts proportional to the square of tts restdUal 
when OLS estimation ts used. A researcher mtght try fttttng a model 

using a crtterlon other than OLS. The SAS version S package has a· 
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procedure that fits models using the least absolute value error CPROC 
LAV>. lklforttNtely, this procedure Is not available In version 6 of SAS. 

This program minimizes the sum of the absolute deviations from the 

model, thereby tempering the influence of high residual cases. It the 

coefficients estimated with OLS and LAV criteria are comparable, the 

model may be considered sufficiently rot>ust for interpretation. Page 4 In 
the Appendix shows the LAV solution for the same model estimated 

earlier using OLS. The only coemctent that is changed markedly ts th,e y­

lntercept The coemc1ents for INCOt'E and 10 are approximately the same 

as their OLS cMterparts. one might, therefore, conclude that the OLS 

estimates are f alrly robust In this sample. 
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Table 1. Influence of Cases A-Jon Model Coefftctents 

case Regresston Coeftctents 

A 

B 

C 

D 

E 

F 

G 

H 

J 

Intercept. Slope 

1.625 .846 

1.435 .913 

1.182 1.000 

.913 1.087 

.692 1.15-4 

1.920 .769 

1.652 .870 

1.273 1.000 

.870 1.130 

.538 1.231 

Influence of Case on 
Intercept Slope 

.625 -.15-4 

.435 -.087 

.182 .000 

-.087 .087 

-.308 . 15-4 

.920 -.231 

.6S2 -.130 

.273 .000 

-.130 .130 

-.-462 .231 

Note: The regression equation for the original 10 cases ts Y' • I • 1X. 

- ff 
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Appendix Page 1 

·SASLOG FOR THE INFLUEtlCE ILLUSTRATION

1 Dlffll CINE; 
2 Ol'TICINI U • lO tu9ER; 
3 lflllll' UID GEIOiR IQ HEN.TH CIMIE IICOIIE lmlCH; 
4 CND; 

IID'TI: Dlffll IET IDIIC.CINE IN 24 CIIIIIRURTICINI fllJ ? WIIIMLD. 
ltDTI: 'H llfl1'R ITIIW UIID 0�07 11mm fllJ NC. 

20 PRDC NI; 
30 naaEJ.. lmlCH ■ IICOIIE IQ /IIFLUIEIU;

IGIE: Tt£ MJCml£ ID UIID 0. tS tmltG fllJ OIIC 
fllJ MINTID MGII 1 TO 2. 

at MOC UIU; 
12 l'IDL IITTICH ■ ltaa IQ;

ltDTI: UIU II Nor .... TED IY Tt£ IIUnllR CIR IY • INITIMI HC. 
tlDII: 1HE MOCl!IUIE UIU UIID 0. 11 lmlG8 fllJ amac 

fllJ MINTID MIi a. 

at Dlffll 11G; 
M IET CINI· 
315 IFUIDIS M; 

ND1'I: Dfffll 11T IIIIIC .111) IN 21 CIIIIIIURT ICINI fllJ ? Wlllfll.D. · �
Nini: M Dlffll IMTIJB'I' UIID 0.04 llmlJI fllJ 42«, 

•MOC MD•
17 talll. m1CM • Iatan IQ;

1111'1: THI MICIIUII MO UIID 0, 10 IICalll fllJ +40IC
fllJ "UNTID MIi 4. 
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Appendix Page 3 

•·· IDIIUI. M1\IENT 
111T DIM 

N 
mu INTERCIP 

MTIO IFFITI IIFIETM 

21 7 ... 1.1207 0.2530 1.2IOII o.eszz -0.31K1822 -1.•1 -0.2119 0.MQ2 1.-7 -o ... -o.crm 
21 -t.tm -0.11110 0.0495 1,1714 -0.1191 -O.C11121 
24 •1,ISIN -o.ma o.oeas 1.2271 -0.mll O.OMO

INCGIS IQ 
- lll'IIETM lll'IIETM 

1 -0.2443 0,2171 
2 o.meo -o.ocms 
3 o.a1 -0.-
.. -0.CWII 0.1724 
IS 0,OMS -0.00111 
I 0.2:m 0.0099 
7 0.2371 -o.oa 
I -0.QMS -0.1171 
• -0.0111 -0,1121 

10 -0,0CIIIII -0,0401 
11 o.ma -0.0121 
12 0,Gm4 -0, 1049 
Q 0.0481 -0.11111) 
M -, . ..., o.aio
m -0.1121 -0.10III 
11 -0,0410 0,077' 
17 -o.o,. 0.0001 
" 0,.., -0,2111 
ti o.ma o.ooaz
20 0.- -o.oao
21 o.na o.aa:n
22 -0.0IN 0,ONI
21 -o.mte 0,CNII
24 0.0111 -0.0:111 

•r
t 

"' 

,, 

,, 
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., Append Ix Page 4 

&JIU IEIIIEl81Gtl PR0CEIUE FaA DEPEltlEhf UMI-.E flTTICH 

."'9IMLI &JIU CGIFFICIINr 

INTIII 
ltmE 
IQ 

CIGTE: TIE CGEFFICIENT DTUIITEI flllE lltlCU. > 

IDIIUL lllt CF IIIIOWTE UflJD • 121D . .,.. .. 
flWl1ID 11ffllL lllt CF MIGLU1'I UIIJD • 27:l.CICIOODDCIO 
IU9III CF ---...rlCltl IN 1111'11 111' • 24 
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DIP Ulllllal: MTICH 
1111.YIII r, UIIIUINCE 

.... 

mm ... ...... 

ma 2 44ZI.IZ117 
IIR:III 2D 10lll.73020 
C T01'II. 2Z 11121.11211 

IIOOTta: 7.401'711 
11P IMf 11,lllm 
c.u. 22,CIS117 

r,Ma11n aru,,ra 

PIIIIE,.:il 
Ulllllal ... DTUIITI 

INTERCEP ' 4.03Q2207t 
ltms ' t.372S42DS 
IQ ' 0.W42 

Appendix Page 5 

IMf 
.... FIii.iE ,a>F 

2212 ... 
S4.,..,. 

40,3112 O.CI001 

....... O.IOII 
.,IHQ 0.1117 

l1'flDWI T PIii IIJ: 
IDRIR ,, ..... ....., IWII > ITI 

•. ..,.,. 0.411 0.1311 ,;I 0.216'Hll6 1.m o.aoo, 

0,Ol?'l«m o.m O.lON '1�j',11:111: ,�:1,1 ' 
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