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' Some Parallels Between Predictive Discriminant Analysis
and Multiple Regression

The purpase of this peper is to cutline some important
similarities in, and differences between, predictive discriminant
. analysis (DA) and mltiple regression (MR). The areas covered,
chosen for their importance and need for clarification, are estimntes
of model accuracy, hypotbesis tut_mg. and non-least equares models.
Same of the parallels are well knovn, same are less well known, and
same appear to have not yet been considered at all. ..

It is well known that when 1) only two groups are invalved, 2)
the two population predictor covariance matrices are assumd equal,
and 3) the two prior probabilities of qtoup mmbership are taken to
be equal, the popular *minimm chi-qm :ulo" (Tatsucka, 1971, p.
218) associated with ammmm_f._mwu (DA) is equivalent to
predicting a dichotamus critnri&t ﬁthblo via multiple regression
(MR) methods and classifying a subject into the group for which the
predicted criterion is nearer the actual. An especially enligttening
ouamination of this and scme other multivariate techniques from the
genaral perspective of MR is provided by Flury and Riedwyl (1963).

However, a precaution about the equivalence of two-group
classification and multiple regression with a dichotamus criterion
is eppropriate. In a tvo-group siuntion. there is one linear
discriminant function (LDF) and there are two linear classification
functions (ICFs); an LIF and an ICF are simply linesr camposites of
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Parallels 2

the predictors. Itutmematw-qmlpommtthntthe
regression weights are proportional to the single set of LDF weights.
When ‘a linear regression function (LRF) or an LIP is used for
classification purposes a cut-off criterion needs to be determined —
" with an LRP it is midway between the two values by vhich the
dichotamae criterion is coded, with an LDP it is midway Letween the
LDP means for the two groupé. With the use of ICFs, there is no cut-
off per se; rather a unit is classified into the group with wvhich is
associated the larger ICF score. It turns out that the respective
ICP weight differences are prﬁ:orticml to the correspoding LDF and
(therefore) the LRF weights.

Input scores for an LRF, an LIF, and an ICF are typically
predictor varisble mmasures. (As stated above, any of the three
linear camposite types may be used for a two~group classification
problem.] It turns out that another, still equivalent, approach to
two-group classification may be ezployed. Here, one uses LDF scores
for each unit as input for an IOy we thus have, in essence, a single
predictor score for each unit.

When generalizing from a tvo~group problem to & k-group preblem,
it is advisadle to forget the LRF and LDF appruaches and focus on the
ICP approach, with predictor measures as input ecores.

Estizates of Model Accuracy
" Estimation of the cross-validated accuracy of a prediction model

offers similaritias and differences between MR and DA mathods. In
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bothmuﬂlﬂthtoumtmdwidemttypaotem
vaud-ud eccurscy is of carearn. For instance, is interest in -
simply estimting an accurscy index parameter from the associated
statistic, that is, estimting the index of accuracy &2 or percent
of "hits®, respectively) that vould cbtain in the prpulatimn from
Mmhﬂulnmauplo.orhmututtnmmqmt
wvould cbtain on nppucatim of sample cptimized weights to alternate
sanmples fmtht-mpq:nntion? The cancern in this paper will be
with the latter type of accurscy. o

Altnanutmuofcmudnudkz in M, a judgmnt of DA
“hit-rate” based on the calibration sample is optimistically biased
in reference to application to alternate ammples. 70 estimte a
crogasvalidated result in MR, another decision that must be made is
wvhetber interest is in relative accurscy, as mnifested in the
cortohtla\ot!andf. or in abeclute sccurscy, as mnifested in the
MSE. In either case, several formila estimmtes are available (see
Buberty & Mourad, 1960; Romboam, 1978). It is prubable that in most
predictive uses of MR in the behavioral sciences, such as in
personnal selection, cancern is with relative aocurecy.

Unlike in MR, the cancern in predictive DA is in classification
sccurscy; this is implicitly a conocern of ebsolute socurscy. A
formila estimmte for croasvalidated hit-rate in the general k-group
case has largely eluded swthndalopists. Bowvever, a useful, although
oauplicated, formula estimate for croas-validated hit-rate in the
two-group case was derived by Mclachlan (1975). According to that
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estimator, the hit rate, Pq for group g, where g=1or 2 is:
Py =1 = P(-D/2) - £(-0/2) {(p - 1)/(Dng)

+Dl4(4p = 1) = D2)/(32n) + (p = 1) (p = 2)/(4Dn?)

+ (p = D[P + ©(2p + 1) + 16/D)/(64ang)

+ (305 - ad(24p + 7) + 1602 (482 ~ 46p - 53)

+ 192(-8p + 15)})/(1228a) }, |
where P is the standard normal distribution function, i.e., P(-D/2)
is the area to the "left" of -D/2, £ is the standard normal density
function, D is the Mahalanchis distance, p is the mmber of predictor
variables, ng is the number of subjects in group g, and m = nny-2,
While the formla looks formidable, with patience, it is calculable
with a hand—eld calculator. Moreover, as the last term in the
miltiplier for £(-D/2) is usually very mmll, one may choose to
ignore it, making the formula even more tractabla. If the researcher
vith an orientation toward MR rotes that D? = R2N(N-2)/(1-R) 2nyny,
than the Mclachlan estimator of ccaasrvalidated hit-rate can be
cbtained from the R2 resulting from regressing the dichotamous
criterion on the predictors.

One slightly "unnerving® aspect of the Mclachlan eatimator is
that it can yield estimated hit-rates that are Jarper than those that
are estimated from the known positively biased process of
reclaseifying the calibration sample (Morris & Buberty, 1966; 1967).
This is unlike the case in MR where the "shrunken" multiple
correlation is necessarily less than the value of the multiple
correlation derived from the calibration sample. 'J.‘{n explanation for
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this apparent paradax between amthads is that estimators of the . . .-
cruas—validated sultiple eornht{m are functions of the ,
cortesparding calibt’agim sample multiple eo'tn.ht!m. and are .
therefore guaranteed to yield smaller values than the sample value.
In this sense, the Mclachlan hit-rate estimator is not parallel to
the MR formila estimators. While it is an estimator of croas-
validation hit-rate, it is not a function of the calibration sample
generated hit-zate.  Rather, it is a function of the Namlambis
distance between groups, as well as other varisbles. . . That is, it
does not simply estimate a paramstar fram a function of the
correspaing statistic as do MR formila estimtors. ..

An alternate narparametric approach to estimting cxoss~
validated hit-rate, which has a wide folloving in the DA literature,
is the "Jesveowant" proasdure (Buberty, 1964; Buberty & Mourad,
1960; Lachenbruch & Mickey, 1966; Mastaller & Tukey, 1968). In this
method, a subject is classified by applying the rule derived from all
Ss except the one being classified. This process is repeated "round-
robin® for each subject with a count of the overall classification
accurecy used to estimate the cross-validated socurscy.

Clearly the same "raund=-tudin® procedice can be used to estimate
either relative or abecluts aoccuracy in the use of MR, and has .
appeared in that ocantaxt, with perheps the earliest reference due to
Gollob (1967). In a system intandad to select optiml MR predictor
variable subsets, Allen (1971) coined the procedire "PRESS," and he
appears to be the source most oftan cited in the MR literature.
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The apparent coputational difficulties due to the inversion of
N matrices can be avoided in both MR and DA by using a matrix
identity due to Bartlett (1951). This identity is cited and used
explicitly in introducing the technique in the DA cntext by
Lachenbruch and Mickey (1968), but was not mmtioned by Allen in the
first introaxction of PRESS (1971) nor in its presentation in a later
text (Allen & Cady, 1962, p.’ 254), although the same identity was
implicitly used. Moreover, Allen doesn't cite the DA literature and
the parallel spplication of the PRESS procedure. It appears that

this resampling process was "inventad® {mdepmdiently in the MR and DA
literatures.

Full vs Restricted Model Bvpothesis Testing

A technique that is well known and widely used by MR researchers
is that of hypothesis testing through ammtrasting full and restricted
prediction models. The power of this method, its generality, and its
- applicability to a yery vide arena of theoretical questions in
science is no Goubt part of the reasan for the astablislzrmnt of the
MIRSIG within AERA.

The same types of model cantrast “"explanatory increment®
Questions can be asked and sea to be at least as much potantial
interest when the criterion is cinnificatim accurecy. Bowewver, we
know of n0 exarples of this technique being used in the literature.
There seans to be no reason not to test the difference in proportion
of correct classifications (hit-rate) between tu}l and restricted
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mdels to exmmine maaningful hypothemss, just as is done using the R2
in MR. The appropriate test statistic is McNemar's (1947) contrast
betveen correlated profortions. Moreover, as the index, "I*, of
increase in classification accuracy over chance (see Buberty, 1984,
p. 168) is distribused similarly, it beccmes apparent that such a
test would also be applicable to that statistic.

~ An example of such a test from a study in vhich the mbesquent
high school dropast of a sanple of 76 children was predicted from
data available in fifth grade vill now be presentad. The six
predictor varisbles were gender, race (two levels), mmber of
elsmtary schools in vhich the child had been a student, the mmber
Of grades the child had repeated, the family structure (1iving with
at least one natural parent and no other adult, or not), and the
child's total mber of £ifth grade absences. unhlvocvidnrmoi
the relationship between both gender and race and the criterion of
high achool dropout, the hypothasis to be tested concerned the
significance of the incmt to cdlassification accuracy afforded by
adding the four *ronocganimmic® vacisbles (number of elemsttacy
schools, nmber of grades repeated, family structure, and the total
mmber of £ifth grade absences) to the prediction model containing
only énhr and race.

Classifying the calibration sasple, the proportion of correct
claasifications for the total wodal was 750 and for the model
including only gender and rece it was 63%8. A 2x2 table {llustrating
the mmber of hits and misses for both models is:
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All Prediceors
MISS HIT
Gender and Race HIT 9 39

Mss 10 18

_ The test statistic, z = 1.73, vauld typically be considered non-
significant (P = .08) and therefore offers no evidence that the
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