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Abstract

This paper {llustrates the impartance of using regreesion diagnostics to improve
model it when using standard multiple regreesion qtatistical pacimges such as
SASPC. This study examined the relaticnahip between employee perceptions of
their work environments-and-perceived job stress. The analysis was theory driven
rather than explometory in nature, and was perfarmed using SASPC multiple
regression procedures. Variables were coded to reduce possible collinearity. Various
regression diagnoetics were examined to detect the presence of outliers, influsntial
observations, residual correladar; and collinearity ( e.g., VIFs, DFFITS, the C,
criterion, HAT (leverage) values, and the Durbin-Watson test). Theee values, coupled
with the varicus regression procedures yielded a final, best nine-variable model of

R! = 48, significantly larger than the initial value of R? = .27, Future research in this
area could be strengthened through 1) an examination of the path analytic and
LISREL models in the literature that attampt t0 model indirect effects, 2) possible
incorporation of select, higher-order terms from these stydies, and 3) utilization of the
regression diagnostic procedures cutlined in this paper.
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Imrotuctian

Roloconﬂianndroleamhdqmtymtwomemthathavoboennnkodto
vaﬂousbealthmdphydcnlammo Roleconmninvolvoseanmmnqtuk
udmmmmmdbywmdoqudmklnda\nbnmy. Role ambiguity
cancerns the lack MMW]& assignments, work objectives, and others’
expectations. Kahn and others (1964) found that men who experience role canflict
and role ambiguity on the job exhihit more tension and less job satigfacdon than
menwhooetolesmcunamm;onmambiauom. Research eshows that role conflict
mmtosmmanmberdmhoroutmosmwnammmmmm&
Slocum, 1876), poorpeexrehﬂomhips(hvn:h& Capun. 1972). nndtumovar (Brief
& Aldag, 1976 Hamner&'lbd. 1974) Role lmblaukyhubeenlinhdto
ineffective coping, as woll as tumavur

Undenailization and job future ambiguicy are two additional job streésors that
have-boenlhowntotnmcapmoivodjobmu(&phn. Cobb, French, Harrisun, &
Pinneauy, 1880). Underudlizatdon of abilities involves the lack of oppartunixy on the
fob to use skills and nowisdge aoquired in echool or from previous experience and
training. Jmhmmmmlmhdmwmm
Plans, appommlttnbrmumadm.mmvduoofmjoboldm and future job
rnponnhﬂbdu 'nnuburvuhblu.thnu roleoonma.mloumbiqmw
undanmnudon.nndjobhmmamblm plulwmonthojobundmd«m
chounﬁomahmmofvmnblnbooaunofmwwoommuomto
stress, and after mmhﬂmMydaWMthqmroﬁbnt set for predicting

perceived job stress.



Msthod =

The preeant study involved a survey of staff members at a large, eouthwestem
univereity. Respondams were white callar workers in various clerical, sscretartal
and administatve positions. A total of 680, 14 page surveys were sent through the R
campus mail system, and 134 were returned for a respanse rate of 20.3 parcant.
Twenty-three cases were omitted because of missing data. The initial predictar
vnﬂnhlnsusodlnthomxdymmasmnaws:mda(Dl).yombn]ob(Xl).mlo
conflict (X2), role cmbta\my(xa):. undansilizavian (X4), and job future ambiguity (X5).
The criterion vnﬂablewuporoeivod’ob stress (Y). Gendsr (D1) was represanted by
dummy coding (i.e., 0 males, 1 females). Selected intaractdon terms were then
created based on developed theory in the literature, that is, years on job times
tmdmmnudmam).miaoonmctumnmlecmmmm).mdmmjobumn
job future ambiguity (XB). Due to the fact that stress has often shown nonlinear
relationships to other variables, several squared, higher order terms were i{ncluded {n
the analysis, that is, role conflict (2X2), role ambiguity (OTIX3), ndsnmilizadan
(X4X4), and job future ambiguity (XEX5). Finally, all the predicwr variables with the
exveptian of gender (D1), were coded {n order to reduce the likelihood of rounding
eIToTS in regression coeflicients leading to collinsarity (Mendanhall & Sincich, 1689,
* p. 343). Thus, to denots coded variables, “U° replaces ‘X’ for all variables exoept D1
and the criterian variable Y.

Results

The anslysis was parfarmed using SASPC and involved & number of

procedures. MWWMomewmmdmmMnmmOn

»
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procedure, PROC REG (i.e., D1, X1-X5). This analyuis yialded an R? = .27. Naxt, this
procedure was repeatad with these variables and the additional interaction and
higher order terms (i.e., D1, X1-XB, X2X2, X3X3, XAX4, XEX5). This ylalded an R? =
.34. The correlation procedurs, PROC CORR, was also run at this point in order %o
obtain msans and standard dsvisdans for the predictar variables.

The twelve variables (excluding D1 and Y) were then coded and anatyzed
mqm_mxmwmpmoam.mocmammmumczopm
(Le., U1-UB, UZU2, U3UR, mmfbwa. This analysils yielded an R? = .31. The
subsequamnt inclusion of D1 (gender) raised the R? value %0 .34. ‘The DFFTIS values
mmthenmnﬂmdhmdartotdénﬁ!yposdblo!nﬂuanﬁﬂobmﬂm. The 8AS
User's Quide: Statistics (1985) describes the DFFITS statistic as ‘a scaled measure of
the change in the predictad value of the ith abservadan (which is) calculated by
deleting the ith observation’ (p. 677). The difference, ¥, - Y. has been divided by its
standard error 8o that the differences can be maore easily compared. The investigetor
is interested in values that are cansidarubly larger relative 10 the other diffarences in
predicted values. For most purpoees, a value of 1.0 is oonsidered %0 be suficiently
large %0 warrant sttentian. -In the present study, influsence diagnostics revealed five
DFTTTS values greater than 1,0. These were subsequantly deleted from the analysis
leaving a remaining sample of n=108.

The regression procedure, PROC STEPWISE, was then utilizsed, specifically,
the FORWARD, BACKWARD, and MAXR options. The PROC STEPWISE procedure is
agoodchommmuomanumb«ofmd'vanﬂAblenomudu. The
various options do not always isolate the model with the highest R? but rather seek
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the best one-variahle modal, two-variable modal, and so forth (SAS Uper's Guide:
Statistice. 1985). The FORWARD optian requests the forward selectian technique,
BACKWARD requests the backward aliminadon techniqus, and MAXR requests the
maximum R? improvemsnt technique. MAXR looks at all possible regression
equatdians, however, as with the other options it outputs only the best modals, for
example, the best ten-variahle, nine-variable, eight-variahle models, and so forth.

After examining the output from the PROC STEPWISE analyses it was decided
mmmnowmqwum.ben;om:n*-.m.n:.m.uz.ua.m.m.m.um,
C, = 7.87, with all variables significant at the 0.10 leval. The C, criterion is gleaned
from the FORWARD and BACKWARD provedures (rather than MAXR) and is used %o
soloctthebectcubmmodalwnhnmlltoulmomlquanono:(C,).and_avdm
of C, near p + 1, which indicates that alight or no bilas exists [E(C,)a p + 1]. In this
case, the C, value was slightly less than the number of pareamstare in the modal
(Lo..oi&ht).

This model was then analyzed using the gensrtal regression procedure, PROC
REG, with the VIF, P, R, DW, and INFLUENCE optians. VIF prints variance inflatian
ummmmmmmmummmdw;
P calculates predicted values from the eetimated model and input data; R analyzes
the reeidual and {ncludes the Cook’s D suatistioc which is an overall measwre of
influence for each abservatdan, the standard errore of the predicted and residual
values, and the studsudsed residual; DW calculates the Durbin-Watson statistic;
mmammmwmmmmumdmmmmmmum
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absarvadan: the residual, studentized regidual, HAT or leverage value (h,), and the

.&nﬂnadmolthoplotRESD'PRED(mmlMdm) |
revealed a value greater than +2 standard dsvisdans, that is, a possible outlier.
This valus was subsequantly deleted leaving a sample of n=1056. A rerun of the
oeneral regression procedure, PROC REQ, using the above best model yielded an
R* = 4], and a Durhin-Watson, D = 2,21, sugyesting the reciduals were alightly
neqaﬂvolycunalmdr(l\dondon!:!.nu&&ndch.im. P. 307). . However, calculadan of
‘thoava_ragelev-uqualuo.'ﬁ'-_(k-i-,1)/n-.17.andmmtnadnnoltboHATvaluu_
revealed four values greater than twice the average value, sugpesting that these
values were influsntia) cbewvations and ahould be eliminated from the data set.
They were subsequantly dalsted leaving a final sarqple of n=101,

Examinatian of PROC STEPWIEE optians, that is, FORWARD, BACKWARD,
and MAXR revealed significant guins in R? values. At this point, a nine-variable
model was chosen as the best model for several Teasans: 1) the C, value was only
slightly lese than the number of predicrare (Youngur, 1885), whereas it was
«ignificantly larger for other modals with aimilar R* magnitude; 2) all variables were
significant at the 0.10 level; 3) there was a significant drop in R? using the
BACKWARD procedure as one dropped to the eight variable models; and 4) the
Durbin-Watson statistic was close to a value of two, suggesting minor residual
correlation. Thsrefore, the best model chosen was as falloww: R! = 48, D1, U}, U2,
‘U3, U4, U7, UB, USUS, U4U4, C, = 8.85, DW = 2.21, Thus, the final model included
the following variables: gender (D1), years on job (U1), role conflict (U2), role
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ambiguity (U3), undansailizadan (U4), role conflict times role ambiguity (U7), years on
job times job future ambiguity (UB), and the equared, highar-order terms utilizing role
ambiguity (U3U3) and undenmilizatian (U4U4). The cnly canflicdng evidsnce was the
value of the variance inflation factors (VIFs) for U3, U4, U3U3, and U4U4. These
values were greatar than 10, whareas the VIFs for all other variables in the modal
were appraximataly 10 or less. VIFs greatar than 10 indicate the presence of
collinearity where, (VIF) = 1/(1-R3),i = 1, 2, . . . ., k (Mendenhall & Sincich, 1989,
. p. 237). Values greatar than 10 occurred cnly in those variables used both aingularly
ndmaredintbahiqher—ordermm.mhnathemobviouscandidmam;
collinearity. In addition, Mendenhall and Sincich (1989) discuss the need to code the
dspendarm, as well as the (ndspendam variables, in order to properly calculats VIFs
(p. 236). The criterian variable, perceived job stress (Y), was not coded in this study.
Hnnl!y.t.ben’.y 48 representing the best model did not appear to be sufficiamly
large to indicate the presence of collinearity. &mdﬂmwtihthhﬂndlnq.tho
standard errors of the individual beta paramstarey were not inflated, and the t-tests
on the individual beta paramstare were significant suggesting leck of evidence for
collinearity (Mandanhall & Sincich, 1889, p. 236).
Digrussian and Recomnendations

Of eeveral hundred studies of stress examined by the authors, it appears that
none have used the regression diagnosdas discussed in this paper, suggesting that
tbomculuo!modoﬁmmdlntboknutmvmybemahrthanmm.*
Results of the present study {llustrate that the use of the various regression
diagnostics can improve best model fit mwwb. In addition, it ahould be

L[]
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.obvious that investigenare cannot depend solaly on regreexian salectan options such
as MAXR, FORWARD and BACKWARD when searching for the best gubset
rogruﬁonmodal. Opdans such as MAXR will provide R? values for all genarated
models, bowever, the final decixion as to which is the best model cannot be made -
without the C, statstic and other valuss, for axample, regression diagnostice such as
HAT values, Cook’s D, results of jackimifing procedures such as daleted regiduals,
DFFITS, DFBETAS, and the Durbin-Wetson statigtic which are available under the

' FORWARD and BACKWARD optians of the PROC STEPWISE procedure.

The FORWARD and BACKWARD optians offer different best models. That s,
they each output best models based on the pardcular programmed criteria
embeddad in their respective routines, with the R? as the galiant criterion. However,
a strang R? value is not inequivocably the Jast word on model fit. ‘For example, if
two modals with similar R? values are examined, it may be that the model with the
slightly lower R? will better satiafy the other criteria discussed above and will thus
be the better chaice overull : Therefare, the tnveedgatar needs to utilize the power of
these routines coupled with tntalligent decision making regurding the various
procedures, Coding variables reduces the likalihood of callinsarity, and outputtng
regression diagnostics enables the investigator to experimant with dropping outliers
and influential abewrvedans to #ee how their absenoce affects the variance acacumtsd
for by the overall model. In summary, there is nothing automatio about the frooess.
8ASPC and other pecikages will provide the mathamstdcs, but it remains the
reeponaibility of the investigstor to examina the output carefully to arrive at truly the
best model.
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mmamMM@m«@mmmm
nature. In other wards, because of the authors® praference for camfirmarary
modafling tachmiquss, a limited mumber of ftaractian and highar-ordar tarms were
choeen based on the litaranure. However, the litarature is replete with more complex
models, that is, path analyses and LISREL modals that attampt to modal indirect
effects. Thus, future analyses could be improved by studying the litaramure in more
depth to arrive at other plausible variahles and higher-order terms. Posaihle
mhblestoboimludodlnaddt;mnmadinmvolnmmmm.thm
u.l)jobdodqnﬁmmchunmanamy.ucpandhﬂky.Wulk
gignificance, task whaoleness, leedership style; and 2) modarsuar variahles
mmauwwmmmmmpma.m“mo-&
locus of cantrol, and growth need strength. In addition, existing studiss could be
etrangthansd through replicadan and urllizston of the regression diagnosticy
detailed in the present study.
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