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A Graphical Met.bod for S.1.ctuig 

th• Best SUb-set Regression Model 

Graphical M♦t.bod 

Stated in genffll terms. Ul• purpose of many studies ustng regression 

analysis is to detfflnine Wbidl variables or combinaUon of variables offers 

Ult best prediction for a given deptndtnt variable. Most WW agree that 

Ulere does not eJist a single indicator or method of detMmintrlg t.be 

absolute goodness of a given model. It ts oft.n suggested tbat researdlers 

employ Ult trtparttte crttena ot � economy, and tlPJanatton, Where 
\ I 

' 

�ts con<:m1ed Witll the set of UleoreUcal rationalizations for 

proceeding Witll a seltcted group of variables, economy ts eentered around 

tssues sudl as simplicity or tffictency of tsplanaUon Cl.t. how many 

variables dots tt take to aebtevt some reasonable l.vel of prediction) and 

gptanatton ts conctnltd With Ult amount of vanancie ezplaintd by a given 

model. 

Tb♦ primary purpoee of th♦ prtstnt peper ts to dttertb♦ a graphical 

met.bod for applying tlle crtterta of ffl)fl01Qf and •XPJanatJon tn the prOCffS 

of constructing a prtdtction model ustq regr♦SSton analysts. Of QtQtnl 

tmportancie here ts Wustrattng Ult retationsbip b♦� R2, adjusted R2 and 

Ult number or pvamewrs in a model. Aft.tr provtdtng a brief dtscrtption of 

the emptrtQI context of Ult analf1ds,Ult paper WW procttd to Wustrate Ult 

way in Wbidl a graphical comparston of R2 and adjusted R2 makes dear an 

important concept in the peramttenzatton of multiple linear regression 

problems. It Is argutd Ulat Ult graphical dartty Of Ult met.bod helps 

explain tlle utility of using adjusted R2 in t + 1 regression problems. 
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Graphical Mtthod 

Empirical Contezt. 

Tb• data uS&d to demonstn.te the method b♦lng discussed btre \IM&

d.,-ived from a study that sought to determine th• relative tmportane. of 

two types of cognitive variables in predicting the clinical st.il1I of medical 

studtnts. Wbilt on• domain of cognitive functioning (cognitivt preftrene.) 

wu compoeed of four variables, th• 9tCOlld domain (knowltdgt 

competencies) wu compoetd of two. Stated more sptciflca11y, tht cognitive 

prtf trenct1 variable wu compoetd of four indtpendent toortt that 

rtpresented an individual's pref trtne. for four dlff trtnt kinds of cognitivt 

functioning (Rtca11, Principles, Application, and Questioning). Tbt 

tnowltdg• competency domain was composed of two gradt point averages 

that rtOtcted a given student's level of academic achievement for two 

distinct periods of bis/btr medical education. In all cues a total of 14 

terms \!Me included in th• model const.ruction process. Tb• total of 14 was 

accumulated by having four terms from tht cognitive pref trtne.s domain, 

two terms from tht knowledge competencies domain and eight interaction 

terms that \!Mt products of the simple terms. 

Anal'ytical Framework 

Wbilt there are a number of different methods for generating 

prediction models in the contezt. of multiple linear regression, the most 

comprehensive and obviously the most elbaustive method involves ruDDiDg 

regressions between the dependent variable and all possible subsets of the 

independent variables .. With k regressors one may generate 2t- l models.

As one can see, the number of models to consider will grow to a targ• 

number Wben trying to const.ruct a model with only a small number of 

variables. With k• 14, as in the case for the prestnt empirical e:mnple, the 

numbtr of models generated eEetds 6,000. While the development of bigb 
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Graphical M•tbod 

speed comput:Ms bas almost trivilliztd calculation procedures, subsequ.nt 

dedsions about wbicb variables to include in the initial runs and wbicb 
models to seltct for furthtr analysis are not simplified. 

Witbin the framework of multiple regression, R2 is oft.fl used as a 
g.oeral indicator of the powr of a gtv.o model. Although R2 emts as a 
conv.otion for model selection and .valuation there are some rather 
fundam.otal limitations of relying on that statistic. Por eDmple, tt is 

important to nott that R2 will continue to increase as a dtred. function of 

the number of parametMI Ot) In the model. It could be argued that a 
strong reliance on R2 ts tnappropnatt, gtv.o the illusory efttets of 
tncreasmg t.. One can SM the way in wbich R2, being a partial artifact of k, 

may be �•ding. 
As an antidote to the probl.ma usodatAld wt.th R2, the adjusted R2 bas 

a built In discounting factor that count.en this rather serious naw In R2 by 

attaching " p.oatty daust for tncreuiDg the ftlut of It (lee Darlingu>n, 

1964; Eerllnger and Ptdbazur, 1942). The tquat:ion takes the followmg 
form: 

R2 (adj)• 1- (1 • R2) .al:.il 
(N-lt-1) 

Wbere 
N•tampl♦mt 
t. • numbtr of paramettn

The prt9tllce of the "N-k.-r compon.ot in th• tquation bas an attenuating 

efftd that provides a corrrtctioo for tncr.aatnts in R2 that ar• associated 
wt.th simply tncrtutng th• numbtr of peramettrs tn a gtv.o model. 
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Graphical Method 

A Graphic DtmonstratJon 
A basic coDSidtratJon in mod•I constructJon oft.n CODCffllS th• nwnbff 

of param•ten to includt in th• modtl. Whtn an a priori dtclslon bu not 
bMD mad• regarding paramttMtzation on• must prOCffd in an inductJvt 
fllhion whtr• tmpirical outtomes mort actJvtly dt� tbt nwnt>.r of 
Variables to includt in a giVtD modtl. ID t.bt prtMDt tDmplt 21-i• 1 

tquatJons of varying combinations and lqt.ba wrt gtntrattd in ordtr to 
find tb� maxtrnaJ prtdictJon tquatJon. 

Tht graphic approach tor seltctJng tbt muimwn valut for Jt involves 
plotting tbt R2 &WI. adjusted R2 values against Jt. This procedurt gives on• 
a visual display to htlp dttermint tbt point at which tbt incrtmtntal valut 
of R2 is iDsutticitntly largt to counter tbt unwanttd efftcts of increasing k. 
In a typical plot of R2 against k, tb• curv• rises mor• steeply or less 'steeply, 
dtptnding on tbt natur• of model specification. After tbe additJon of a 
certain nwnbff of paramtters tbt curvt Will usually begin to flatten. Th• 
notion of using a flatt.ning area as a termination point for adding additional 
prtdictors is oft.n tmployed as a decision rule in model coostructJon. To 

many, this decision rult may appear questionable, since tbe perception of 

flatten may SfflD subjectJve. 
A plot of R2 against k fails to reveal a definite turning point 5y 

comparison tbe adjusted R2 agtost t plot demonstrates a distinct point of 
descent More than a mtre perturbation, tbtre is a v♦ry real turning point 

to be observed. This point may strVe as a ceiling for the nwnber ot 

parameters to be used in model coostructJon. 
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Graphical M♦thod 

Iuert figure 1 about her• 

Pfgu.r• 1 provtdes an Wustration of tilt relationship betwe.n R2, adjusted R2 
and th• number of parameters in th• model. The point of de9oent 
mentioned above appears in a rather dear way. Ont should also notice the 
way in Which R2 continues to lnc:reut in relation to R2 (adj.) This 
information suggest that one should not prooeed beyond a certain level of t. 

-, 

Although the area betwe.n lt•3 to t•7 should be considered more closely, 
the level of t selectAKS should oertainty not eltffd seven. 

SUbeequent Proctdures 
Havtng decided on the number of parameters to include in the model, 

issues such u simplicity, thtoretica1 retevuoe, and eue of ezplanation may 
be considered more dceely. The nelt. step ts may be to obtain the 
combinatoric options for k• 1 to k• 7. For purpotff of illustration, 
permutations of vartabltt, for only the top t.\110 candidatff at each 1.vel of t 
art prtNnted in Tablt 1. 

Th• primary crit.rton that one may apply at this point is oft.n invottd 
under the tmn -parsimony.■ A "parsimonious· model is one that contains 
the parent terms of any int.ractJon terms that may ap� in the model 
While simultaneously using the few.st number of paramet.rs to achieve the 
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Graphical M♦tbod 

great.st amount of ♦:iplanation. Application of this a'it..rion ltd to tbe 

s.ltctton of tbe model marked u "t.est.td. in Table J. Altbougll tb.,-e is a 

gain of approldmat.ly .4 Wbt11 moving from thr" to sevt11 paramettn, It 

was decided that tbt value of this incremt11t is dubious, gtvt11 tbt C08t. Tbt 

DtCtllity of using four more paramtttn does not support tbt notion of 

parsimony. Tbt modtl teltettd could tbtn be subject to more detailed 

statistical acrutiny such u tests of slgnif lcance. 

summary Stattmtnt 

Tb.,-• art a wldt variety of mttbods for const.ructmg models tn 

multiple regrta:lon. In tilt cut Wb.,.• on• bu choetn to UM tbt all 

possible regressions approach some dtfttlSlble procedure is nttdtd to help 

make dtdsions about tile size and cont.nts of a final model. AdmitttdJy, 

Tbt model construction procedure f ollow.d b.,-e was not informed by an 

lncrtdlbly strong tbtoretical base, bt11ce tbe dedclston to proceed wltb tbt 

all possible sub-stts approach. SUch a situation ts not uncommon In social 

and educational research. Results of tbe kind obtained b.,.e may provide 

one wltb t11ougb empirical evldt11ce to perform a replication or to forge an 

inductively dmvtd tbeoretical base. Some prcsress may be realized. 

Tbe relation between R2, adjusted R2 and tbe number of parametMs in 

tbe model ls an Important one to understand. Altbougb a tabular display of 

tbese dat. will reveal tile relationship, a graphical ezpression may make tile 

association more explicit In summary, one may argue tbat tile present 

approach to gt11.,-ating a regression model ls useful In at least two areas. 

Pirstly, it provides one witb a reasonably objective metbod for defining tbe 

upper limits for model construction. Secondly, tbe graphical metbod bas 

proven to be quit. useful in instructional seWngs for demonstrating tbe 

\Waknesses associat.d witb tbe R2 selection metbod. The procedure ls also 
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UB&fu1 fa tbat it provides a ratur teWDg illustration of the relationship tbat 
ellists bttwM!l 12 adjusted 12, and the.number of .parameters fa a model. 
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