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The rise and fall and rise of multiple regression is chronicled in the literature by examining its initial impetus and 
popularity, followed by the acknowledgement of potential problematic issues such as violation of assumptions and 
overzealous usage, and the subsequent resurgence of the technique as the problems are addressed and procedures clarified. 
Jacob Cohen brought to the attention of many researchers that multiple regression can be used as a general data-analytic 
system. With the increasing availability of mainframe computers and programs to perform statistical analysis, journal 
editors were inundated with an avalanche of regression analyses. The assumptions underlying the analyses were 
emphasized, considered, and often found to be unmet. Two major problems of using stepwise regression were identified: (1) 
incorrect degrees of freedom were apecified when evaluating changes in explained variance and, (2) incorrect interpretation 
of stepwise resultswhen a few variables are selected from many. Subsequently, many different regression models have been 
developed for different situations, especially when u1umptions are violated. These models include ridge regression, robust 
regression, and nonlinear regression. 

Like the length of skirts or the cuffs on pant legs, 
the popularity of statistical tests ri~eu.r\d J~I_~ 
and rises. In his Prc11idcntial Address to the Mid• 

Western Educational Research Association, u:itocr 
( 1990) truced lhis rise wld fall and rise of three statistical 
tests in the literature. 1)111.t, the initial presentation and 
use was followed f,y a s~s;Qnd period of the 
acknowledgement of potential problematic issues such 
as violation of assumptions and overzealous usage, 
which resulted in a third period characterized by a 
resurgence of the technique as the problems are addressed 
and procedures are clarified. The thr~e, stati,stical 
techniques he examined were the 
I-test/analysis of variance, factor 1µ1alysis and meta­
aiialysis. This same approach is uaed in this paper to 
examine the rise and fall and rise of multiple regression. 

While this review of literature is largely 
chronological, it is not strictly so. Some of the 
statistical aspects are reported in the mathematical and 
statistical literature long before they appear in the 
psychological and educational literature. It is the latter 
which forms--the- principal basis of the chronology. 

The Initial Rise 
In one of the first references to multiple regression 

in the social science literature, Goldberger (1964), 
having recognized the nature of multiple regression, 
pointed out that 

... [T]he whole point of multiple regression as 
contrasted with simple regression is to try to 
isolate the effects of the individual regressors, 

by 'controlJing' on the others. Still, when 
or!_l~ogonality is 11bsent the concept of the 
contribution of an individual rcgressor remains 
inbcreniJyambiguous. (p. 201) 

A large impetus for the use or'multiplc regression came 
from the work in the late 1960's of _the distinguished 
statistician, Jacob Cohen.· Cohen ( 1968) • pointed out 
that multiple rcgrcssfoiiand analysis of variance and 
covariance are special cases _of__the gene_l111_ linear model. 

···- ,_,.,, '~-

If you should say to a mathematical statistician 
that you have discovered that linear multiple 
regression analysis and the analysis of variance 
(and covariance) are identical systems, he 
would mutter something like, 'Of course-­
general linear model,' and you might have 
trouble maintaining bis attention. If you 
should say this to a typical psychologist, you 
would be met with incredulity, or worse. Yet 
it is true, and in its truth lie possibilities for 
more relevant and therefore more powerful 
exploitation of research data. (Cohen, 1968, 
p. 426) 

He showed that through use of indicator variables 
(i.e., dummy variable coding), an eqll!_val_e'!.ce between 
multiple regression and analysis of variance, in fact, 
exists. In addition, through use of contrast coding, 
powers and products of variables, and comparisons of 
appropriate regression equations, multiple regression 
can be used as a general data-analytic system. 

At about the same time, Richard Darlington ( 1968) 
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emphasized that, besides providing the partial 
correlation between the dependent variable and each of 
the independent variables, regression weights rather than 
correlation coefficients have the interpretative advantage 
in prediction allowing statements like "Increasing Xj by 
I unit incr~es the dependent variable by J.lj units" (p. 
167). He discussed the logical fallacies involved in 
using v~;:appQ1Ji.onmJ~i:it_J~.IJ.niques for any 
purpose when the independent variables in a set are 
intercorrelated. He pointed out that the notion of 
"uidependCJ1t <X?ntribution to variance" is meani~gl_~Sl! 
especially when multig,llinearity is a problem (p.169). 

In perhaps the fir5-tJeittdevoted exclusively to the 
use of multiple regression, K~!IYLJ3~ggs! M~_t{~il. 
Eichelberger, and Lyon (1969) took advantage of the 
gro~ing presence of high-speed digital_ computers by 
freemg the researcher from simplistic designs that can 
be handled computationally with ease on a desk 
calculator. By forcing researchers to use " ... a series of 
factorial designs, Type I, Type II models, etc., derived 
to ease computation with a desk calculator," ... the 
researchers were either "confused" or had to "impose 
such constraints on his design that he is forced to ask a 
limited research question." (Kelly et al., 1969, p. vii). 

In addition, Kelly et al. (1969) emphasized that the 
availability of multiple regression procedures and 
programs allowed the researcher to ask meaningful 
res':ffl'ch questions. - • • - •• 

The multiple regression analysis presented in 
this book is designed to prepare the research 
investigator to constnict statistical models 
which will renect his original research quest.ion 
rather th1u1 limiting that question. Rcaression 
analysis will be shown to be the aicneralizcd 
ca.,e of Malysis of variance. These discussions 
shall be intimately related to a computer 
program so that the simple eleg1u1ce of the 
gcncridizcd anruysis of vari1111cc is not obscured 
and so that the investigator cru1 circumvent the 
anachronistic desk cruculator. (p. vii) 

Four years later, another popular text of multiple 
regression was written by ~~rJingcr and Pcdhazur 
(1973). The book, which listed a different computer 
program in the appendix than did the Kelly ct al. (1969) 
text, promoted the advantages of multiple regression 
ruialysis. 

Multiple regression analysis [is] a most 
important branch of multivariate analysis ... It 
is a powerful analytic tool widely applicable to 
many different kinds of research problems. It 
can be used effectively in sociological, 
psychological, economic, political, and 
educational research. It can be used equally 
well in experimental or nonexperimental 
research. It can handle continuous and 
categorical variables. It can handle two, three, 
four, or more dependent variables. In 
principle, the analysis is the same. Fin_.tlly, 
multiple regression analysis can do anything 
the analysis of variance docs ... (Kerlinger & 
Pedhazur, 1973, p. 2-3). [In addition] . 

• 
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multiple regression analysis not only gives 
more information about the data, it also 
applicable to more kinds of data. (p. 6) 

Multiple reg~ession not only provides a w3.y to 
analyze the relattons of _!)DC variable with a set of 
variables, but it, with the st~wise method, also can be 
used for purposes o_f p~i~~Y· Efroymson (1960) 
first advanced stepw1s~ regression in an article in which 
he presented an algorithm ·which performed a true 
stepwise (as distinguished from FORWARD or 
BACKWARD methods) regression. • -----

An impg.rtfillJ. .. prope.rty_ of the stepwise 
pr,~ce<!_ure is based on the facts tliat (a) a 
variable may be indicated to be significant in 
any early stage and thus enter the equation, and 
(b) after several other variables are added to the 
~e~ession equa_tio?, ~e initial v~able may be 
mdicated to be ms1gruficant. • The insignificant 
variable will be removed from the regression 
equation before adding an additional variable. 
Therefore, only significant variables are 
included in the final regression. (p. 192) 

Efroymson's ( 1960) article presented computer 
output from an example, as well as estimates of how 
much space and time would be needed to run problems 
based on the number of variables and sample size. 
Stepwise rearession ha.<1 received considerable attention 
in reducing the number of independent variables in the 
prediction equation or selecting the best subset of the 
vuriablcs from a set of independent vuriubles. 

Following Cohen and Darlington's work, the 
1970's saw a ercat increase in re8earch on the theory as 
well as application of multiple regression. For 
e)(mnple, sec Heise (1969, 1970) who used multiple 
regression in causal relation research using social 
science and p1111cl d.111.11. • 

As you will sec in the next section, the middle of 
the 1970s saw the peak in the number of applications of 
multiple regression. Questions about. assumptions 
being met and appropriate uses come to the forefront of 
researchers' use of the statistical methodology. 

The Subsequent Fall 
With the increasing availability of __ mainf!il~e 

computers and programs to perform statisticru analysis, 
journal editors were inundated with an avalanche __ of­
regression analyses. Figure I demonstrates the growth 
of multiple regressfoii, discnminant analysis, and 
canonical correlation from article references by the 
Educational Resources Information Center (ERIC). The 
ERIC database consists of the Resources in Education 
(RIE) file of document citations and the Current Index 
to Journals in Education (CIJE) file of journal article 
citations from over 750 professional journals. • 
Questions were raised about whether assumption~ere 
being met and the use of st~pwise reg~~n was 
strongly criti_~j_zed, Attention was given to whether the 
regression models were COf1'~_tly specifi_ed. Confusion 
between multiple correlation and prediction estimation 
began to be identified. 
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Figure 1 Number or Citations or Multiple Regression, Discriminant Analysis, and 
Canonical Correlation In ERIC Journals from 1!>65 to Ifft 
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v;otation or the Assumptions 
Durina 1970s there were many criticisms related to 

the as_sumption or normal distribution or errors or 
measurement ·whlcli is; in many cases, not likely to be 
true with variables in behavioral research. 

The classical linear model Y • p" + e assumes that 
y, an N x l vector, is a random variable, X is an 
N x (k+ 1) matrix with fixed (not random) values~ (i.e., 
X is matrbt or known constants); fJ, a (k+l) x 1 
vector, contains the k unknown parameters, or 
regression weights, plus an intercept parameter; and£, 
an N >< l vector, is a random variable. It further 
assumes that the errors have the properties of normality, 
linearity, independence, and homoscedasticity. This 
expression of the classical model is from Sockloff 
(1976), pp. 268-9. 

It seemed that multiple regression does not have 
any requirement for the data except meeting those 
assun.iptions described above. ll<?x (1966) alerted the 
mathematical community to aJ)OSSlh1e concern in 
treating data collected from "field research" (without 
controls on variables or manipulation of independent 
variables) in the same manner as data from "lab 
experiments" (with random assignment of subjects to 
groups). 

The method of leas!_.squares is used in the 

1uui.lysis or duta rrom planned experiments and 
also in the ruuilysis or data from unplWU1ed 
happcninas .... II is the tacit assumption that 
the requirements for the validity or least 
squares ruralysis are satisfied for unplanned duta 
that produces a great deal of trouble. Whether 
the data are planned or unplanned the quantity 
£, which is usually quickly dismissed as a 
random variable having the very specific 
properties mentioned above, really describes 
the effect of a large number of 'latent' variables 
x k+l• x k+2, ... , x m• which we know 
nothing about. (Box, 1966, p. 625) 

For the unplanned data, suppose k independent 
variables are input in the model, £ includes a 
combination of some latent variables, say, x k+ 1 • 

x k+ 2, ... x m. Therefore, the regression model 

contained two components: 

As an example of analysis of unplanned _d_ata, Box 
( 1966) discussed a possible situation-m industry. 
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In the operation of an industrial process past 
experience often shows that certain variables 
are of major importance. In order to control 
fluctuations in the process, therefore, careis 
taken to hold precisely these variables very 
close to fixed values. As the "statistical 
significance" of any variable is greatly affected 
by the range it covers, there is a strong 
probability, therefore, that the most important 
variables will be dubbed "not significant" by a 
standard regression analysis. A further 
difficulty is that with unplanned data regression 
variables will frequently be highly correlated 
only because of operating policy. (p. 628) 

Although presented here as a violation of the 
assumption of the errors being normally and identically" 
distributed, the problem identified by Box (1966}.may 
also be considered as ~-~p~_fj_<:ati<>n of the ~er~ion 
model and multicollinearity resulting from unplanned 
data. 

Some people questioned the r9bustness of l~t 
square estimation when the assumptiori(s) wrui(were) not 
met. W~":~~-~d TI.i!~~e'! (19-'?6) concluded: ,. 

In this paper we have explored a variety of 
schemes for estimating coefficients of linear 
functions with respect to their ability to yield 
reasonable answers when the form of the data 
distribution ranges broadly. ~~r_S~f<>f.lJ~Sl 
finding is that the most commonly applied 
methodology, least squares estimators (LSE), 
are the worst performers in general. (pp. 30-
31) 

Earlier in this article, Wainer and 'Ibisscn discussed 
the n.,sumptions in multiple regression and usina equal 
weights (fl s). 

The r~bustness of cqwtl weights is beyond 
question, since their estimation docs not 
involve the data at all; tl1e shape of tl1c sample 
distribution is irrelevant. Least squares 
estimates are another story. The)' are used 
without distributional assumptions and are 
identical to ma~imum likelihood estimates 
with Gaussian assumptions, provided that one 
assumes independence of error. If this 
assumption is violated the least squares 
estimates overestimate the betas. This is only 
one thing that can go wrong and is indicative 
of the "capitalization on chance" that has 
become the- hallmark of least squares 
regression. (p. 12) 

In another article advoc?ting the llSe of robust 
regression methods, Wainei-'(1976) wrote: 

It is noted that the usual estimates that are 
optimal under a Gaussian assumption are VJ~' 
vulnerable to the effects of outliers. . .. 
Normality assumptions are very useful 
theoretically',· but have sometimes proved 
l!!l!~Jtic in practice. (p. 285) 

In a 1976 article, Sockloff noted that the 
- . 

assumptions under which analyses are conducted are not 
always specified. 

Recent works by Cohen (1968), Kelly, Beggs, 
McNeil, Eichelberger, and Lyon (1969), 
Kerlinger and Pedhamr (1 m ), and Bottembecg 
and Ward ... have attested to the flexibilliJ of 
the General Linear Model. These piibifcations 
have shown the capabilities of a single 
approach to the solution of correlation, 
regression, and the Fisherian analysis of 
variance problems. It is noteworthy that all 
six of these publications claim, more or less, 
to be using the General Unear Model, but in 
no case has the particular linear model and its 
assumptions been clearly specified and 
consistently applied. 

The General Linear Model is a name given to 
the fami"7YofJnodel~_ ~ssessing a comm__gn 
characteristic, namely, linearity., in__tpe 
parameters ·of the_ equation specifying the 
model:-· The members of this family are 
distinguishable in- terms of their-· various 
assumptions, and it is the contention of this 
author that the distinctions among these 
different linear models are of more than just 
passing interest. 

1be above publications, plus t11ose of Digman 
(1966) and of McNeil and Spaner (1971), have 
shown the capabilities of the General Linear 
Model in hundlina the analysis of nonlinear 
data .... [f]he interest of this paper is to show 
th11t the analysis of nonlinearity via 
polynomial and product variables in a linear 
model has limitations f ru- more strinaent than 
have been realized by educational and 
psycholoai~ll researchers. (pp. 267-268) 

_S()(;Jcloff,(1976) distinguished between threeJincar 
models (fi~cd. random.and provisional) and emphasized 
the differences between a fix.cd model and a random 
model and the limitation of general linear model in 
handling nonlinear data. In t11e "fi1'cd" model, the 
matrix X consists of 11regrcssors that are observable and 
are fi"ed (determined a priori) values of random 
variables" (p. 269). In the random model, X is a 
matri" of regressors that are observable and .random 
variables. 

The Random Normal Model requires the 
additional assumptions: (a) in the population, 
X and y arc distributed muhivariate normal, 
and X and c arc uncorrelated; and (b) in tl1e 
sample, each multi variate observation 
corresponding to a row of X and y is randomly 
drawn. If X and y are distributed multivariate 
normal, the £ = y - X fl is independently 
distributed multivariate normal with corrunon 

variance o2 as in the Fixed Nom1al Model, and 
X and £ are not only uncorrelated but also 
independent. The population to which 
inferences are made under the Random Nomial 



Model covers the total multivariate population 
from which the validation sample is randomly 
drawn." (pp. 269-270). 

Kelly et al. (1969), Kerlinger and Pedhazur 
(1973), and Bottenberg and Ward devote most 
of their respective texts to multiple regression 
and capitalize on the similarity o f 
computational procedures required for the 
solution of analysis of variance, multiple 
correlation, and polynomial regression 
problems. Whereas Bottenberg and '\\:'.~~jail 
to specify models or assumptions, Kelly et al. 
anaXerlinger and Pedhazur work under an 
apparent Fixed Normal Model insofar as 
distributional assumptions are not made about 
lhe regressors. Although Kerlinger and 
Pedhazur never distinguish the two classical 
models, Kelly et al. make a distinction, but 
this • distinction is made late in the book at 
which point the reader cannot easily determine 
the appropriate model for each of the problems 
presented earlier. (p. 272) 

He pointed out that the computational_ siiniliuity 
between the fixed and random models was the initial 
source of the confusion of the two models. He argued 
that "regarding the analysis of n_9!iliMarity in 
observational data under the Random Model, the 
Random .Nonna! Model cannot be_ used, and contrary to 
the various publications extolling the generality of the 
General Linear Model, the appropriate CQUllt~.rpiµ-t 
inferential model does n_qt_cu,rrcntly exist." (p. 288) 

Muhicolljncrujty 
Statistical analysts using multiple regression have 

known for some time ab<>ut the problems caused by 
intcrcorrelations among the independent variables. High 
intercorrcliitions runoni the predictors, but not complete 
linear dependency, hn., bcc:n called "collinearity" or "i.J! 
conditioning" of the correlation nu1trix, or for the 
purposes of this paper, "n!uJ~i~!linearity". por.~.2..n 
( 1969) alerted us to the potential problems: 

Although the warnings concerning 
multicollinearity are to be found in statisti~s 
te1tts, they are insufficiently infonnative lo 
prevent the mistakes described here. This is 
because the problem is essentially one of 
substantive interpretation rather than one of 
mathematical statistics per se. (p. 592) 

·nie effects of qiulticollinearity on the least squares 
estimates of the· regression coefficients were pointed by 
Johnstone in 1972 as follows: 

I. The precision of estimation falls so that it 
becomes very difficult, if not impossible, to 
disentangle the relative influence of various x 
variables. This loss of precision has three 
aspects; Specific estimates may have very large 
errors; these error may be highly correlated, 
one with another; and the sampling variances 
of the coefficients will be very large. 

2. Investigators are sometimes led to dro_r 
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variables incorrectly from an analysis because 
theirooefficients are not significantly different 
from zero, but the true situation may be not 
that a variable has no effect but simply that the 
set of sample data has not enabled us to pick it 
up. 

3. Estimates of coefficients become very 
sensitive to particular sets of sample data. and 
the addition of a few more observations can 
sometimes produce dramatic shifts in some of 
the coefficients. (p. 160) 

Gordon ( 1969) concluded: 

... [W)e have not been condemning the method 
of multiple regression in general. There 
remain many situations in sociology for which 
regression is an excellent tool of analysis. We 
do condemn, however, those applications of 
regression-coefficients that seek to determine 
the relative importaJ!CC of. variables in the 
manneroitlieexainples we have cited. (pp. 
61>6) 

Abuse of Stepwjse Regression 

s 

One of the most common uses of regression has 
been 1!1~~!18 aut<??tittically, that is, determining 
the relativeJ~ft!lllCe of.,i~ables by the order in 
which they are-entered (or deleted) to find the "~s,t" 
regression model, Pope and Webster (1972) pointed out 
that: 

The methods generally known as stcP."'..i.!c 
procedures arc, however, the DlQ~J.~i~eJy_!J§~t 
dn~n ~n.?.Jy~is methods; in particular by non­
professional statisticians. This has come 
about through the a~J-~_!>}lity of computer 
pro1ran1s: • 

'Jllis paper was stimulated by this widespread 
use of the stepwise procedures and theJ11.~k of 
understanding (by the non-statistician) of their 
weaknesses. (p. 328) 

Huberty (1989) listed three intended uses of 
stepwise regression. ·--

Stepwise analyses have basically been used for 
three purposes: (I) selection or deletion of 
variables, (2) assessing relative variable 
impor~<;e; or (3) both variable sclcc~on and 
variable ordering. (p. 45) 

Stepwise regression has been commonly used for 
selecting the best subset for any specified number of 
retained indeperi-deiii variables. Among a total of 
k (k+ l) / 2 fits, "as observed by Gorman and Toman 
(1966), it is unlikely that there is a single best subset 
but rather several equally good ones" (Hocking, 1960, 
p. 9). tvlantel (1970) criticized forward selection by 
illustrating a situation in which an excellent model 
would be overlooked because of the restriction of adding 
only one variable at a time and pointed out the 
disadvantage of forward selection needs k (k+ l) / 2 fits k 
where backward elimination only needs k fits for testing 
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among k variables. Hocking (1960) also expressed 
concern about the limited number of solutions for the 
"best" regression equation. 

Another ~sm ~ FS lfoj~d selecti~,and 
BE (backward elimination o ten cited is that 
tiieyTmplyanor<ler-of importance to • the 
variables. This can be misleading since, for 
example, it is not uncommon to find that the 
first variable included in FS is quite 
unnecessary in the presence of other 
variables .... The lack of satisfaction of any 
reasonable optimality criterion by the subsets 
revealed by stepwise methods, although a valid 
criticism, may not be as serious a deficiency as 
the fact, that typical computer routines usually 
reveal only one subset of a given size. (p. 9) 

Pope and Webster (1972) pointed out the 
"eseudo!l_~~LQ[ t~c:,_ f:-:statistic" for testing the 
significance of independent variables in linear prediction 
equation" (p. 327). "Unfortunately, the most widely 
used computer programs print this statistic at each step 
without any warning that it does not have the F 
distribution under automated stepwise selection" 
(Wilkinson, 1979, p. 168). Using a Monte Carlo 
simulation, Wilkinson (1979) constructed the tables of 
the upper 95th and 99th percentage points of the sample 

R2 distribution in forward selection. He examined 71 
articles published in psychology from 1969 to 1977 
which used stepwise regression. • 

Out of these ,irticles 66 forward selection 
analyses reported a., significant by the usual F 
test were found. Of tl1csc 66 nnalyses, 19 were 
not sianificant [using Wilkinson table] .. , (p. 
172) 

The SC$!C C(?nsequ~nces . of abuse of stepwise 
regression were empha.,ized by Thompso,~ in a ).289 
editorial entitled, "Why Won't Stepwise Methods Die?" 

First, most researchers, thanks to "canned" 
computer programs, do not employ the correct 
degrees 9f freedom when evaluating changes in 
explained ·viii-lance (i.e., usually changes in 
squared R or lambda) .... Second, some 
researchers incorrectly interpret stepwise results 
in which q "predictor ·variabies have been 
selected as indicating lhal the predictor 
v1triablcs are the besl variables to use if lhe 
predictor variable set is limited to size q . ... 
Thi.r.d._ some researchers incorrectly consult 
order of entry information to evaluate the 
importance of various predictor variables." (pp. 
146-147) 

In one of the most seriol!s and thorough critiques of 
stepwise regression: 1:r:~h,e~y ( 1989) postulated that: 

(1) .. stepwi~e analysis shouldJI_QJ generally be 
used for variable selection purposes. A basic 
detect of stepwise.procedures is attributable to 
'their consideration of variables one-at-time ... 
direct tests for the additional information 
supplied jointly by several variables arc not 

- . 
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made' (McKay & Campbell, 1982, pp. 13, 45) 

(2) ... o~l.Y!'.!i.~ble entry in a stepwise 
analysis should.notJ~_us~jo assess relative 
variable contribution/importance." because "the 
inter-relationship of the response variables are 
completely ignored when the most 'important' 
[first variable entered] is determined ... and the 
dependence [of following variable on preceding 
variable] or conditionality truly makes variable 
importance as determined by stepwise analysis 
very question". (pp. 46-47) 

~c!tjgaQ_{l986), warned researchers that sampling 
~-can seriously distort stepwise results. ,---

There is a danger that we might selected 
variables for inclusion in the regression 
equation based on chance relationship. 
Therefore, as stressed in our discussion of 
multiple correlation, we should apply our 
chosen regression equation to a .f res~!!.~£l t:__Q(.. 
o~jec~_ to see how well it does in fact predict 
values on the criterion variable. This 
validation procedure is absolut~ly_cssential if 
we arc to have any faith at all in the future 
applications of the regression equation. (p,. ,. 
265) 

We will see in the ~eCQ.'!~ Rise section that 
Huberty proposed altc,miativc mctlio<ls·fo-·address these 
problems. 

Mjsspecifjca1jon of Rcgres:,jon Mo<lcl s 
Included in our definition of misspecification of 

regression models are specification errors by usina the 
"wrona".independent variables as well a• exprcssina the 
wrcina relationship amona the. independent variablcs·or 
the relationship between the independent variables with 
the dependent variable, This first type was identified in 
I '171 by Dorhnstcdt ru1d Cartei'. --- -• ·' 

When one has mistakenly either omitted or 
included variables 111·ru1 equation assumed to 
capture the lru~. causal structure to Y, or when 
the functional form chosen to represent the 
variables is incorrect, we say that one has made 
a s~F~tio_n error. (p. 128) 

The second type would include following: (a) 
specifying a linear model though a oonline1tr model is 
more appropriate, (b) postulating an additive model even 
though a nonadditive model is more appropriate, and (c) 
applying a linear additive model when a nonlinear or 
nonadditive one is called for (Pedhazur, 1982, pp. 225-
229), 

When any of Ilic assumptions are violated or when 
the stepwise regression technique is not correctly used, 
misspecification of the regression model is an inevitable 
outcome. However, researchers often ignore such 
errors. 

Gordon ( 1969) contended that the theoretical, 
contci(of research should determine the nature of 

- - - 2 
importance of the variables controlled. Since R was 
the most often used crilcrion to judging predictio!} . 
models and (p,irtial) regression coefficients were often 
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used as indicators of the relative importance of 
variables, Gordon (1969) showed the interrelationsh!Jl.of 
the multicollinearity and ~,Pecifica.t!_~!!_P!Qhlems. 
He provided the examples showuig that: 

[S]mall variation among the correlations of a 
highly related set can be create !arg~y!.lriatio!!~ 
among their regression coeffietents" ~2). 
In addition "the values of regression 
coefficients are not immutable and that they 
can be greatly affected by changes in the 
selection of independent variables to be 
included in an analysis" {p. 613). He warned us 
that "multiple regression is not an all-purpose 
methods for data reduction" (p. 163) and 
emphasized going "beyond simple examination 
of the regression coefficients". (p. 615) 

Bohrnstedt and Carter (1971) discussed the effect of 
specification errors: 

specification errors can seriously affect our 
estimates of the_ true structural par~ers 
operating in ihe system.-:-:. if we hypothesize 
the wrong model, then our estimation of that 
model will yield meaningless estimates. (p. 
141) 

They concluded that "we can only come to the 
sobering conclusion, then, that many of the published 
residfs- based on rei:ression analysis ... arc possible 
distortions of whatever reality may eiust" (p. 143). 

Confusjon Between Multjplc Corrctatjon and Predjction 
Jl,tjmation 

The prcdiction_!)todc:l and the correlatioo.m.odel 
were seldom to be distiaiiiuishcd. I luherty and Mourad 
( 1980) ~cn1pliasiicd the di((crencc: of the parameters 
estimated in the multiple correlation and prediction 
estimation. 

All of the statistiCld techniques associated with 
the prediction model arc applicable with the 
correlation model. However, from a 
correlation estimation viewpoint, different 
parameters arc associated with the two models. 
With the correlation model, the population 
multiple correlation coefficient of interest is p. 
which reflects the correlation between Y and 
the optimal linear composite of X1. X2, ... Xp 
in the population as a whole. The optimal 
linear composite is that composite determined 
so as to maximize this correlation in the 
population. With the prediction model, the 
population multiple correlation coefficient of 
interest is Pv which reflects the correlation 
between Y and the linear composite of the X's 
which is optimal for the calibration sample. 
With each calibration sample is associated a Pv 
, which is a type of validity coefficient. 
Values of Pv are coefficients of correlation 
between a criterion Y and a linear composite of 
the predictors, the weights of which will vary 
across repeated sampling. (p. 102) 

They also criticized the deficiencies in reporting 
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estimates of correlation coefficient in the literature and 
the inflated predictive validity of the studies, 
overestimation of the parameter p for prediction using 
Rw and Re They discuss two estimation procedures for 
the parameters p and Pv cross-validation and usage of a 
"shrinkage" formula. 

The Second Rise 
In this period which these authors call the 'second 

rise' L comparatively new techniques are recognized for 
han_@_l!g_~ prob~~°:!,S _identified during the period of 
"the fall." Some of those techniques are robust 
regression, ridge regression and nonlinear regression. 
Tbesemethods ·w-ere introduced to behavioral scientists 
in the late 70's and early 801s. Also, new methods 
using multiple and/or categorical dependent variables, 
such as canonical correlation and discriminant analysis, 
have been popularized. 

Nonlinear Regressjon 
When the as~ption of li~~ty _ is violated, an 

appropriate nonlinear regression model should be 
considered. Since regression weights in nonlinear 
regression equations can be changed by changing the 
means of the independent variables, and the means arc 
often chosen arbitrarily, the coefficients of nonlinear 
regression models can not be interpreted causally. A 
general solution to the importance of each independent 
variable in the linear and nonlinear models was 
attempted by Darlington and R<>m ( 1972 ). For the sake 
of the difficulty of the interpretation of the nonlinear 
regression model, tbc effects on the transformation of 
p~J!~-~!i1~l _rc:gres_si_on equations into a format that is 
readily 111terpreinble w~c '.!~e. 

Robust Regression 
111 12'7.§.1 ~~!',l'~.l_Wainer.wrote an article published 

in l'sychological /Jullelit1 entitled "Estimating 
Coefficients in Linear Models: It Don't Make No 
Ncvennind." In his nrticlc, he stated: 

lt is proved that undc:t_ very general 
circumstances coefficients in multiple 
regression models can be replaced with equal 
weights with almost no loss in accuracy on the 
original data sample. It is then shown that 
these equal weighs will have greatClr rol>us~~s~ 
than lea.,t squares regression coefficients. (p 
213) 

The general conditions given are "all predictor 
variables should be oriente4_properly" and "the predictor 
variables should be intercorrelated positively" (Wainer, 
1976, p 213). -··· • • 

W ainer's approach essentially ignores the sample 
data. A less radical solution to the problems with 
ordinary least squares solutions (OLS) to the estimate of 
parameters in multiple regression in light of non­
normality or outlier problems has been addressed by 
Huyhn (1982), who referenced the sources of the 
alternatives for handling outliers and explained the 
concept and functions of Least Absolute Residual._ 
(!::AR), first introduced by Gentle ( I 977): 

LAR estimates are the maximum-likelihood 
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estimates when the errors follow a double 
exponential structure. Because large residuals 
are given smaller weights in LAR estimation 
than in OLS [ordinary least squares] 
estimation, LAR estimates are less influenced 
than OLS estimates by those residuals. 
(Huyho, 1982,p.506) 

Huyho reviewed each of the_f our robust regression_ 
techniques provided by Huber ( M~esfimiite)~ij!fl1ple 
(psi-function),' Anclrew (siiieestimate) and __ Tukey 
(biweight estimate), respectiveiy, provided an example 
ofusingthese four robustness regression methods, and 
compared them with the results from employing the 
ordinary least square method. The reader should refer to 
H(!Bg_{ 1979)_!_?.r a discussion of the last fQur_~!i~_t<>.~~­
Huyho Jt 982) f!Wllllllll"!~ the conclusions about robust 
regression against OLS. 

First, if the data do not contain any ~. 
observatio11s, then OLS and robust regressions 
provide estimates that do not differ markedly 
from each other. ~n~.L for data with 
suspected or al>!l..QTTD-.!!. ~bservations, OLS 
estimates may differ substantially from the 
robust estimates; thir.!t__ observations 
considered as outliers byOLS regression may 
not be outliers-araUunder robust regressions. 
Fourth_,. robust regression procedures, as 
proposed by Hampel, Andrews, or Tukey, may 
be able to detect outliers automatically by 
giving each one a weight that is 1.ero or very 
small as compared with other weights. {p. 
511) 

I le re-empha.1i1.cd the recommendations provided by 
H5?JUt 0979) .. 

Pcrfonn the ustutl Ol~~.!ln.'~Ysis along with a 
robu_!l.t procedure sudi as that used by Andrews. 
If the resulting estimates arc in essential 
agreement, report the OLS estimates and 
relevant statistics. If substantial differences 
occur, however, take a careful look at the 
observations with large robust residuals and 
check to detennine whether they conlain·errors 
of any or if they represent significant 
situations under which the postulated 
regression model is not appropriate. (pp. 511-
512) 

Ridge Regression 
Knowledge of the potential problems caused by 

muhicollincarity has alerted researchers to avoid 
misinterpretations. Many alternatives have been 
proposed. A researcher might first try lo cliEunate_ tlte 
variables that contribute to the high degree·-of 
multicollinearity. However, we should not have 
considered a logically redundant variable initially. 
Removal of any one variable may lead to 
misspecification of the model. Pedhazur (1982) noted 
otlter remedies: 

One of the proposed remedies is tlte collec,i<>_n 
of additional data in tlte hope that this may 
ameliorate the condition of high - . 

multicollinearity. Another set of remedies 
relates to the gr_~llg __ ~f_variables either in 
blocks on the basis of a priori judgements or 
by the use of such methods as principal 
compone111s analysis and f!l~tor analysis .... 
An~ther SCI of proposals .. .is to abandon 
Ordinary Least-Squares analysis and use instead 
other method, of estimation. One such 
method that has been gaining in popularity is 
~~ge Regr.c~•ion.... [N]one of the proposed 
methods of dealing with high multicollinearity 
constitutes a cure. High multicollinearity is 
symptomatic of insufficient, or deficient, 
information, which no amount of data 
manipulation can rectify. ( p. 247) 

Redu~ "._'!,iance regress!on, as a compromise 
between ordinary regression and some other teclmiques 
such ~ weighted least squares, was advocated for its 
pote~t1al_ solution of dealing with prol>J~µi~ of 
multicolhncarity, ratio of number of predictors·-to 
sample size, as well as validity issues. Ridge 
regression, introduced by Hoerl and Kennard in 1970, is 
an appl~cat!on of red~~ vanance-·regres~io#_.-"Ridge 
regression IS 8 CQ!!lrOVersfal procedure that attempts to 
stabili77 estimates of regression coefficients by infl~li.ng 
the_ vanancc that is analy:zed" (Tabachnick & Fidell, 
1989, p. 130), 

In late 70's and early 80's, ridge regression was 
reemphasized in the psychology and social sciences. 
For example, Price ( 1977) and Darlington and Boyce 
( 1982) highlighted the function of ridge regression in 
exploring and extracting information from multifactor 
data. !:ice ~ 1977) auvc 1111 example of how to use ridae 
regression, Introduced the criterion of choosing a value 
of k (11~ below) from inspect.ion of the ridge !tacc; and 
cmphas11.cd the nature of ridge regression in reducing 
t~t,tl mean square error by introducing some dearee of 
bias. 

Darlington and Boyce ( 1982) also provided the 
bchnvio~ul scientist with a ~y comprehe_•t!Jbl_e 
cxplunatJon about rid11e regressio,iusi,ig tl1e concept of • 
regression to the mean. 

It is ~.elLktt<?.Wn that estimates for many 
independent par1uneter values can be improved 
by regressing the unbiased estimates of those 
values toward the grand mean of all the values. 
... !.[_the investigator assumes that onJbe. 
average, each observed correlatfon exceeds the 
t~:value by a Jlr.2PQrtion t then the_ ratio 
between average observed and true values is 
(1 +k) I l. ... Ridge regression essentially 
consists of !!djusting ml the correlations in the 
matrix (both the X . X and the X - Y 
correlations) by this factor 1/(l+k), and then 
deriving regression weights in the ordinary 
way .... Thus adjustment of the X • X 
correlations produces the largest increases in 
apparent independence (and hence increases in 
beta weights) for those regressors which 
correlate most highly with the other regressors. 
lllis is how ridge regression takes advantage of 
validity con~ntrution -- regressors correlating 
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highly with the total set of regressors are 
upgraded in importance relative to the others. 
(pp. 84- 85) 

They informed researchers that about a dozen 
formulae for estimating k have been proposed and the 
ri~_g~11;a~_~SS._E<> I~gef-_!:~<:<>~~-~e._~_!>y the 
statisticians. The aftemattve for est1mat10g k, an 
iteration procedure was introduced in this paper. They 
also provided recommendations about when ridge 
regression should be used. 

Alternatives to Stepwise Regression 
Concerning the possible distorted __ resul_t!_Jrom 

careless use of stepwise_regression, many researchers 
triecltofioo better alternatives to stepwise regression. 
Huberty (1989) provide,fihe-aiternative approaches and 
suggested that "a 'natural' criterion to use to determine 
the best subset size 7if the·context of prediction and 
estimation is to minimize the residual sum-of-squares 
value" (p. 50). For selecting the variables from a set of 
initial variables, SAS PROC RSQUARE (SAS 
Institute, Inc., 1990) procedure was recommended to 

assess 2P-l equations, where p is the -number of 
predictors (Huberty, 1989, p. SO). For determining the 
final subset_size of the independent variables, Huberty 
(1989) recommended adjusted R2 or scree test •·· 

"plot[ing] the adjusted R2 values for the 'best' subset of 
each size (determined by the researcher using 
information from computer output pl us sound 
judgment) against subset size" (p, 51). 

Thompson ( 1989) proposed that a possible 
nlternative to the misleading results of stepwise 
rcarcsiiion would be to "employ II cross-validation 
procedure such 11.1 one recommended by I Iuck.,-:Qim_uer, 
and Bounds. (1974, p. 159)". Huck, Cormier and 
J~oui1-ds ( 1774) proposed a.four-step method, 

-···---·-- .-- ~-
(I) 1bc original group of people (for whom 
both predictor and criterion scores arc available) 
is randomly divided into two su_bgr~ups. (2) 
Just one of the subgroups ... ffT1sc<I to develop 
the prediction equation.. (3) The equation is 
used to predict a criterion score for each person 
in the second subgroup, i.e., the subgroup that 
was not used to develop the prediction 
equation). (4) The predicted criterion scores 
for people in the second subgroup arc corrclat~ 
with their actual criterion scores. A high 
correlation (that is significantly different from 
zero) means that the prediction equation works 
for people other than those who were used to 
develop the equation. If the individuals in 
future studies are not too much different from 
those in the cross-validation procedure, the 
researcher is justified in using the prediction 
equation for groups other than the original. 
(pp. 159-160) 

Henderson and Velleman (1981) illustrated the 
superiority of substantively guided data analysis over 
automatic model building. "Automated multiple 
regression model-building techniques often hide 
important aspects of data from the data analyst. Such 
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feature as nonlinearity, collinearity, outliers, and points 
with high leverage can profoundly affect aut9mate4 
analyses, yet remain undetected." Henderson and 
Velleman (1981) proposed an alternate me,th~5!...__ 
integrating "interactive computin_t_and c:itp_l<>.rn_tory 
methods to discover unexpected features of the data." (p 
391). They illustrated their alternative method using 
two examples, one from Hocking (1973) involving 
variables on 32 automobiles and a second example on 
air pollution and mortality from McDonald and 
Schwing (1973). 

Henderson and Velleman (1981) slated a 
fundamental axiomof their philosophy of data analysis 
'The clata'aiialyst"-knows more than the computer" (p. 
391). --- -- - --- • - -

Checking for the Assumptions 
Following the concern for possible violation of 

assumptions, methods to check for whether 
assumetions we~e-~~le_or not were developed using 
computer programs. Some of these methods were 
nicely summarized in a paper by Elmore, Woehlke, and 
Spearing (1990). They also compared the procedures 
aviHable'fn_S.AS and SPssX. ~.(192Q)_provided 
examples of how multicollinearity among independent 
variables can be detected using the SAS and SPSSX 
computer packages, and recommended procedures for 
reducing the extent of multicollinearity. In addition, 
P.9blmann (1990) presented some methods usina SAS 
(version 6)chec1:for outliers. 

Multjvrujate Technjguc 
Althouah it was oriiiinally developed in the 30's 

(I lolcllina, 1935), canonical corr~lation wa., not realized 
a., the most aencral cruie of the aeneral linear model 
until the late 70's or early 80's. 

... Baggaley (1981) luL, noted that canonical 
correlation analysis, and not regression 
1uu1lysi s, is the most acneral ens.~. of the 
general Ii ncnr model. - -·-l(napp ( 1 9 7 8) 
demonstrated this in detail andconcluded that 
"virtually all of the commonly encounter 
parametric tests of significance can be treated 
as special c~s~s of ca~~n~_cal correlation 
analysis, which ls the general procedure for 
investigating the relationships between two 
sets of variables." In a similar vein Fornell 
(1978) notes. "Multiple regression, MANOVA 
and ANOV A. and multiple discriminant 
analysis can all be shown to be s~iaJ_ cas~~-9.L .. 
~o~gil.analysis .... " (Thompson, 1984) 

Extended from a single dependent variable in the 
model to multiple dependent variables, canonical 
correlation could be used at least to predict or e1'plain a 
set of dependent variables by a set or independent 
variables. When the dependent variables are categorical. 
the procedure is called discriminant analysis. The roles 
of discriminant analysis include- that separation, 
discrimination, and estimation of the populations of 
objects (Huberty, 1975). Since a great deal or research 
in the behavioral sciences involves these three aspects, 
discriminant analysis has been considered as, follow-up 
technique to MANOV A, one or the most significant 
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development in multivariate analysis. 

Conclusion 
While this journey through the literature was not 

exhaustive (although it may have been tiring to many 
readers) and strictly chronological, the authors feel that a 
similar trend of introduction, questioning, and 
resolution of the problems for the statistical technique 
of multiple regression existed as with t-test, factor 
analysis and meta-analysis. Perhaps other statistical 
procedures could similarly be documented. 
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