
To Path_ Analyze or-Not To Path Analyze: Is There an 
Altemat1 ve Approach • ---

Isadore Newman, The University of Akron 
.,,,...., and 
\ :-Joseph R. Marth, Bluefield College 

----------·- 2\ . ------- . . . . .. 

/ 

/ 

D uring the past twenty years there has been, a 
tremendous increase in the frequency of social -
scientists attempting to investigate phenomena 

that can notoe studied in a laboratory. Since the ideal 
is to be able to explain complicated relationships in 
the C,fil!fil!L~ these social scientists have been 
highly attracted to sophisticated multivariate causal 
~i~g. 
- rvfuch has been written on the problems of 

modeling techniques such as j!ath analr.sis. The 
concept that any research based upon ex ost facto 
desigl!, can not assume causation (pg_sJ_hocJ~.J~fY , 
that is co~lation does not Imply causation, has been 
widely accepted. However, some social scientists are 
more frequently wondering w,h~ not acce_p_Ua.JJS.al 
mod~l!n~ ~~s~!!!eti_~~J Dot~~ a~ntages out-~!g_h 
tned1sa vanta_ges? Are the concerns voiced by many 
siatisticlansreally nitpickipg (Cliff, 1983; Daggett & 
Freedman, 1985; Freedman, 1989; Huber, 1985; 
Kenny, 1979)? 
Purpose 

The pu!E.Q._~f this paper is to examine the 
U~OO,!!gJ!!~!!!pPt~~ of path analysis ailcfiodfscuss 
some th~oretk11T]onccms. This paper will also 
suggest an ahernativc ru,proach that the authors 
believe to be m2.1:!U.9.bustto the violation of some of 
the underlying assumptions and still is very effective 
in testing the overall "goodness of fit" of a theory. 

Before beginning, however, a _9!YS:_<lLis necessary. 
There are a number of uses for which researchers 
employ path analytic procedures that this_p<}Pe~ _goes 
n~!_~J~l with. Fgr_~~<!P.P!e, we arc ~!._dealing with 
situatfons·where researchers use path analysis 
analogous to almost a ~tepwise ~~~~l __ ~!'-iJ.ding in 
which the computer identifies the best fitting models. 
From a theoretical point of view, this has virtually all 
of the problems (and maybe even more) of a stepwise 
regression procedure, and has received much criticism 
because of its antitheoretical and unstable nature. This 
paper also does not discuss the use of path analysis for 
the purpose of de~rroining which alternative models 
are better. Rather, discussion here is focused on the 
tr':;idiffonal infeni and most conservative approach of 
path analys[s,--that of theocy:j~sting and model 
confirmation. --·· • 

The Assumptions 
The upderlying premise of path analysis is that if 

·one can meet all of the assumptions, it is justifiahle 
to pr~~ll!!.!Q.1_1." Therefore, this paper begins 
with a discussion of t~e assumptions. The 
following is a summary of the.basic assumptions of 
path analysis identified by Bollen (1989), Freedman 
(1987), Dillon and Goldstein (1984), Kenny (1979), 
and Williams (1978): 

1. Requires a tpeozy and ~mQ!ogicl!L~~ 
2. There is si.&!lif.ica.nt!tl~!i.QD.shiP between the 

variable that is assumed to be the cause and 
the variable that is assumed to be the 
effect; 

3 Causal variable p~~~g~s_the effect variable 
in time; 

4. S uriousness has been controlled ... all 
meanm u relationships arc included in the 
model; 

5. Variables arc additive and no interaction 
exists; -~-·---

6. The weights arc stable (paths), therefore no 
multicQ.!!.illSt.ilrity; _ .. • • -

7. The dfstribution of rc§.i.dua~are the same no 
matter what the value of the independent 
variable; 

8. The mean of the residual values is zero; 
9. The v~_e_ofthe.residual values is fifl!te; 
10. The residuals of each of the variables are 

i~~.efr@entof all the other variables in the 
system; and '\ 

11. E!!9p_g~_l!2!-!§. variables have at ~?~.!.i!!tery11l .. 
~~!}i.e properties. 

An added concern is that totally different path analytic 
models can produce a sufficient amount of ~tistical 
v~_rif!c.atio_n to justify a variety of theoretical 
explanations for the same variables. Also, there are 
concerns about the use of latent variables (Cliff, 
1983 ), similar to the concerns of virtually all factor 
analytic procedures. That is, concern that latent traits, 
when used, are stable, meaningful, interpreffible~-a'rid 
valid. Finally, we should further note that little is 
known about the effects of heteroscedasticity or 
autocorrelated disturbances for latent variables (Bollen, 
1989). 
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A discussion of some of the these crucial 
assumptions and related concerns is presented below, 
followed by an alternate approach to path analysis 
should the researcher be unable to meet the 
assumptions. 

The Need for Theory 
In path analysts and structural equation modeling 

(SEM), one builds analytic 4!M~ that ar<::i;e1J.eGtiv.e 
of the nomological net exposited by the theory it is 
intended "'lo··reflect. Therefore, one of. the key 
underlying assumptions before doing any path analysis 
or SEM, traditionally, has been the n~y ofth~ 
(Bollen, 1989; Borgatta, 1969; Duncan, 1975, 1969; 
Heise, 1974, 1975, 1977; Williams, 1978). The 
purpose of theory is to explain and help understand the 
occurrence of natural phenomena (Kerlinger, 1973). 
Theory explains the causal effects among and between 
variables (constructs). Further, since one of the 
original purposes of path analysis and SEM is to 
assume "causal" relationships between variab1eswhich 
are frequenITy;··"if'not always, nonmanipulable 
(Newman & Newman, 1992; Kerlinger, 1973), one is 
required to assume causation from correlational-type 
data. However, this does not mean you can not use 
path analytic procedures on experimental data. 
Thusly, theory is an essential component to this 
process. If one assumes causation which is consistent 
with a nomological net, one is standing on firmer 
ground than if one were assuming causation merely 
because phenomena were correlated. 

Happily, when reading research which uses path 
analysis, there tends to be a mu.9~greater explanatipn. 
of theory and the derivation of Its hypotheses, and we 
strQ!l8~Y s.~'PP~!!,!~C.!t~pproach,~s,. This is more likely 
to require Hie researcher to know the literature, to 
know the theory, and to think about the possible 
logical interrelationships of the variables. 

It should also be noted that in the use of path 
analysis for testing theory, there ar~. g<>\l~.n.~ss QLfiL ... 
indices to help estimate how well the model)its the 
tticorctically predicted relationships. Chi.squa{C and the 
absolute size of the residuals were initially the most 
frequently used goodness of fit indices. Bentler and 
Bonnett (1980) and Tanaka and Huba (1985), have 
developed goodness of fit indices, indicating that they 
are robust to N size. However, an article by Marsh, 
Balla, and McDonald ( 1988) mathematically 
demonstrates that all of the indices are really dependent 
to differing degrees on N size. 
Time-pn;<;edence and Non-spuriousness 

Kenny ( 1979) identified two requirements for path 
analysis:· 'iimrp·recedence ·ana· rion-siiunousness. 
These requirements tend to be design concerns in 
which ti_l)!~_precedence indicates that the independent 
variable, which is the presumed cause of the dependent 
variable (endogenous variable), logically has to precede 
the dependent variable. f."~r .e~.mpk., in a causal 
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sense, one would expec,!JQ._to lo~~ 
but <;!P.A wou14 _be l~~.l!!<~!Y- to logic;i}Jy preci;g~. 
N2.!}~,Pll_rjousness can be thought of as an underlr!ng_ 
assumption of the path analysis design; futiiatit 
assumes that the path analytic model c<>ntains ru.Lqt: 
the rele.vant causal variables. •• ·----- .... • ... --Interaction _________ ,, ______ . -.... 

An i'!!!:iguing aspect for and against the use of 
path analysis is that, with very few exceptions, little 
has been said about the issue of interaction. The 
~~de_rlying regression stru£1!1-n:s of path analysis are 
analy.s.t~_g[.~Qy;manc~_Jeg(e..s~iQn.mQg~J$. One of the 
most impg!f:ant ass~ptions of analysis of coyarjance, 
which can not oeviolated with impunity, is that there 
is l!Q .§!gajf},qmt interaction..betwe~_!l_ the irrq~p-~.ndent 
va~able and the covarjc1t~s. This mea,ns that_filD.'.one 
testing a siI!J.ple gr complex pat.h,_analytic model 
which represents a nomofog'fcal. net, is making the 
assumption, consciously or unconsciously, that there 
is nc;, interaction. One merely has to think of the 
social science theories and ask how many of fl\em 
make that as~umption. 

'Jii .. situations where interaction_is..found, for 
exa!11pl,;_ between sex and motiyM1on in pregi£!!E,g 
acruevert1t;nt, on~2 ugge~ted procedure for handling 
such interactions would have the researcher run 
S~j>,2_r~_teJl!ll}lyses for males_ and.fema_l_c:s. It is''llis:.ety 
th:1t a complex path _?nalytic.design will have more 
than one siniple first-order int6raction. Actually, one 
would probably expect more than one second-order 
interaction (which is an interaction between at least 
two first-order interactions) or third-order interaction 
(which is an interaction between at least two second­
order interactions) to exist in a complex path analytic 
design. The implications of these interactions for 
interpretation of path analysis is that researchers will 
have to consider many subsct __ d~s_ig11s which can 
become so conditional that they become complex 
beyond understanding. 

For non-linear sc~on9_~_oi:der.types of relationships a 
similar solution has been suggested: that a two-stage 
least square procedure be incorporated. However, it is 
interesting to ask individuals who are using path 
analysis to test a theory if they are in fact assuming 
that there is neither interaction nor a curvilinear 
relationship. __ .. __ ....... -· --

To the extent that the path analytic models do 11.ot 
reflect interactions that exist in the the·oretical 
conceptualization, the researcher is actually 
committing a Type .VI Eqgr. That is, the~ is an 
inconsistency between the research question ofmterest 
and the statistical model which was written to reflect 
the research question (Newman, Deitchman, 
Burkholder, Sanders, & Ervin, 1976). 
Beta 'Neight Interpretation . . 
-· • • It has· been well establishS).P in the statistical 
literature that beta weigl,its. are either 1!91!:!.!!!~~,table 
(Kerlinger & Peahazer, I 973; McNeil, I 993, I 992, 
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1991; Ward & Jennings, 1973) o~~l~9!ljng and 
should be interpreted with extr.eme....c.aution. Beta 
weights are more-likely to be.fri"~erpret~d correctly if 
there is ~t?ro_multicoli~(:.aj_ty between the independent 
variables. The hi_gher the correlation between these 
variables, holding everythlnf·else·constant, the higher 
the stand<i!d devil!tipn and the greater the instability of 
the weights. / 

The e:al.!~3:! !!1.l~.rpret<!_tjon of a path analytic model 
ne~ds predictor variables that are low_<:>.r zero correlated 
and/or sample sizes that are veryJargejn relation to 
the number of variables. If the sample .. si.z.~~ are so 
large, such as the High School and Beyond data set 
with 58,000 subjects, they can be considered virtual 
populations. That is, the more subjects per variable, 
the· more stable these weights tend to be. 
Unfortunately however, when the sample size is very 
large, traditional tests of significance become virtually 
meatJingless;-because any slight difference will be 
statistically significant. (The proportion of variance 
accounted for can be considered or the model can be 
used in a more descriptive manner.) 

Some approaches have dealt with the 
multicolinearity problem by employing ~asurement 
mo_clels along· with statistical models .• -The 
measurement model uses a set of indicator variables 
tliiifareconceptualiyfactor analyzcd-:----rliese·'ractors, 
sometimes·called latent traits, are assumed to be better 
measures of the underlying construct than any 
individual item. These underlying .traits are often 
assumed to be stable or at least more stable than the 
individual items they arc composed of, and therefore 
arc thought to be more reliable and valid. However, 
one must also keep in mind that these factors are 
sample specific and may be in tum highly unstable. 

Some pat!tana_lyOc_users think that using !at~nt .. 
traits jfa~t.QJ.!) decreases or eliminates the 
mulficolinearity problem and reduces measurement 
error. This is not nec.~§sai:ilyJhe cas~,_JQ!:iexample, 
if five indicator varilbles for achievement are factor 
analyzed and five for ability level, and the ten indicator 
variables are not factor analyzed together, each set of 
five items can produce factor solutions that are highly 
correlated (multicolinear). In addition, five indicator 
variables may produce three factors when factor 
analyzed but only the first factor is usually. _used 
because this approach assumes the other factors are not 
meaningful or useful. There may be no justification 
for such an assumption. Another approach sometimes 
employed is to only use the first non-rotated factor 
which maximizes the variance accounted for by that 
one factor, but also tends to disregard the empirically 
identified multidimensionality on the construct. 

If the sample is virtually a population size or is a 
population, then the model, even if not causal, can 
definitely be used descriptively to help explain 
potential relationships without ever assuming causal 
effect. There appears to be much less criticism of 
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such an application of path analysis, but there is les_s 
interest in using it in this way. For exarn_p~ while 
major ~~QJ1.<>rn,.ic forecasting models that have used 
path analysis have not held up well (McNees, 1986; 
Zarnowitz, 1979);.-they have been found to be useful 
in a more descriptive sense. 

Testing for Underlying Statistical 
Assumptions 

Aru,li~ta. isticians and sophisticated users of 
p~th c1rialysi:S such as ~n f989J, Bentler (1987), 
and Freedman (1985) have p~tty.mu9.h;ig~-~-~--f!iat one 
should test for certain underlying assumptions and do a 
pre-analy}i~ _of theaa.farelated to these assumptions 
before path~analysis or any statistical treatments are 
used. Berkane and Bentler (1987) state that BMDP 
pr6vides a test for multivariate normality, detecting or 
eliminating outliers for EQS, and Berkane and Bentler 
(1987) developed ·flesf for homogeneity of kurtosis. 
In addition, before d(?ing any analysis, one should look 
at p~§_9! residtEllsand should always cross.validate 
to establishlhestability of the prediction from sample 
to samP.le. •· 

Son\e UE_deJJY!!!&...~.S.SUIDP~ are mo~ -~.!>.l!~t 
than others. For exa_mp_~ ... certain assumptions of 
nOf!!lality and homogeneity can be Yiolated with 
virtual impunity if the N is large enough. However, 
certain assumptions oilmeanfy,'"noJ~teraction 
between the independent-variables, ~and ·-no 
multicolinearity are assumptions to which covariant 
structural models are hig~ly sensitive (D.Qt robust). 
The question is, how fre_quently does tl)e literature 
report tl1e use of these procedures to check underlying 
assumptions, and why not make this a requirement of 
the data analysis for publication? 

CQrrections for Violations of Assumptions 
Bollen ( 1989) and others (Bentler, 1987; Bentler & 

Dijkstra, 1985; Bentler & Lee, 1983; Freedman, 1985; 
Johnson, 1984; Joreskog & Sorbon, 1981; Tukey, 
1954) have dealt with v!Q_!.l).tio~ _ _!Jl,!_~~~".!E!!.QJlS-. 
and have suggested solutions. For example, the use of 
alternate estimators such as General Least Squares 
(GL"S), Uriweighted Least Squares (ULS), Elliptical 
Generalized Least Squares (EGLS), Two-Stage Least 
Squares (2SLS), Three-Stage Least Squares (3SLS), 
Instrumental-Variable Estimators (IVE), and Full­
Information Maximum Likelihood (FIML) are 
discussed by Bollen ( 1989). However, these 
techniques themselves tend to have assumptions about 
what the data truly look like in the population. If the 
researcher is correct about the nature of the distribution 
of data in the population and s/he picks a statistical 
procedure that is most appropriate for that distribution, 
it is obvious that his/her analysis is most likely to 
produce the most accurate parameter estimates. 
Unfortunate~~the researcher frequently does 
n6flrnciw what the data_ look like--in-the popufalior1 
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and/or is u~e.. . ..9.f.Jvhat is "causing" abnonnalities 
in the distribution. Further, while a statistical 
technique may allow one to correct for anomaj_~ the 
researcher must make the assumptioh that the 
anomalies are in fact errors. Otherwi~'e, the very 
c~cti~~ themselves creat!!. __ gf.~!!.t.~:Lt?.~.!s _ ~llTT no 
correct10n • at all. What we are argumg ts that 
statistical corrections for anomalies in the distribution, 
without considering the causes of the anomalies, is a 
fatal flaw in the research study. Therefore, one has to 
be aware of the assumptions one is making about the 
anomalies when one is making a correction. There is 
no correction which is a panacea that will replace 
understanding one's data. 

A Simple Alternative Approach to Path 
Analysis for Testing Theoretical 
Relationships 

The following is a S_l!ggeste~ -~P.P.f.9-~Sh that is 
m~~odio~~ally m~ch simpler ~na IS mliore rl~bu~_to 
some o u,e uevastatmg assumptions sue as meanty 
and no interaction that are underlying assumptions of 
path analysis, and yet has many of the .. same 
advant~ges for te~~g ___ ~ nomol9gi_c~L.~~J. This 
approach ~ts with JJ\¢9ry that produces a 
nomoJogical net, then identifies the logically deriv.ed 
hypo_thesis to be tested. I:.<!L«;X.alllp!«=, Jet's assume 
that !.5 ~ypotheses are produced from the nomological 
net. Some can be interactional, repeated measures, 
time lagged, multiple wave, curvilinear, main effects 
or direct effects. Let's further assume that 13 of the 
hypotheses are s_ignificant in the-predicted direction. 
One can then get arfestimate, by using a Sign test, of 
how well these hypotheses support the overall theory 
(nomological net). Depending upon one's productivity 
and situation specifics, one may choose to do 11.~!! 
test on the dircctio.n_s of each individual hypothesis 
with no concerns for the tests of significance. Or, one 
can do the Sign test only on the number of significant 
hypotheses and compare it to the total number of 
hypotheses. In either case, this nonparametric.~es~-~!ill 
be used to estimate the overall support. <>Lthe theory. 
In addition, this test of significance is not dependent 
upon the N size, but r~ther on the number of 
hypotheses generated. It is app~rent how this 
approach can fit well into i"meta-analysis. As 
Pedhazer (1990) and Ward and Jermings (1973) 
suggest, researchers should keep their-analysis simple 
but well thought out and have hypotheses that are 
derived from previous research and theory. 

The author!J>..~JJ!._VJ_~much P.ath alll,llysis r~search 
gets losCfo the complexity of the _mode_ls and the 
sophistication of the analyses. In cases where more 
sophisticated analysis may be required, based upon the 
theory and the derived hypotheses which may infer, for 
example, underlying latent structures, the suggested 
app.roach would be to do: -·-······ -
I . A fac!e>r. analysis of the variables of interest; 

- . 
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2. A cross validation of the factor structures to 
estimate:stability; • ..... •• • 

3. A fact8r regression using the J<1.,c;:JQJ.LaS., 
-prediclor·~ridJ criterion variables 
where appropriate; and 

4. Cross validation on the regression equaµ.9ns 
,. - -·-to ·estimate their stability: ••• --

Needless to say, b~e(doing any type of analysis, 
it is always desirable to'-first look at your means, 
standard deviations, frequencies, correlations, and 
residual plots before proceeding. It is this pre-analysis 
that helps to identify potential errors in the data, to 
what degree underlying assumptions have been 
violated, and if and what data transformations are 
needed or de,sirable. We think it is appropriate to end 
with a qu9te from Rogosa (1987): "[t]he transition of 
substantive theory into methods for data collections 
and analysis is where I think the fertile interaction 
between statistician and social scientist lies[,] rather 
than in arguing 'thumbs up' or 'thumbs down' on path 
analysis" (p. 185). 
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