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This paper presents regression as the univariate general linear model (GLM).  Building on the work of 

Cohen (1968), McNeil (1974), and Zientek and Thompson (2009), the paper uses descriptive statistics to 

build a small, simulated dataset that readers can use to verify that multiple linear regression (MLR) 

subsumes the univariate parametric analyses in the GLM.  Unlike other related works, we provide R 

syntax that demonstrates how MLR produces equivalent test statistics, p values, effect sizes, and 

descriptive statistics when compared to the univariate analyses that MLR subsumes.  The paper diverges 

from Zientek and Thompson by presenting an expanded hierarchy for MLR and demonstrating why only 

the case of the chi-square test of independence where the criterion variable is dichotomous, and not the 

general case, is subsumed by MLR.  Readers will find an accessible treatment of the GLM as well as R 

syntax, which they can use to report descriptive statistics, p values, and effect sizes associated with the 

univariate parametric statistics in the GLM. 

 n 1968, Cohen presented multiple linear regression (MLR) as the univariate general linear model 

(GLM).  Since that time, Cohen’s work has been extended to consider canonical correlation as the 

multivariate GLM (see Knapp, 1978) and structural equation modeling as an even more general case 

of the GLM (see Bagozzi, Fornell, & Larcker, 1981).  As noted by Graham (2008),  

The vast majority of parametric statistical procedures in common use are part of [a single 

analytic family called] the General Linear Model (GLM), including the t test, analysis of 

variance (ANOVA), multiple regression, descriptive discriminant analysis (DDA), multivariate 

analysis of variance (MANOVA), canonical correlation analysis (CCA), and structural equation 

modeling (SEM).  Moreover, these procedures are hierarchical in that some procedures are 

special cases of others.  (p. 485).  

In addition to the hierarchical nature of the GLM is the concept that the subsumed analyses share three 

characteristics.  Analyses in the GLM implicitly or explicitly are correlational in nature, yield variance 

accounted effect sizes, and produce scores on latent variables that are derived by applying weights to 

measured variables (Thompson, 2006, p. 360).  

  Although the characteristics of the GLM seem to be straightforward, graduate students and emerging 

scholars are likely to benefit from being able to verify the hierarchical nature of the GLM through 

illustrations that compare univariate statistical analyses to MLR analyses.  Not only has active learning 

been shown to be beneficial when learning statistics (White, 2015), research (e.g., Henson, Hull, & 

Williams, 2010) indicates that many graduate students and emerging scholars may have insufficient 

quantitative proficiency. Therefore, we offer an illustration of MLR as the univariate GLM that considers 

the similarities and differences in the test statistics, p values, effect sizes, and descriptive statistics 

generated.  Namely, we consider ANCOVA, ANOVA, r, repeated measures ANOVA (RM ANOVA), 

independent samples t-test, paired-samples t-test, and single-sample t-test. Our interest in developing this 

work is similar to other methodologists who seek to “improve statistical practice, and thereby, improve 

the quality of the knowledge produced by the legions of researchers around the world who use these 

techniques on a daily basis” (Osborne, 2013, p. 1). 

  We also make five unique contributions to the literature.  We demonstrate MLR as the univariate 

GLM for parametric analyses using R, which is a free statistical programming language that is gaining 

popularity in social science research and that is compatible with Unix, Windows, and Mac operating 

systems (R Development Core Team, 2017).  Prior contributions (e.g., Zientek & Thompson, 2009) have 

used commercial statistical software packages (e.g., SPSS).  Second, we demonstrate that the hierarchical  
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Figure 1.  Multiple linear regression (MLR) as the univariate general linear model.  Dotted line indicates 

that χ
2
 test of independence is only assumed by MLR in the case of a dichotomous dependent variable.  

Illustrative models identified in [ ].  See formula in stats package (R Development Core Team, 2017) for 

formatting of model formulae. 
 

nature of the univariate parametric statistical analyses is not as flat as portrayed in Zientek and Thompson 

(p. 344).  Namely, we show that ANOVA and r subsume the independent samples t-test.  Not only is it 

important to show that these analyses (i.e., ANOVA, r, and independent samples t-test) are 

mathematically equivalent, demonstrating that r subsumes the independent samples t-test helps undo the 

misconception that correlation never implies causality and that causality is a function of design, not 

statistics (cf. Huck, 2012).  Third, we demonstrate that RM ANOVA is subsumed by MLR and subsumes 

the paired-samples t-test.  Fourth, we demonstrate that the single-sample t-test is subsumed by MLR.  

Finally, we demonstrate why the general case for the chi-square test of independence cannot be subsumed 

by MLR and that only in the case of a dichotomous dependent variable does MLR subsume the chi-square 

test.  Therefore, the hierarchy of analyses subsumed by MLR presented in Figure 1, which serves as a 

framework for our paper, diverges from the hierarchy presented by Zientek and Thompson (p. 344) in 

important ways. 

Method 

 The syntax in Appendix A was used to generate the datasets in Tables 1 and 2 that serve as the basis 

of the analyses illustrated.  The dataset contains four variables: pretest scores (Pre), posttest scores (Post), 

follow-up scores (FollowUp), group assignment (Control, Treatment) and position (full-time [Full], part-

time [Part], seasonal [Seasonal]).  The dataset was designed so that each group has equal variances (SD = 

1) and equal covariances (rs = 0.6) between the pretest, posttest, and follow-up scores to satisfy statistical 

assumption in the illustrated analyses.  In both groups, the mean pretest score is 4.0.  In the control and 

treatment groups, the mean posttest score is, respectively, 4.0 and 6.0.  In the control and treatment 

groups, the mean follow-up score is, respectively, 4.0 and 5.5.  Table 1 was used as input to all of the 

analyses with the exception of the RM ANOVA analyses, where Table 2 was used. Table 1 is considered 

the wide representation of the data as each repeated measure (i.e., Pre, Post, and FollowUp) is represented 

in a separate column.  Table 2 is considered the long representation of the data as the three repeated 

measures are contained in one column (Test), with a corresponding column that indicates the particular 

measurement occasion (MO), where 1, 2, and 3, respectively, indicate pretest, posttest, and follow-up.   
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 Table 1. Simulated Dataset - Wide 

id Pre Post FollowUp Group Position 

1 4.30 5.83 5.12 Control Full 

2 3.89 3.69 4.39 Control Full 

3 3.81 2.97 4.59 Control Full 

4 5.59 5.42 3.96 Control Full 

5 1.27 2.84 1.97 Control Part 

6 3.22 3.06 3.55 Control Part 

7 4.37 3.04 2.82 Control Part 

8 4.29 3.62 3.48 Control Part 

9 3.49 4.41 3.84 Control Part 

10 4.68 4.48 4.24 Control Part 

11 5.07 5.55 6.26 Control Seasonal 

12 3.64 4.15 3.07 Control Seasonal 

13 4.92 4.11 4.12 Control Seasonal 

14 3.56 3.99 4.24 Control Seasonal 

15 3.91 2.85 4.35 Control Full 

16 4.50 6.23 5.40 Treatment Full 

17 5.14 7.08 7.52 Treatment Full 

18 3.72 6.92 5.33 Treatment Full 

19 3.48 5.76 4.32 Treatment Full 

20 3.55 6.11 5.19 Treatment Full 

21 5.92 6.69 5.96 Treatment Part 

22 2.83 6.17 4.34 Treatment Part 

23 4.23 7.18 6.75 Treatment Part 

24 5.04 6.21 5.83 Treatment Part 

25 4.47 4.97 4.59 Treatment Seasonal 

26 3.62 4.63 4.64 Treatment Seasonal 

27 2.42 4.07 4.67 Treatment Seasonal 

28 3.39 6.40 4.97 Treatment Seasonal 

29 2.75 4.56 5.93 Treatment Seasonal 

30 4.95 7.01 7.06 Treatment Seasonal 

 

  ANCOVA.  An ANCOVA was run with posttest 

scores, pretest scores, and group assignment, 

respectively, serving as the dependent, covariate, and 

independent variable.  Pretest scores were centered at the 

group mean in order to have a meaningful intercept.  A 

linear model with and without the covariate was analyzed 

and then compared with ANOVA to facilitate an 

ANCOVA analysis in R (cf. Crawley, 2013).  In the 

MLR model, posttest scores were regressed on the pretest 

scores and the grouping variable.  The ANCOVA models 

tested the hypothesis that group had a statistically and 

practically significant effect on posttest scores after 

controlling for pretest scores.  Test statistics, p values, 

effect sizes, and adjusted group means were compared 

between the results of the two analyses. 
 

  ANOVA. A MLR and ANOVA were run with 

posttest scores and position, respectively, serving as the 

dependent and independent variables.  The ANOVA 

models tested the hypothesis that there was a statistically 

and practically significant difference in posttest scores by 

position.  Test statistics, p values, effect sizes, and group 

means were compared between the results of the two 

analyses. 
 

  r. A MLR and r were run with posttest and pretest 

scores, respectively, serving as the dependent and 

independent variables.  The r models tested the 

hypothesis that there was a statistically and practically 

significant relationship between posttest and pretest 

scores.  Test statistics, p values, and effect sizes were 

compared between the results of the two analyses. 
 

  RM ANOVA. A MLR and RM ANOVA were run 

testing the hypotheses that pretest, posttest, and follow-

up scores are statistically and practically different.  For 

MLR, test scores (see Table 2) were modeled by 

measurement occasion (i.e., 1=pretest, 2=posttest, 

3=measurement occasion) and participant ID.  For RM 

ANOVA, test scores were modeled by measurement 

occasion and individual error (cf. Fox & Weisberg, 2011).  Test statistics, p values, effect sizes, and 

measurement occasion means were compared between the results of the two analyses. 
 

  Independent Samples t-test. A MLR, ANOVA, r, and independent samples t-test were run with 

posttest scores and group, respectively, serving as the dependent and independent variables.  The numeric 

representation of group served as the independent variable for r.  The independent samples t-test models 

tested the hypotheses that there was a statistically and practically significant mean difference in posttest 

scores by group.  Test statistics, p values, effect sizes, and group means were compared among the results 

of the four analyses. 
 

  Paired-Samples t-test. A MLR, RM ANOVA, and paired-samples t-test were run testing the 

hypotheses that posttest scores are statistically and practically different than pretest scores.  For MLR, the 

difference between posttest and pretest scores served as the dependent variable, which was modeled only 

by the intercept.  For RM ANOVA, test scores were modeled by measurement occasion (i.e., 1=pretest,   
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Table 2. Simulated Dataset – Long 

id Group Position MO Test 

1 Control Full 1 4.30 

2 Control Full 1 3.89 

3 Control Full 1 3.81 

4 Control Full 1 5.59 

5 Control Part 1 1.27 

6 Control Part 1 3.22 

7 Control Part 1 4.37 

8 Control Part 1 4.29 

9 Control Part 1 3.49 

10 Control Part 1 4.68 

11 Control Seasonal 1 5.07 

12 Control Seasonal 1 3.64 

13 Control Seasonal 1 4.92 

14 Control Seasonal 1 3.56 

15 Control Full 1 3.91 

16 Treatment Full 1 4.50 

17 Treatment Full 1 5.14 

18 Treatment Full 1 3.72 

19 Treatment Full 1 3.48 

20 Treatment Full 1 3.55 

21 Treatment Part 1 5.92 

22 Treatment Part 1 2.83 

23 Treatment Part 1 4.23 

24 Treatment Part 1 5.04 

25 Treatment Seasonal 1 4.47 

26 Treatment Seasonal 1 3.62 

27 Treatment Seasonal 1 2.42 

28 Treatment Seasonal 1 3.39 

29 Treatment Seasonal 1 2.75 

30 Treatment Seasonal 1 4.95 

1 Control Full 2 5.83 

2 Control Full 2 3.69 

3 Control Full 2 2.97 

4 Control Full 2 5.42 

5 Control Part 2 2.84 

6 Control Part 2 3.06 

7 Control Part 2 3.04 

8 Control Part 2 3.62 

9 Control Part 2 4.41 

10 Control Part 2 4.48 

11 Control Seasonal 2 5.55 

12 Control Seasonal 2 4.15 

13 Control Seasonal 2 4.11 

14 Control Seasonal 2 3.99 

15 Control Full 2 2.85 

id Group Position MO Test 

16 Treatment Full 2 6.23 

17 Treatment Full 2 7.08 

18 Treatment Full 2 6.92 

19 Treatment Full 2 5.76 

20 Treatment Full 2 6.11 

21 Treatment Part 2 6.69 

22 Treatment Part 2 6.17 

23 Treatment Part 2 7.18 

24 Treatment Part 2 6.21 

25 Treatment Seasonal 2 4.97 

26 Treatment Seasonal 2 4.63 

27 Treatment Seasonal 2 4.07 

28 Treatment Seasonal 2 6.40 

29 Treatment Seasonal 2 4.56 

30 Treatment Seasonal 2 7.01 

1 Control Full 3 5.12 

2 Control Full 3 4.39 

3 Control Full 3 4.59 

4 Control Full 3 3.96 

5 Control Part 3 1.97 

6 Control Part 3 3.55 

7 Control Part 3 2.82 

8 Control Part 3 3.48 

9 Control Part 3 3.84 

10 Control Part 3 4.24 

11 Control Seasonal 3 6.26 

12 Control Seasonal 3 3.07 

13 Control Seasonal 3 4.12 

14 Control Seasonal 3 4.24 

15 Control Full 3 4.35 

16 Treatment Full 3 5.40 

17 Treatment Full 3 7.52 

18 Treatment Full 3 5.33 

19 Treatment Full 3 4.32 

20 Treatment Full 3 5.19 

21 Treatment Part 3 5.96 

22 Treatment Part 3 4.34 

23 Treatment Part 3 6.75 

24 Treatment Part 3 5.83 

25 Treatment Seasonal 3 4.59 

26 Treatment Seasonal 3 4.64 

27 Treatment Seasonal 3 4.67 

28 Treatment Seasonal 3 4.97 

29 Treatment Seasonal 3 5.93 

30 Treatment Seasonal 3 7.06 

Note. MO=measurement occasion (1 = Pre; 2 = Post; 3 = FollowUp). 
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Table 3. Transformation Formulae 

Transformation Formula Reference 

t → F t
2
 

Thompson (2006) 
F → t √𝐹 

𝑀𝑅2 → r √𝑀𝑅2 

Thompson (2006) 

 
𝜂2 → r √𝜂2 

r → 𝑅2 

r → 𝜂2 
r

2
 

d → r 𝑑/√𝑑2 + (𝑁2 − 2𝑁)/(𝑛1𝑛2)  
McGrath and Meyer (2006) 

r → d √−𝑟2(𝑁2 − 2𝑁)/(𝑛1𝑛2)(𝑟2 − 1)  
tc → dc  𝑡𝑐√2(1 − 𝑟)/𝑛  Dunlap et al. (1996) 

t → d 𝑡/√𝑛 Cohen (1988) 

𝜒2 → F 𝜒2/[(𝑟𝑜𝑤𝑠 − 1) ∗ (𝑐𝑜𝑙𝑢𝑚𝑛𝑠 − 1)] 
Knapp (1978) 

F → 𝜒2 𝐹 ∗ (𝑟𝑜𝑤𝑠 − 1) ∗ (𝑐𝑜𝑙𝑢𝑚𝑛𝑠 − 1) 

Cramer’s V → 𝑀𝑅2  Cramer’s V
2
 

Cohen (1988) 
𝑀𝑅2  → 𝐶𝑟𝑎𝑚𝑒𝑟′𝑠 𝑉 √𝑀𝑅2  
 

2=posttest) and individual error (cf. Fox & Weisberg, 2011).  For paired-samples t-test, the pretest and 

posttest scores, respectively, served as the independent and dependent variables.  The paired-samples t-

test models tested the hypothesis that there was a statistically and practically significant mean difference 

between posttest and pretest scores.  Test statistics, p values, effect sizes, and differences between 

measurement occasion means were compared among the results of the three analyses. 
 

  Single-Sample t-test. A MLR and a single-sample t-test were run testing the hypotheses that pretest 

scores are statistically and practically different from 0.  For MLR, pretest scores served as the dependent 

variable, which was modeled only by the intercept.  The single-sample t-test models tested the hypothesis 

that the pretest scores were statistically and practically significantly different from 0.  Test statistics, p 

values, effect sizes, and means were compared between the results of the two analyses. 
 

  χ
2
. Two sets of analyses were run using both chi-square test of independence and MLR.  In the first 

set of analyses, position and group, respectively, served as the dependent and independent variables.  The 

first set of analyses tested the hypothesis that group had a statistically and practically significant effect on 

position.  In the second set of analyses, group and position, respectively, served as the dependent and 

independent variables.  The second set of analyses tested the hypothesis that position had a statistically 

and practically significant effect on group.  In both sets of analyses, the numeric representation of the 

dependent variable was used for MLR.  Test statistics, p values, and effect sizes were compared between 

the results of the two analyses. 
 

Results 

  Appendix B contains the R output that resulted from running the syntax in Appendix A.  The 

following sections reference relevant line numbers in Appendix B when presenting the results for each of 

the analyses demonstrated.  Table 3 provides a consolidation of the formulae used to transform statistics 

and effect sizes. 
 

  ANCOVA. Table 4 and Appendix B (lines 95 – 223) present the results of the ANCOVA analyses.  

The p values for the two analyses (i.e., ANCOVA, MLR) were the same (i.e., 3.22454e-07; see Appendix 

B, lines 137 – 141).  For ANCOVA, the test statistic produced is an F statistic, whereas a t statistic is 

produced for the group b weight. As t
2
 is equal to F (Thompson, 2006), the t statistic of 6.723161 is 

equivalent to the F statistic of 45.20089 (see Appendix B, lines 143 – 159).   

  Partial η
2 

is the typical effect size reported for ANCOVA, where the variance associated with the 

covariate (pretest in this case) is excluded from the denominator and only variance associated with the 

grouping variable (group in this case) is included in the numerator (cf. Thompson, 2006).  When using 

MLR, the partial η
2 

can be produced by using commonality analysis coefficients (Zientek, Nimon, & 
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Table 4. ANCOVA Results 

ANCOVA  MLR 

Statistic Value  Statistic Value 

p <.01  p <.01 

F 45.20  t 6.72 

𝜂𝑝
2 .63  𝜂𝑝

2 .63 

Adjusted MControl 4.00  Adjusted MCcontrol 4.00 

Adjusted MTreatment 6.00  Adjusted MTreatment 6.00 

 

 

Table 5. ANOVA Results 

ANOVA  MLR 

Statistic Value  Statistic Value 

p .72  p .72 

F .33  F .33 

𝜂2 .02  𝑀𝑅2 .02 

MFull 5.29  MFull 5.29 

MPart 4.77  MPart 4.77 

MSeasonal 4.94  MSeasonal 4.94 

 

Table 6. r Results 

r  MLR 

Statistic Value  Statistic Value 

p .02  p .02 

t 2.43  F 5.89 

𝑟 .42  𝑀𝑅2 .17 

 

Brown, 2016), which can be produced in R 

using the calc.yhat function (Nimon, 

Oswald, & Roberts, 2013).  In the two 

analyses, the effect sizes produced were 

identical (i.e., .6260434; see Appendix B, 

lines 161 – 186).   

  In ANCOVA, the group means 

typically reported are means that have 

been adjusted for their covariate rather 

than the observed means (Nimon & Henson, 2015; Tracz, Nelson, Newman, & Beltran, 2005), although 

in this case there was no difference between observed and adjusted means because the covariate was 

mean centered.  In both analyses, the “adjusted” posttest means were, respectively, 4 and 6 for the control 

and treatment group.  While R provides a function that yields adjusted means via the effect function (Fox, 

2003), adjusted means when using MLR require that the intercept and regression weights be used (see 

Appendix B, lines 188 – 222). In summary, group had a statistically and practically significant effect on 

posttest scores after controlling for pretest scores (t = 6.72, F [1, 27] = 45.2, p < .01; 𝜂𝑝
2 = .63; Adjusted 

MControl = 4.0, Adjusted MTreatment = 6.0). 
 

  ANOVA. Table 5 and Appendix B (lines 224 − 314) 

present the results of the ANOVA and MLR.  For the two 

analyses, results yielded the same values for the test statistic 

(F = .33; see Appendix B, lines 265 – 270), p value (p =. 72; 

see Appendix B, lines 259 – 263), and effect size (η
2
 = 𝑀𝑅2 

= .02; see Appendix B, lines 272 – 276).  While the effect 

size values are identical, the effect size reported for an 

ANOVA analysis is  𝜂2 and the effect size reported for the 

MLR analysis is 𝑀𝑅2.  As both effect sizes are variance-

explained statistics, they indicate how much variance in 

posttest scores was accounted for by group membership.  Group means for each analysis were identical 

with MFull = 5.29, MPart = 4.77, and MSeasonal = 4.94.  Because ANOVA does not provide group means, the 

values were obtained by calculating descriptive statistics (see Appendix B, lines 278 − 284).  For MLR 

analyses, the group mean values were obtained by using the intercept and regression coefficients (see 

Appendix B, lines 285 – 314).  In summary, there were no statistically or practically significant mean 

differences in posttest scores by position (F [2, 27] = .33, p = .72; 𝜂2 = 𝑀𝑅2 = .02; MFull = 5.29, MPart = 

4.77, MSeasonal = 4.94). 
 

  r. Table 6 and Appendix B (lines 316 – 405) present the 

results of the r and MLR analyses.  The p values for the two 

analyses were the same (i.e., 0.02192; see Appendix B, lines 

356 – 360).  For r, the test statistic produced is a t statistic, 

whereas an F statistic is produced for the MLR.  As t
2
 is equal 

to F (Thompson, 2006), the t statistic of 2.426894 is 

equivalent to the F statistic of 5.889816 (see Appendix B, 

lines 362 – 384).  The effect size reported for r is the correlation coefficient r, whereas 𝑀𝑅2 is reported 

for the MLR.  As with the test statistic, the r
2
 is equal to R

2
 (Thompson, 2006).  As such, the r of .416885 

is equivalent to the 𝑀𝑅2 of .1737931 (see Appendix B, lines 386 – 405).  In summary, there was a 

statistically and practically significant relationship between pretest and posttest scores (t = 2.43, F [1, 28] 

= 5.89, p = .02; r = .42, 𝑀𝑅2 = .17). 
 

  RM ANOVA. Table 7 and Appendix B (lines 407 – 490) present the results of the RM ANOVA and 

MLR analysis.  The p values (p = 3.799596e-05; see Appendix B, lines 436 – 441), test statistics (F = 

12.19; see Appendix B, lines 443 – 447), and effect sizes (𝜂𝑝
2 = .30; see Appendix B, lines 449 – 453) 

were all identical between the two analyses.  In both RM ANOVA and MLR, the partial η
2 

is calculated 

by dividing the amount of variance associated with measurement occasion by the sum of the amount of 

variance associated with measurement occasion and error (cf. Nimon & Williams, 2009).  Group means 
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Table 7. RM ANOVA Results 

RM ANOVA  MLR 

Statistic Value  Statistic Value 

p <.01  p <.01 

F 12.19  F 12.19 

𝜂𝑝
2 .30  𝜂𝑝

2 .30 

MPre 4.00  MPre 4.00 

MPost 5.00  MPost 5.00 

MFollowUp 4.75  MFollowUp 4.75 

 

Table 9. Paired-Samples t-test Results 

t-test  MLR  RM ANOVA 

Statistic Value  Statistic Value  Statistic Value 

p <.01  p <.01  p <.01 

t 4.07  t 4.07  F 16.60 

d .80  d .80  d .80 

MPost-Pre 1.00  MPost-Pre 1.00  MPost-Pre 1.00 

 

Table 8. Independent Samples t-test Results 

t-test  MLR  ANOVA  r  

Statistic Value  Statistic Value  Statistic Value  Statistic Value  

p <.01  p <.01  p <.01  p <.01  

t -5.48  F 30.00  F 30.00  t 5.48  

d 2.00  𝑀𝑅2 .52  𝜂2 .52  r .72  

MControl 4.00  MControl 4.00  MControl 4.00  MControl 4.00  

MTreatment 6.00  MTreatment 6.00  MTreatment 6.00  MTreatment 6.00  

 

for each analysis were identical with MPre = 4.00, MPost = 

5.00, and MFollowUp = 4.75.  While RM ANOVA does not 

provide means for each measurement occasion (e.g., 

pretest, posttest, follow-up), the mean values can be 

obtained be calculating descriptive statistics (see Appendix 

B, lines 455 – 460).  For the MLR analyses, measurement 

occasion mean values can be obtained by using the 

intercept and regression coefficients from a model that 

regresses the dependent variable on the measurement 

occasion (see Appendix B, lines 461 – 490).  In summary, 

there were statistically and practically significant mean 

differences among pretest, posttest, and follow-up scores (F [2, 58] = 12.19, p < .01; 𝜂𝑝
2 = .30; MPre= 4.0, 

MPost = 5.0, MFollowUp = 4.75). 
 

  Independent Samples t-test. 

Table 8 and Appendix B (lines 492 

– 703) present the results of the 

independent samples t-test 

analyses.  The p values for all four 

analyses (i.e., t-test, MLR, 

ANOVA, and r) were the same 

(i.e., 7.537174e-06; see Appendix 

B, lines 558 – 566).  The t-test and 

r provide a t-test statistic, whereas MLR and ANOVA provide an F statistic.  As t
2
 is equal to F 

(Thompson, 2006), the t statistics of -5.477226 and 5.47726 are equivalent to the F statistic of 30.0 (see 

Appendix B, lines 568 – 605).  Note that the test statistic for the t-test is negative while positive for r (see 

Appendix B, lines 571 & 579).  This is because the mean for the first group (Control) was less than the 

mean for the second group (Treatment), and there was a positive relationship between posttest scores and 

the numeric representation of group since group was coded as 1 and treatment was coded as 2.   

  The typical effect size reported for an independent samples t-test is Cohen’s d, where the mean 

difference is divided by the pooled standard deviation (Cohen, 1988).  The MLR, ANOVA, and r, 

respectively, yielded 𝑀𝑅2, 𝜂2, and r.  Whereas the R
2
 and the 𝜂2 are already in a comparable dimension 

and equal at .517241, the Cohen’s d of 2 was converted to r (Lakens, 2013; McGrath & Meyer, 2006), 

resulting in .719195, which is equivalent to the 𝑀𝑅2 of .517241 for reasons previously stated (see 

Appendix B, lines 607 – 655).  Group means for each analysis are also identical where MControl = 4.0 and 

MTreatment = 6.0.  As ANOVA and r do not provide group means or information to compute group means, 

descriptive statistics were calculated (see Appendix B, lines 696 – 703).  For MLR analyses, group mean 

values were obtained by using the intercept and regression coefficients (see Appendix B, lines 671 – 695).  

In summary, there was a statistically and practically significant mean difference in posttest scores by 

group (t [28] = ±5.48, F [1, 28] = 30.00, p < .01; d = 2.00, r = .72, 𝑀𝑅2 = 𝜂2 = .52; MControl = 4.00, 

MTreatment = 6.00). 
 

  Paired-Samples t-test. Table 9 and 

Appendix B (lines 705 – 813) present the results 

of the paired-samples t-test analyses.  The p 

values for all three analyses (i.e., t-test, MLR, 

and RM ANOVA) were the same (i.e., .000327; 

see Appendix B, lines 757 – 764).  The t-test and 

the MLR provide a t statistic whereas RM 

ANOVA provides an F statistic.  As t
2
 is equal 

to F (Thompson, 2006), the t statistic of 4.074684 is equivalent to the F statistic of 16.60305 (see 

Appendix B, lines 766 – 794).  The effect size for each analysis was also identical (i.e., Cohen’s d = 

.803388; see Appendix B, lines 796 – 804).  Cohen’s d was calculated using the formula for matched 

groups (Dunlap, Cortina, Vaslow, & Burke, 1996).  The mean difference between posttest and pretest 
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Table 10. Single-Sample t-test Results 

t-test  MLR 

Statistic Value  Statistic Value 

p <.01  p <.01 

t 22.30  t 22.30 

d 4.07  d 4.07 

MPre 4.00  MPre 4.00 

 

Table 11. .χ
2
 Results 

Position ~ Group   Group ~ Position  

χ
2
  MLR (Incorrect)  χ

2
  MLR (Correct) 

Statistic Value  Statistic Value  Statistic Value  Statistic Value 

p .67  p .67  p .67  p .69 

χ
2
 .80  F .19  χ

2
 .80  F .37 

Cramer’s V .16  𝑀𝑅2 .01  Cramer’s V .16  𝑀𝑅2 .03 

 

scores was identical for each analysis (i.e., MPost-Pre = 1; see Appendix B, lines 806 – 813).  Because 

ANOVA does not provide group means, descriptive statistics were calculated on posttest minus pretest 

scores.  For MLR, the intercept provided the mean difference between posttest and pretest scores.  In 

summary, there was a statistically and practically significant mean difference between posttest and pretest 

scores (t [29] = 4.07, F [1, 29] = 16.60, p < .01; d = .80; MPost-Pre = 1.00). 
 

  Single-Sample t-test. Table 10 and Appendix B (lines 

815 – 876) present the results of the single-sample t-test 

analyses.  The p values for both analyses (i.e., t-test, MLR) 

were the same (i.e., 8.45791e-20; see Appendix B, lines 

852 – 856).  The t-test and the MLR produced identical t 

statistics (i.e., 22.2967; see Appendix B, lines 858-863).  

The effect size for each analysis was also identical (i.e., 

Cohen’s d = 4.070802; see Appendix B, lines 865 – 869).  

For the single-sample t-test, Cohen’s d was calculated by 

dividing the M by the SD of pretest scores.  For MLR, Cohen’s d was calculated using the t statistic and 

formula for one-sample t-test (Cohen, 1988, p. 72).  The mean pretest score was identical for each 

analysis (i.e., MPre = 4.00; see Appendix B, lines 871 – 876).  For MLR, the intercept provided the mean 

pretest score.  In summary, the mean pretest score was statistically and practically significant different 

from 0 (t [29] = 22.30, p < .01; d = 4.07; MPre = 4.00). 
 

  χ
2
  Table 11 and 

Appendix B (lines 878 – 

1072) present the results of 

the χ
2 

and MLR analyses.  

To demonstrate that MLR 

does not subsume χ
2
 

analyses in all cases, we 

first modeled position by 

group, which considered a 

3x2 association.  Using MLR to analyze a 3x2 association is not valid for multiple reasons.  First, MLR 

does not accept categorical data as a dependent variable.  Second, modeling the numeric representation of 

a variable with more than two categorical levels (e.g., position) is not appropriate and returned erroneous 

results, as depicted in Table 11 and Appendix B (lines 897 – 966). 

  To demonstrate that MLR does subsume χ
2
 analyses in certain cases, we modeled group by position 

(Group~Position), which considered a 2x3 association where group was treated as a dichotomous 

dependent variable (see Appendix B, lines 968 – 1072).  The group by position results are provided in the 

Group~Position column of Table 11.  The chi-square test returned 2 degrees of freedom (df = [rows – 1] 

[columns – 1]) and the MLR returned dferror = 27, where the latter took into consideration the number of 

predictors (k = 2) and sample size (n = 30).  As well, the two approaches to the χ
2
 analysis delivered 

different p values (see Appendix B, lines 1026 – 1030).  This difference in p value is attributed to the fact 

that chi-square probability calculations are not sensitive to sample size (McNeil, 1974).  In this example, 

the probability statistic from the MLR (i.e., .694) can be considered more accurate than from the chi-

square (i.e., .670) due to the small sample size of 30.  The chi-square probability value “becomes more 

exact when larger sample sizes are observed” (McNeil, p. 53).   

  Similar to the other analyses, different test statistics were returned.  The chi-square test yielded a χ
2
 

statistic (i.e., .80), and the MLR yielded an F statistic (i.e., .37).  When converted using Knapp’s (1978) 

formula and its derivative (see Table 3), these test statistics are approximately equal (see Appendix B, 

lines 1032 – 1054).  Effect sizes produced by the analyses are also different but equivalent.  The chi-

square test produced a Cramer’s V (i.e., .163), and the MLR produced an 𝑀𝑅2 (i.e., .027).  Once the 

Cramer’s V is squared, the observed effect sizes are identical (Cohen, 1988, see Appendix B, lines 1056 – 

1072).  In summary, position did not have a statistically or practically significant effect on group (χ
2 
[2] = 

.80, p = .67; F [2, 27] = .37, p = .694; Cramer’s V = .16, 𝑀𝑅2 =.03). 
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Discussion 

  The content presented in this article affords graduate students and emerging scholars a cogent 

illustration of how MLR subsumes univariate analyses in the GLM.  In addition to the illustration, the 

present paper extends current literature by demonstrating how (a) independent samples t-test is subsumed 

by both ANOVA and Pearson’s r, (b) RM ANOVA is subsumed by MLR and subsequently subsumes 

paired-samples t-test, (c) MLR subsumes single-samples t-test, and (d) MLR subsumes chi-square only in 

special cases.  Researchers may utilize the content herein as a reference guide since it provides (a) a more 

rigorous visual representation of the univariate GLM, (b) an explanation of the test statistics and effect 

sizes yielded by comparable statistical analyses, (c) a complete table of transformation formulae with 

pertinent references, (d) example write-ups that accompany each set of analyses, and (e) replicable syntax 

that may be copied, modified, and applied to other research studies.  

  Novice readers of academic literature describing the GLM may interpret the arguments presented as 

doctrine without fully understanding and exploring the underlying concepts.  This article attempts to 

guide the novice reader through the hierarchical nature of the univariate GLM by demonstrating the 

analyses which may be replicated and compared using the syntax and output provided.  If readers undergo 

the replication process afforded, they should recognize that MLR does, in fact, subsume the univariate 

parametric analyses within the GLM.  Through this exploration, replication, and independent study, 

readers will likely better understand the arguments and concepts that connect the univariate GLM 

analyses.  

  The statistical analyses presented in this paper are often described as independent tools that are used 

for specific purposes.  In reality, and due to their inherent incorporation within the GLM, MLR is not 

unidimensional in its application.  We expect that prudent researchers will understand the similarities, 

differences, and limitations (e.g., chi-square's sensitivity to sample size) of the univariate GLM analyses 

and will apply the appropriate analysis to best match their research design and data.   

  The paper indirectly reinforces the concept that statistics do not determine causality.  Although MLR 

is often maligned for not yielding experimental evidence (e.g., Nisbett, 2016), readers should understand 

that data from an experimental design could be analyzed with MLR and therefore yield experimental 

evidence.  Also, the paper demonstrates why statements such as “correlation never implies causality” are 

wrong (cf. Huck, 2012).  Only aspects of research design determine causality, not the statistics used to 

analyze the data yielded from the research design.  

  This paper is not without limitations.  First, it considered only the univariate GLM and did not 

demonstrate how canonical correlation subsumes the multivariate and univariate analyses.  Nor did it 

demonstrate SEM as the most general form of the GLM or consider other univariate analyses including 

split-plot ANOVA.  Second, the paper provided only R syntax to accompany the analyses.  Third, the data 

used to demonstrate the GLM were simulated and designed to meet the statistical assumptions of the 

analyses.  As such, the syntax did not include checks for the statistical assumptions for each analysis.  

Future research could consider building on the work presented in this paper by addressing the 

aforementioned limitations.  
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APPENDIX A 

R Software to Replicate Reported Analyses 

 
###Install necessary packages (first time only) 

install.packages("yhat") 

install.packages("car") 

install.packages("effects") 

install.packages("MASS") 

install.packages("psych") 

install.packages("lsr") 

 

###Load necessary packages 

library(yhat) 

library(car) 

library(effects) 

library(MASS) 

library(psych) 

library(lsr) 

 

###Create simulated dataset  

 

###Set seed 

set.seed (1234) 

 

###Control Simulated Data 

ctlcov<-matrix(c( 1,  .6, .6, .6, 1, .6, .6, .6, 1), 3, 3) 

rownames(ctlcov)<-colnames(ctlcov)<-c("Pre","Post","FollowUp") 

ctldata<-mvrnorm(n=15,c(4.00,4.00,4.00),ctlcov,empirical=TRUE) 

ctldata<-data.frame(ctldata) 

ctldata$Group<-0 

 

###Experimental Simulated Data  

expcov<-matrix(c( 1,  .6, .6, .6, 1, .6, .6, .6, 1), 3, 3) 

rownames(expcov)<-colnames(expcov)<-c("Pre","Post","FollowUp") 

expdata<-mvrnorm(n=15,c(4.00,6.00,5.5),expcov,empirical=TRUE) 

expdata<-data.frame(expdata) 

expdata$Group<-1 

 

###Merged Simulated Data 

ds<-rbind(ctldata,expdata) 

ds$Group<-as.factor(ds$Group) 

levels(ds$Group)<-c("Control","Treatment") 

ds$Position<-as.factor(c(rep("Full",4),rep("Part",6),rep("Seasonal",4), 

     rep("Full",6),rep("Part",4),rep("Seasonal",6))) 

 

###Describe dataset 

head(ds) 

describe(ds) 

 

###Run descriptive statistics by group 

describe(subset(ds,Group=="Control")) 

describe(subset(ds,Group=="Treatment")) 

 

ds1<-ds 

ds1$Group<-as.numeric(ds1$Group)-1 

cor(subset(ds1,Group==0,select= -c(Group,Position))) 

cor(subset(ds1,Group==1,select= -c(Group,Position))) 

 

###Create long version of data for 3-wave repeated measures ANOVA 

dslong3<-

reshape(ds,varying=c("Pre","Post","FollowUp"),v.names="Test",timevar="MO",times=c(1,2,3),directio

n="long") 

dslong3$id<-as.factor(dslong3$id) 

dslong3$MO<-as.factor(dslong3$MO) 

 

###Create long version of data for 2-wave repeated measures ANOVA 

dslong2<-subset(dslong3,MO!=3) 
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###Create long version of data for 1-wave repeated measures ANOVA 

dslong1<-subset(dslong3,MO==1) 

 

###ANCOVA SUBSUMED BY MLR### 

 

###Center predictor to have meaningful intercept 

ds$Prec<-ds$Pre-mean(ds$Pre) 

 

###ANCOVA on Post by Group with Pre 

lm.out1<-lm(Post~Prec,data=ds) 

lm.out2<-lm(Post~Prec+Group,data=ds) 

anova(lm.out1,lm.out2) 

 

###ANCOVA via MLR 

summary(lm.out2) 

 

###Compare p values 

anova(lm.out1,lm.out2)[2,"Pr(>F)"]#ANCOVA 

summary(lm.out2)$coefficients["GroupTreatment","Pr(>|t|)"]#MLR 

 

###Compare test statistics 

anova(lm.out1,lm.out2)[2,"F"]#ANCOVA 

summary(lm.out2)$coefficients["GroupTreatment","t value"]#MLR 

 

###Transform t statistics to F statistics 

anova(lm.out1,lm.out2)[2,"F"]#ANOVA 

summary(lm.out2)$coefficients["GroupTreatment","t value"]^2#MLR 

 

###Transform F statistics to t statistics 

sqrt(anova(lm.out1,lm.out2)[2,"F"])#ANOVA 

summary(lm.out2)$coefficients["GroupTreatment","t value"]#MLR 

 

###Compare effect sizes 

###ANCOVA 

(aout<-Anova(lm.out2,type="III")) 

aout["Group","Sum Sq"]/(aout["Group","Sum Sq"]+aout["Residuals","Sum Sq"])  

###MLR 

(rout<-calc.yhat(lm.out2,prec=11)$APSRelatedMetrics)   

   rout["Group","Commonality"]/ 

(1-rout["Total","Commonality"]+ 

   rout["Group","Commonality"]) 

 

###Compare adjusted means 

###ANCOVA 

effect("Group",lm.out2,data=ds)         

    

###MLR   

summary(lm.out2) 

summary(lm.out2)$coefficients["(Intercept)","Estimate"] 

summary(lm.out2)$coefficients["(Intercept)","Estimate"]+ 

summary(lm.out2)$coefficients["GroupTreatment","Estimate"] 

 

###ANOVA SUBSUMED BY MLR### 

 

###ANOVA on Post by Position 

(aout<-anova(aov(Post~Position,data=ds))) 

 

###MLR on Post by Position using MLR 

lm.out<-lm(Post~Position,data=ds) 

summary(lm.out) 

 

###Compare p values 

aout["Position","Pr(>F)"]#ANOVA 

anova(lm.out)["Position","Pr(>F)"]#MLR 

 

###Compare test statistics 

aout["Position","F value"]#ANOVA 

summary(lm.out)$fstatistic["value"]#MLR 

  

###Compare effect sizes 

aout["Position","Sum Sq"]/sum(aout[,"Sum Sq"])#ANOVA 
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summary(lm.out)$r.squared#MLR 

 

###Compare group means 

###ANOVA 

aggregate(ds$Post~ds$Position,ds,mean) 

###MLR 

summary(lm.out)  

summary(lm.out)$coefficients["(Intercept)","Estimate"]   

summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 

summary(lm.out)$coefficients["PositionPart","Estimate"] 

summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 

summary(lm.out)$coefficients["PositionSeasonal","Estimate"]   

 

###r SUBSUMED BY MLR### 

 

###correlation between Post and Pre using Pearson's 

(cor.out<-cor.test(ds$Post,ds$Pre)) 

 

###correlation between Post and Group using MLR 

lm.out<-lm(Post~Pre,data=ds)  

summary(lm.out) 

 

###Compare p values 

cor.out$p.value#Pearson's r 

anova(lm.out)["Pre","Pr(>F)"]#MLR 

 

###Compare test statistics 

cor.out$statistic#Pearsons's r 

summary(lm.out)$fstatistic["value"]#MLR 

 

###Transform t to F 

cor.out$statistic^2#Pearsons r 

summary(lm.out)$fstatistic["value"]#MLR 

 

###Transform F to t  

cor.out$statistic#Pearson's r 

sqrt(summary(lm.out)$fstatistic["value"])#MLR 

 

###Compare effect sizes     

cor.out$estimate#Pearson's r 

summary(lm.out)$r.squared#MLR 

 

###Transform r to R2 

cor.out$estimate^2#Pearson's r 

summary(lm.out)$r.squared#MLR 

 

###Transform R2 to r 

cor.out$estimate#Pearson's r 

sqrt(summary(lm.out)$r.squared)#MLR 

 

###REPEATED MEASURES ANOVA SUBSUMED BY MLR### 

 

###Repeated Measures ANOVA on Pre, Post, and Followup 

aoutrm<-aov(Test~MO+Error(id),data=dslong3) 

summary(aoutrm) 

 

###MLR on Pre, Post, and Followup 

(aoutmlr<-anova(lm(Test~MO+id,data=dslong3))) 

 

###Compare p values 

((a<-unlist(summary(aoutrm)[["Error: Within"]]))["Pr(>F)1"])#ANOVA 

aoutmlr["MO","Pr(>F)"] 

  

###Compare test statistic 

a[["F value1"]]#RM ANOVA 

aoutmlr["MO","F value"]#MLR 

  

###Compare effect sizes 

a[["Sum Sq1"]]/(a[["Sum Sq1"]]+a[["Sum Sq2"]])#RM ANOVA 

aoutmlr["MO","Sum Sq"]/(aoutmlr["MO","Sum Sq"]+aoutmlr["Residuals","Sum Sq"])#MLR 
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###Compare measurement occasion means 

aggregate(Test~MO,dslong3,mean)#RM ANOVA 

lm.out<-lm(Test~MO,data=dslong3) 

summary(lm.out)  

summary(lm.out)$coefficients["(Intercept)","Estimate"]   

summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 

summary(lm.out)$coefficients["MO2","Estimate"] 

summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 

summary(lm.out)$coefficients["MO3","Estimate"]   

 

###INDEPENDENT T TEST SUBSUMED BY MLR, ANOVA, AND r### 

 

###t-test on Post by Group 

(t.out<-t.test(Post~Group,data=ds,paired=FALSE,var.equal=TRUE)) 

 

###MLR on Post by Group 

lm.out<-lm(Post~Group,data=ds) 

summary(lm.out) 

 

###ANOVA on Post by Group 

(aout<-anova(aov(Post~Group,data=ds))) 

 

###correlation between Post and Group using Pearson's r 

(cor.out<-cor.test(ds$Post,as.numeric(ds$Group))) 

 

###Compare p values 

t.out$p.value#t-test 

anova(lm.out)["Group","Pr(>F)"]#MLR 

aout["Group","Pr(>F)"]#ANOVA 

cor.out$p.value#Pearson's r 

 

###Compare test statistic 

t.out$statistic#t-test 

summary(lm.out)$fstatistic["value"]#MLR 

aout["Group","F value"]#ANOVA 

cor.out$statistic#Pearson's r 

 

###Transform t to F 

t.out$statistic^2#t-test 

summary(lm.out)$fstatistic["value"]#MLR 

aout["Group","F value"]#ANOVA 

cor.out$statistic^2#Pearson's r 

 

###Transform F to t 

abs(t.out$statistic)#t-test 

sqrt(summary(lm.out)$fstatistic["value"])#MLR 

sqrt(aout["Group","F value"])#ANOVA 

cor.out$statistic#Pearson's r 

 

###Compare effect sizes 

(d<-cohensD(ds$Post~ds$Group))#t-test 

(r2<-summary(lm.out)$r.squared)#MLR 

(e2<-aout["Group","Sum Sq"]/sum(aout[,"Sum Sq"]))#ANOVA 

cor.out$estimate#Pearson's r 

 

###Transform d, eta-squared, and R2 to r 

d/sqrt(d**2+((nrow(ds)**2-2*nrow(ds))/(table(ds$Group)[1]*table(ds$Group)[2])))#t-test 

(tr1<-sqrt(r2))#MLR 

(tr2<-sqrt(aout["Group","Sum Sq"]/sum(aout[,"Sum Sq"])))#ANOVA 

(tr3<-cor.out$estimate)#Pearson's r 

 

###Transform R2, eta-squared, and r to d 

d#t-test 

sqrt((-tr1**2*(nrow(ds)**2-2*nrow(ds)))/(table(ds$Group)[1]*table(ds$Group)[2]*(tr1**2-1)))#MLR 

sqrt((-tr2**2*(nrow(ds)**2-2*nrow(ds)))/(table(ds$Group)[1]*table(ds$Group)[2]*(tr2**2-1)))#ANOVA 

sqrt((-tr3**2*(nrow(ds)**2-2*nrow(ds)))/(table(ds$Group)[1]*table(ds$Group)[2]*(tr3**2-

1)))#Pearson's r 

 

###Transform d and r to R2/eta-squared  

(d/sqrt(d**2+((nrow(ds)**2-2*nrow(ds))/(table(ds$Group)[1]*table(ds$Group)[2]))))**2#t-test 

r2#MLR 
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e2#ANOVA 

tr3**2#Pearson's r 

 

###Compare group means 

t.out#t-test 

summary(lm.out)#MLR 

summary(lm.out)$coefficients["(Intercept)","Estimate"] 

summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 

summary(lm.out)$coefficients["GroupTreatment","Estimate"] 

aggregate(ds$Post~ds$Group,ds,mean)#ANOVA 

aggregate(ds$Post~ds$Group,ds,mean)#Pearson's r 

  

###PAIRED T TEST SUBSUMED BY MLR and ANOVA### 

 

###t-test on Pre and Post 

(t.out<-t.test(ds$Post,ds$Pre,paired=TRUE)) 

 

###MLR on Pre and Post 

lm.out<-lm(I(Post-Pre)~1,data=ds) 

summary(lm.out) 

 

###Repeated Measures ANOVA on Pre and Post 

aout<-aov(Test~MO+Error(id),data=dslong2) 

summary(aout) 

 

###Compare p values 

t.out$p.value#t-test 

summary(lm.out)$coefficients["(Intercept)","Pr(>|t|)"]#MLR 

unlist(summary(aout)[["Error: Within"]])["Pr(>F)1"]#ANOVA 

 

###Compare test statistic 

(t1<-t.out$statistic)#t-test 

(t2<-summary(lm.out)$coefficients["(Intercept)","t value"])#MLR 

(f<-unlist(summary(aout)[["Error: Within"]])["F value1"])#ANOVA 

 

###Transform t to F 

t1**2#t-test 

t2**2#MLR 

f#ANOVA 

 

###Transform F to t 

t1#t-test 

t2#MLR 

sqrt(f)#ANOVA 

  

###Compare effect sizes 

t1*sqrt(2*(1-cor(ds$Post,ds$Pre))/nrow(ds))#t-test 

t2*sqrt(2*(1-cor(ds$Post,ds$Pre))/nrow(ds))#MLR 

sqrt(f)*sqrt(2*(1-cor(ds$Post,ds$Pre))/nrow(ds))#MLR 

  

###Compare group means 

t.out$estimate#t-test 

summary(lm.out)$coefficients["(Intercept)","Estimate"]#MLR 

describe(ds$Post-ds$Pre)$mean#ANOVA 

 

###SINGLE SAMPLE T TEST SUBSUMED BY MLR### 

 

###t-test on Pre 

(t.out<-t.test(ds$Pre)) 

 

###MLR on on Pre  

lm.out<-lm(Pre~1,data=ds) 

summary(lm.out) 

 

###Compare p values 

t.out$p.value#t-test 

summary(lm.out)$coefficients["(Intercept)","Pr(>|t|)"]#MLR 

 

###Compare test statistic 

(t1<-t.out$statistic)#t-test 

(t2<-summary(lm.out)$coefficients["(Intercept)","t value"])#MLR 



Univariate General Linear Model 

General Linear Model Journal, 2017, Vol. 43(1)                                                                                                        65 

 

###Compare effect sizes 

(d<-cohensD(ds$Pre))#t-test 

(t2/sqrt(length(ds$Post)))#MLR 

 

###Compare group means 

t.out$estimate#t-test 

summary(lm.out)$coefficients["(Intercept)","Estimate"]#MLR 

 

###chi-square via MLR### 

 

###descriptive statistics on Position by Group 

(x.out<-table(ds$Position,ds$Group)) 

 

###chi-test on Position by Group 

chisq.test(x.out,correct=FALSE) 

 

###MLR on Position by Group 

lm.out<-lm(Position~Group,data=ds) 

summary(lm.out) 

 

###MLR on Position by Group - Try treating categories as numbers 

lm.out<-lm(as.numeric(ds$Position)~Group,data=ds) 

summary(lm.out) 

 

###Compare p values 

chisq.test(x.out,correct=FALSE)$p.value#chi-square 

anova(lm.out)["Group","Pr(>F)"]#MLR 

 

###Compare test statistic 

chisq.test(x.out,correct=FALSE)$statistic#chi-square 

summary(lm.out)$fstatistic["value"]#MLR 

 

###Compare effect sizes 

cramersV(x.out)#chi-square 

summary(lm.out)$r.squared#MLR 

 

###Transform Cramer's v to R2 

cramersV(x.out)**2#chi-square 

summary(lm.out)$r.squared#MLR 

 

###Transform R2 to Cramer's v 

cramersV(x.out)#chi-square 

sqrt(summary(lm.out)$r.squared)#MLR 

 

###chi-square via MLR### 

 

###descriptive statistics on Group by Position 

(x.out<-table(ds$Group, ds$Position)) 

 

###chi-test on Group by Position 

chisq.test(x.out,correct=FALSE) 

 

###MLR on Group by Position 

lm.out<-lm(Group~Position,data=ds) 

summary(lm.out) 

 

###MLR on Group by Position - Try treating categories as numbers 

lm.out<-lm(as.numeric(ds$Group)~Position,data=ds) 

summary(lm.out) 

 

###Compare p values 

chisq.test(x.out,correct=FALSE)$p.value#chi-square 

anova(lm.out)["Position","Pr(>F)"]#MLR 

 

###Compare test statistic 

(x2<-chisq.test(x.out,correct=FALSE)$statistic)#chi-square 

(F<-summary(lm.out)$fstatistic["value"])#MLR 

 

###Transform x2 to F 

x2/((length(levels(ds$Position))-1)*(length(levels(ds$Group))-1))#chi-square 
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summary(lm.out)$fstatistic["value"]#MLR 

 

###Transform F to x2  

x2#chi-square 

F*((length(levels(ds$Position))-1)*(length(levels(ds$Group))-1))#MLR 

 

###Compare effect sizes 

cramersV(x.out)#chi-square 

summary(lm.out)$r.squared#MLR 

 

###Transform Cramer's v to R2 

cramersV(x.out)**2#chi-square 

summary(lm.out)$r.squared#MLR 

 

###Transform R2 to Cramer's v 

cramersV(x.out)#chi-square 

sqrt(summary(lm.out)$r.squared)#MLR 
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APPENDIX B 1 

R Output for Illustrative Examples 2 
> ###Load necessary packages 3 
> library(yhat) 4 
> library(car) 5 
> library(effects) 6 
> library(MASS) 7 
> library(lsr) 8 
>  9 
> ###Create simulated dataset  10 
>  11 
> ###Set seed 12 
> set.seed (1234) 13 
>  14 
> ###Control Simulated Data 15 
> ctlcov<-matrix(c( 1,  .6, .6, .6, 1, .6, .6, .6, 1), 3, 3) 16 
> rownames(ctlcov)<-colnames(ctlcov)<-c("Pre","Post","FollowUp") 17 
> ctldata<-mvrnorm(n=15,c(4.00,4.00,4.00),ctlcov,empirical=TRUE) 18 
> ctldata<-data.frame(ctldata) 19 
> ctldata$Group<-0 20 
>  21 
> ###Experimental Simulated Data  22 
> expcov<-matrix(c( 1,  .6, .6, .6, 1, .6, .6, .6, 1), 3, 3) 23 
> rownames(expcov)<-colnames(expcov)<-c("Pre","Post","FollowUp") 24 
> expdata<-mvrnorm(n=15,c(4.00,6.00,5.5),expcov,empirical=TRUE) 25 
> expdata<-data.frame(expdata) 26 
> expdata$Group<-1 27 
>  28 
> ###Merged Simulated Data 29 
> ds<-rbind(ctldata,expdata) 30 
> ds$Group<-as.factor(ds$Group) 31 
> levels(ds$Group)<-c("Control","Treatment") 32 
> ds$Position<-as.factor(c(rep("Full",4),rep("Part",6),rep("Seasonal",4), 33 
+  rep("Full",6),rep("Part",4),rep("Seasonal",6))) 34 
>  35 
> ###Describe dataset 36 
> head(ds) 37 
       Pre     Post FollowUp   Group Position 38 
1 4.296838 5.828809 5.122568 Control     Full 39 
2 3.889897 3.688667 4.390797 Control     Full 40 
3 3.813139 2.967588 4.589542 Control     Full 41 
4 5.587708 5.424477 3.962162 Control     Full 42 
5 1.267185 2.839900 1.970185 Control     Part 43 
6 3.217834 3.056502 3.548479 Control     Part 44 
> describe(ds) 45 
          vars  n mean   sd median trimmed  mad  min  max range  skew kurtosis   se 46 
Pre          1 30 4.00 0.98   3.90    4.04 0.81 1.27 5.92  4.65 -0.42     0.33 0.18 47 
Post         2 30 5.00 1.41   4.80    5.00 1.84 2.84 7.18  4.34 -0.02    -1.41 0.26 48 
FollowUp     3 30 4.75 1.24   4.59    4.72 1.01 1.97 7.52  5.55  0.19    -0.19 0.23 49 
Group*       4 30 1.50 0.51   1.50    1.50 0.74 1.00 2.00  1.00  0.00    -2.07 0.09 50 
Position*    5 30 2.00 0.83   2.00    2.00 1.48 1.00 3.00  2.00  0.00    -1.60 0.15 51 
>  52 
> ###Run descriptive statistics by group 53 
> describe(subset(ds,Group=="Control")) 54 
          vars  n mean  sd median trimmed  mad  min  max range  skew kurtosis   se 55 
Pre          1 15 4.00 1.0   3.91    4.09 0.63 1.27 5.59  4.32 -0.98     1.33 0.26 56 
Post         2 15 4.00 1.0   3.99    3.95 1.38 2.84 5.83  2.99  0.46    -1.16 0.26 57 
FollowUp     3 15 4.00 1.0   4.12    3.98 0.69 1.97 6.26  4.29  0.15     0.18 0.26 58 
Group*       4 15 1.00 0.0   1.00    1.00 0.00 1.00 1.00  0.00   NaN      NaN 0.00 59 
Position*    5 15 1.93 0.8   2.00    1.92 1.48 1.00 3.00  2.00  0.10    -1.53 0.21 60 
> describe(subset(ds,Group=="Treatment")) 61 
          vars  n mean   sd median trimmed  mad  min  max range  skew kurtosis   se 62 
Pre          1 15 4.00 1.00   3.72    3.97 1.16 2.42 5.92  3.50  0.18    -1.12 0.26 63 
Post         2 15 6.00 1.00   6.21    6.06 1.05 4.07 7.18  3.11 -0.58    -1.13 0.26 64 
FollowUp     3 15 5.50 1.00   5.33    5.44 0.98 4.32 7.52  3.20  0.59    -0.96 0.26 65 
Group*       4 15 2.00 0.00   2.00    2.00 0.00 2.00 2.00  0.00   NaN      NaN 0.00 66 
Position*    5 15 2.07 0.88   2.00    2.08 1.48 1.00 3.00  2.00 -0.12    -1.79 0.23 67 
>  68 
> ds1<-ds 69 
> ds1$Group<-as.numeric(ds1$Group)-1 70 
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> cor(subset(ds1,Group==0,select= -c(Group,Position))) 71 
         Pre Post FollowUp 72 
Pre      1.0  0.6      0.6 73 
Post     0.6  1.0      0.6 74 
FollowUp 0.6  0.6      1.0 75 
> cor(subset(ds1,Group==1,select= -c(Group,Position))) 76 
         Pre Post FollowUp 77 
Pre      1.0  0.6      0.6 78 
Post     0.6  1.0      0.6 79 
FollowUp 0.6  0.6      1.0 80 
>  81 
> ###Create long version of data for 3-wave repeated measures ANOVA 82 
> dslong3<-83 
reshape(ds,varying=c("Pre","Post","FollowUp"),v.names="Test",timevar="MO",times=c(1,2,3),directio84 
n="long") 85 
> dslong3$id<-as.factor(dslong3$id) 86 
> dslong3$MO<-as.factor(dslong3$MO) 87 
>  88 
> ###Create long version of data for 2-wave repeated measures ANOVA 89 
> dslong2<-subset(dslong3,MO!=3) 90 
>  91 
> ###Create long version of data for 1-wave repeated measures ANOVA 92 
> dslong1<-subset(dslong3,MO==1) 93 
>  94 
> ###ANCOVA SUBSUMED BY MLR### 95 
>  96 
> ###Center predictor to have meaningful intercept 97 
> ds$Prec<-ds$Pre-mean(ds$Pre) 98 
>  99 
> ###ANCOVA on Post by Group with Pre 100 
> lm.out1<-lm(Post~Prec,data=ds) 101 
> lm.out2<-lm(Post~Prec+Group,data=ds) 102 
> anova(lm.out1,lm.out2) 103 
Analysis of Variance Table 104 
 105 
Model 1: Post ~ Prec 106 
Model 2: Post ~ Prec + Group 107 
  Res.Df   RSS Df Sum of Sq      F    Pr(>F)     108 
1     28 47.92                                   109 
2     27 17.92  1        30 45.201 3.225e-07 *** 110 
--- 111 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 112 
>  113 
> ###ANCOVA via MLR 114 
> summary(lm.out2) 115 
 116 
Call: 117 
lm(formula = Post ~ Prec + Group, data = ds) 118 
 119 
Residuals: 120 
     Min       1Q   Median       3Q      Max  121 
-1.31704 -0.53236  0.06803  0.47765  1.65071  122 
 123 
Coefficients: 124 
               Estimate Std. Error t value Pr(>|t|)     125 
(Intercept)      4.0000     0.2103  19.016  < 2e-16 *** 126 
Prec             0.6000     0.1540   3.897 0.000581 *** 127 
GroupTreatment   2.0000     0.2975   6.723 3.22e-07 *** 128 
--- 129 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 130 
 131 
Residual standard error: 0.8147 on 27 degrees of freedom 132 
Multiple R-squared:  0.691,     Adjusted R-squared:  0.6681  133 
F-statistic: 30.19 on 2 and 27 DF,  p value: 1.3e-07 134 
 135 
>  136 
> ###Compare p values 137 
> anova(lm.out1,lm.out2)[2,"Pr(>F)"]#ANCOVA 138 
[1] 3.22454e-07 139 
> summary(lm.out2)$coefficients["GroupTreatment","Pr(>|t|)"]#MLR 140 
[1] 3.22454e-07 141 
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>  142 
> ###Compare test statistics 143 
> anova(lm.out1,lm.out2)[2,"F"]#ANCOVA 144 
[1] 45.20089 145 
> summary(lm.out2)$coefficients["GroupTreatment","t value"]#MLR 146 
[1] 6.723161 147 
>  148 
> ###Transform t statistics to F statistics 149 
> anova(lm.out1,lm.out2)[2,"F"]#ANOVA 150 
[1] 45.20089 151 
> summary(lm.out2)$coefficients["GroupTreatment","t value"]^2#MLR 152 
[1] 45.20089 153 
>  154 
> ###Transform F statistics to t statistics 155 
> sqrt(anova(lm.out1,lm.out2)[2,"F"])#ANOVA 156 
[1] 6.723161 157 
> summary(lm.out2)$coefficients["GroupTreatment","t value"]#MLR 158 
[1] 6.723161 159 
>  160 
> ###Compare effect sizes 161 
> ###ANCOVA 162 
> (aout<-Anova(lm.out2,type="III")) 163 
Anova Table (Type III tests) 164 
 165 
Response: Post 166 
            Sum Sq Df F value    Pr(>F)     167 
(Intercept) 240.00  1 361.607 < 2.2e-16 *** 168 
Prec         10.08  1  15.188 0.0005807 *** 169 
Group        30.00  1  45.201 3.225e-07 *** 170 
Residuals    17.92 27                       171 
--- 172 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 173 
> aout["Group","Sum Sq"]/(aout["Group","Sum Sq"]+aout["Residuals","Sum Sq"]) 174 
[1] 0.6260434 175 
> ###MLR 176 
> (rout<-calc.yhat(lm.out2,prec=11)$APSRelatedMetrics) 177 
           Commonality  % Total        R2  Prec.Inc Group.Inc 178 
Prec         0.1737931 0.251497 0.1737931        NA 0.5172414 179 
Group        0.5172414 0.748503 0.5172414 0.1737931        NA 180 
Prec,Group   0.0000000 0.000000 0.6910345        NA        NA 181 
Total        0.6910345 1.000000        NA        NA        NA 182 
>    rout["Group","Commonality"]/ 183 
+ (1-rout["Total","Commonality"]+ 184 
+    rout["Group","Commonality"]) 185 
[1] 0.6260434 186 
>  187 
> ###Compare adjusted means 188 
> ###ANCOVA 189 
> effect("Group",lm.out2,data=ds)  190 
 191 
 Group effect 192 
Group 193 
  Control Treatment  194 
        4         6  195 
> ###MLR 196 
> summary(lm.out2) 197 
 198 
Call: 199 
lm(formula = Post ~ Prec + Group, data = ds) 200 
 201 
Residuals: 202 
     Min       1Q   Median       3Q      Max  203 
-1.31704 -0.53236  0.06803  0.47765  1.65071  204 
 205 
Coefficients: 206 
               Estimate Std. Error t value Pr(>|t|)     207 
(Intercept)      4.0000     0.2103  19.016  < 2e-16 *** 208 
Prec             0.6000     0.1540   3.897 0.000581 *** 209 
GroupTreatment   2.0000     0.2975   6.723 3.22e-07 *** 210 
--- 211 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 212 
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 213 
Residual standard error: 0.8147 on 27 degrees of freedom 214 
Multiple R-squared:  0.691,     Adjusted R-squared:  0.6681  215 
F-statistic: 30.19 on 2 and 27 DF,  p-value: 1.3e-07 216 
 217 
> summary(lm.out2)$coefficients["(Intercept)","Estimate"] 218 
[1] 4 219 
> summary(lm.out2)$coefficients["(Intercept)","Estimate"]+ 220 
+ summary(lm.out2)$coefficients["GroupTreatment","Estimate"] 221 
[1] 6 222 
>  223 
> ###ANOVA SUBSUMED BY MLR### 224 
>  225 
> ###ANOVA on Post by Position 226 
> (aout<-anova(aov(Post~Position,data=ds))) 227 
Analysis of Variance Table 228 
 229 
Response: Post 230 
          Df Sum Sq Mean Sq F value Pr(>F) 231 
Position   2  1.376  0.6880  0.3281 0.7232 232 
Residuals 27 56.624  2.0972                233 
>  234 
> ###MLR on Post by Position using MLR 235 
> lm.out<-lm(Post~Position,data=ds) 236 
> summary(lm.out) 237 
 238 
Call: 239 
lm(formula = Post ~ Position, data = ds) 240 
 241 
Residuals: 242 
    Min      1Q  Median      3Q     Max  243 
-2.4393 -0.9360 -0.1363  1.2848  2.4130  244 
 245 
Coefficients: 246 
                 Estimate Std. Error t value Pr(>|t|)     247 
(Intercept)        5.2859     0.4580  11.543 6.01e-12 *** 248 
PositionPart      -0.5154     0.6476  -0.796    0.433     249 
PositionSeasonal  -0.3424     0.6476  -0.529    0.601     250 
--- 251 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 252 
 253 
Residual standard error: 1.448 on 27 degrees of freedom 254 
Multiple R-squared:  0.02372,   Adjusted R-squared:  -0.04859  255 
F-statistic: 0.3281 on 2 and 27 DF,  p-value: 0.7232 256 
 257 
>  258 
> ###Compare p values 259 
> aout["Position","Pr(>F)"]#ANOVA 260 
[1] 0.7231535 261 
> anova(lm.out)["Position","Pr(>F)"]#MLR 262 
[1] 0.7231535 263 
>  264 
> ###Compare test statistics 265 
> aout["Position","F value"]#ANOVA 266 
[1] 0.3280564 267 
> summary(lm.out)$fstatistic["value"]#MLR 268 
    value  269 
0.3280564  270 
>  271 
> ###Compare effect sizes 272 
> aout["Position","Sum Sq"]/sum(aout[,"Sum Sq"])#ANOVA 273 
[1] 0.02372397 274 
> summary(lm.out)$r.squared#MLR 275 
[1] 0.02372397 276 
>  277 
> ###Compare group means 278 
> ###ANOVA 279 
> aggregate(ds$Post~ds$Position,ds,mean) 280 
  ds$Position  ds$Post 281 
1        Full 5.285930 282 
2        Part 4.770533 283 
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3    Seasonal 4.943537 284 
> ###MLR 285 
> summary(lm.out) 286 
 287 
Call: 288 
lm(formula = Post ~ Position, data = ds) 289 
 290 
Residuals: 291 
    Min      1Q  Median      3Q     Max  292 
-2.4393 -0.9360 -0.1363  1.2848  2.4130  293 
 294 
Coefficients: 295 
                 Estimate Std. Error t value Pr(>|t|)     296 
(Intercept)        5.2859     0.4580  11.543 6.01e-12 *** 297 
PositionPart      -0.5154     0.6476  -0.796    0.433     298 
PositionSeasonal  -0.3424     0.6476  -0.529    0.601     299 
--- 300 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 301 
 302 
Residual standard error: 1.448 on 27 degrees of freedom 303 
Multiple R-squared:  0.02372,   Adjusted R-squared:  -0.04859  304 
F-statistic: 0.3281 on 2 and 27 DF,  p-value: 0.7232 305 
 306 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]  307 
[1] 5.28593 308 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 309 
+ summary(lm.out)$coefficients["PositionPart","Estimate"] 310 
[1] 4.770533 311 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 312 
+ summary(lm.out)$coefficients["PositionSeasonal","Estimate"]  313 
[1] 4.943537 314 
>  315 
> ###r SUBSUMED BY MLR### 316 
>  317 
> ###correlation between Post and Pre using Pearson's 318 
> (cor.out<-cor.test(ds$Post,ds$Pre)) 319 
 320 
        Pearson's product-moment correlation 321 
 322 
data:  ds$Post and ds$Pre 323 
t = 2.4269, df = 28, p-value = 0.02192 324 
alternative hypothesis: true correlation is not equal to 0 325 
95 percent confidence interval: 326 
 0.06662175 0.67567416 327 
sample estimates: 328 
     cor  329 
0.416885  330 
 331 
>  332 
> ###correlation between Post and Group using MLR 333 
> lm.out<-lm(Post~Pre,data=ds) 334 
> summary(lm.out) 335 
 336 
Call: 337 
lm(formula = Post ~ Pre, data = ds) 338 
 339 
Residuals: 340 
    Min      1Q  Median      3Q     Max  341 
-2.1839 -0.8869 -0.1131  1.0334  2.0902  342 
 343 
Coefficients: 344 
            Estimate Std. Error t value Pr(>|t|)   345 
(Intercept)   2.6000     1.0174   2.556   0.0163 * 346 
Pre           0.6000     0.2472   2.427   0.0219 * 347 
--- 348 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 349 
 350 
Residual standard error: 1.308 on 28 degrees of freedom 351 
Multiple R-squared:  0.1738,    Adjusted R-squared:  0.1443  352 
F-statistic:  5.89 on 1 and 28 DF,  p-value: 0.02192 353 
 354 
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>  355 
> ###Compare p values 356 
> cor.out$p.value#Pearson's r 357 
[1] 0.02191639 358 
> anova(lm.out)["Pre","Pr(>F)"]#MLR 359 
[1] 0.02191639 360 
>  361 
> ###Compare test statistics 362 
> cor.out$statistic#Pearsons's r 363 
       t  364 
2.426894  365 
> summary(lm.out)$fstatistic["value"]#MLR 366 
   value  367 
5.889816  368 
>  369 
> ###Transform t to F 370 
> cor.out$statistic^2#Pearsons r 371 
       t  372 
5.889816  373 
> summary(lm.out)$fstatistic["value"]#MLR 374 
   value  375 
5.889816  376 
>  377 
> ###Transform F to t  378 
> cor.out$statistic#Pearson's r 379 
       t  380 
2.426894  381 
> sqrt(summary(lm.out)$fstatistic["value"])#MLR 382 
   value  383 
2.426894  384 
>  385 
> ###Compare effect sizes 386 
> cor.out$estimate#Pearson's r 387 
     cor  388 
0.416885  389 
> summary(lm.out)$r.squared#MLR 390 
[1] 0.1737931 391 
>  392 
> ###Transform r to R2 393 
> cor.out$estimate^2#Pearson's r 394 
      cor  395 
0.1737931  396 
> summary(lm.out)$r.squared#MLR 397 
[1] 0.1737931 398 
>  399 
> ###Transform R2 to r 400 
> cor.out$estimate#Pearson's r 401 
     cor  402 
0.416885  403 
> sqrt(summary(lm.out)$r.squared)#MLR 404 
[1] 0.416885 405 
>  406 
> ###REPEATED MEASURES ANOVA SUBSUMED BY MLR### 407 
>  408 
> ###Repeated Measures ANOVA on Pre, Post, and Followup 409 
> aoutrm<-aov(Test~MO+Error(id),data=dslong3) 410 
> summary(aoutrm) 411 
 412 
Error: id 413 
          Df Sum Sq Mean Sq F value Pr(>F) 414 
Residuals 29  92.22    3.18                415 
 416 
Error: Within 417 
          Df Sum Sq Mean Sq F value  Pr(>F)     418 
MO         2  16.25   8.125   12.19 3.8e-05 *** 419 
Residuals 58  38.65   0.666                     420 
--- 421 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 422 
>  423 
> ###MLR on Pre, Post, and Followup 424 
> (aoutmlr<-anova(lm(Test~MO+id,data=dslong3))) 425 
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Analysis of Variance Table 426 
 427 
Response: Test 428 
          Df Sum Sq Mean Sq F value    Pr(>F)     429 
MO         2 16.250  8.1250 12.1928 3.800e-05 *** 430 
id        29 92.225  3.1802  4.7723 2.128e-07 *** 431 
Residuals 58 38.650  0.6664                       432 
--- 433 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 434 
>  435 
> ###Compare p values 436 
> ((a<-unlist(summary(aoutrm)[["Error: Within"]]))["Pr(>F)1"])#ANOVA 437 
     Pr(>F)1  438 
3.799596e-05  439 
> aoutmlr["MO","Pr(>F)"] 440 
[1] 3.799596e-05 441 
>   442 
> ###Compare test statistic 443 
> a[["F value1"]]#RM ANOVA 444 
[1] 12.19276 445 
> aoutmlr["MO","F value"]#MLR 446 
[1] 12.19276 447 
>   448 
> ###Compare effect sizes 449 
> a[["Sum Sq1"]]/(a[["Sum Sq1"]]+a[["Sum Sq2"]])#RM ANOVA 450 
[1] 0.2959927 451 
> aoutmlr["MO","Sum Sq"]/(aoutmlr["MO","Sum Sq"]+aoutmlr["Residuals","Sum Sq"])#MLR 452 
[1] 0.2959927 453 
>  454 
> ###Compare measurement occasion means 455 
> aggregate(Test~MO,dslong3,mean)#RM ANOVA 456 
  MO Test 457 
1  1 4.00 458 
2  2 5.00 459 
3  3 4.75 460 
> lm.out<-lm(Test~MO,data=dslong3) 461 
> summary(lm.out) 462 
 463 
Call: 464 
lm(formula = Test ~ MO, data = dslong3) 465 
 466 
Residuals: 467 
    Min      1Q  Median      3Q     Max  468 
-2.7798 -0.7439 -0.1371  0.9388  2.7708  469 
 470 
Coefficients: 471 
            Estimate Std. Error t value Pr(>|t|)     472 
(Intercept)   4.0000     0.2239  17.863  < 2e-16 *** 473 
MO2           1.0000     0.3167   3.158  0.00219 **  474 
MO3           0.7500     0.3167   2.368  0.02008 *   475 
--- 476 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 477 
 478 
Residual standard error: 1.227 on 87 degrees of freedom 479 
Multiple R-squared:  0.1105,    Adjusted R-squared:   0.09  480 
F-statistic: 5.401 on 2 and 87 DF,  p-value: 0.00615 481 
 482 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]  483 
[1] 4 484 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 485 
+ summary(lm.out)$coefficients["MO2","Estimate"] 486 
[1] 5 487 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 488 
+ summary(lm.out)$coefficients["MO3","Estimate"]  489 
[1] 4.75 490 
>  491 
> ###INDEPENDENT T TEST SUBSUMED BY MLR, ANOVA, AND r### 492 
>  493 
> ###t-test on Post by Group 494 
> (t.out<-t.test(Post~Group,data=ds,paired=FALSE,var.equal=TRUE)) 495 
 496 
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        Two Sample t-test 497 
 498 
data:  Post by Group 499 
t = -5.4772, df = 28, p-value = 7.537e-06 500 
alternative hypothesis: true difference in means is not equal to 0 501 
95 percent confidence interval: 502 
 -2.747973 -1.252027 503 
sample estimates: 504 
  mean in group Control mean in group Treatment  505 
                      4                       6  506 
 507 
>  508 
> ###MLR on Post by Group 509 
> lm.out<-lm(Post~Group,data=ds) 510 
> summary(lm.out) 511 
 512 
Call: 513 
lm(formula = Post ~ Group, data = ds) 514 
 515 
Residuals: 516 
    Min      1Q  Median      3Q     Max  517 
-1.9256 -0.9559  0.1309  0.6400  1.8288  518 
 519 
Coefficients: 520 
               Estimate Std. Error t value Pr(>|t|)     521 
(Intercept)      4.0000     0.2582  15.492 2.90e-15 *** 522 
GroupTreatment   2.0000     0.3651   5.477 7.54e-06 *** 523 
--- 524 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 525 
 526 
Residual standard error: 1 on 28 degrees of freedom 527 
Multiple R-squared:  0.5172,    Adjusted R-squared:    0.5  528 
F-statistic:    30 on 1 and 28 DF,  p-value: 7.537e-06 529 
 530 
>  531 
> ###ANOVA on Post by Group 532 
> (aout<-anova(aov(Post~Group,data=ds))) 533 
Analysis of Variance Table 534 
 535 
Response: Post 536 
          Df Sum Sq Mean Sq F value    Pr(>F)     537 
Group      1     30      30      30 7.537e-06 *** 538 
Residuals 28     28       1                       539 
--- 540 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 541 
>  542 
> ###correlation between Post and Group using Pearson's r 543 
> (cor.out<-cor.test(ds$Post,as.numeric(ds$Group))) 544 
 545 
        Pearson's product-moment correlation 546 
 547 
data:  ds$Post and as.numeric(ds$Group) 548 
t = 5.4772, df = 28, p-value = 7.537e-06 549 
alternative hypothesis: true correlation is not equal to 0 550 
95 percent confidence interval: 551 
 0.4844481 0.8573274 552 
sample estimates: 553 
     cor  554 
0.719195  555 
 556 
>  557 
> ###Compare p values 558 
> t.out$p.value#t-test 559 
[1] 7.537174e-06 560 
> anova(lm.out)["Group","Pr(>F)"]#MLR 561 
[1] 7.537174e-06 562 
> aout["Group","Pr(>F)"]#ANOVA 563 
[1] 7.537174e-06 564 
> cor.out$p.value#Pearson's r 565 
[1] 7.537174e-06 566 
>  567 
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> ###Compare test statistic 568 
> t.out$statistic#t-test 569 
        t  570 
-5.477226  571 
> summary(lm.out)$fstatistic["value"]#MLR 572 
value  573 
   30  574 
> aout["Group","F value"]#ANOVA 575 
[1] 30 576 
> cor.out$statistic#Pearson's r 577 
       t  578 
5.477226  579 
>  580 
> ###Transform t to F 581 
> t.out$statistic^2#t-test 582 
 t  583 
30  584 
> summary(lm.out)$fstatistic["value"]#MLR 585 
value  586 
   30  587 
> aout["Group","F value"]#ANOVA 588 
[1] 30 589 
> cor.out$statistic^2#Pearson's r 590 
 t  591 
30  592 
>  593 
> ###Transform F to t 594 
> abs(t.out$statistic)#t-test 595 
       t  596 
5.477226  597 
> sqrt(summary(lm.out)$fstatistic["value"])#MLR 598 
   value  599 
5.477226  600 
> sqrt(aout["Group","F value"])#ANOVA 601 
[1] 5.477226 602 
> cor.out$statistic#Pearson's r 603 
       t  604 
5.477226  605 
>  606 
> ###Compare effect sizes 607 
> (d<-cohensD(ds$Post~ds$Group))#t-test 608 
[1] 2 609 
> (r2<-summary(lm.out)$r.squared)#MLR 610 
[1] 0.5172414 611 
> (e2<-aout["Group","Sum Sq"]/sum(aout[,"Sum Sq"]))#ANOVA 612 
[1] 0.5172414 613 
> cor.out$estimate#Pearson's r 614 
     cor  615 
0.719195  616 
>  617 
> ###Transform d, eta-squared, and R2 to r 618 
> d/sqrt(d**2+((nrow(ds)**2-2*nrow(ds))/(table(ds$Group)[1]*table(ds$Group)[2])))#t-test 619 
 Control  620 
0.719195  621 
> (tr1<-sqrt(r2))#MLR 622 
[1] 0.719195 623 
> (tr2<-sqrt(aout["Group","Sum Sq"]/sum(aout[,"Sum Sq"])))#ANOVA 624 
[1] 0.719195 625 
> (tr3<-cor.out$estimate)#Pearson's r 626 
     cor  627 
0.719195  628 
>  629 
> ###Transform R2, eta-squared, and r to d 630 
> d#t-test 631 
[1] 2 632 
> sqrt((-tr1**2*(nrow(ds)**2-2*nrow(ds)))/(table(ds$Group)[1]*table(ds$Group)[2]*(tr1**2-1)))#MLR 633 
Control  634 
      2  635 
> sqrt((-tr2**2*(nrow(ds)**2-2*nrow(ds)))/(table(ds$Group)[1]*table(ds$Group)[2]*(tr2**2-636 
1)))#ANOVA 637 
Control  638 
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      2  639 
> sqrt((-tr3**2*(nrow(ds)**2-2*nrow(ds)))/(table(ds$Group)[1]*table(ds$Group)[2]*(tr3**2-640 
1)))#Pearson's r 641 
cor  642 
  2  643 
>  644 
> ###Transform d and r to R2/eta-squared  645 
> (d/sqrt(d**2+((nrow(ds)**2-2*nrow(ds))/(table(ds$Group)[1]*table(ds$Group)[2]))))**2#t-test 646 
  Control  647 
0.5172414  648 
> r2#MLR 649 
[1] 0.5172414 650 
> e2#ANOVA 651 
[1] 0.5172414 652 
> tr3**2#Pearson's r 653 
      cor  654 
0.5172414  655 
>  656 
> ###Compare group means 657 
> t.out#t-test 658 
 659 
        Two Sample t-test 660 
 661 
data:  Post by Group 662 
t = -5.4772, df = 28, p-value = 7.537e-06 663 
alternative hypothesis: true difference in means is not equal to 0 664 
95 percent confidence interval: 665 
 -2.747973 -1.252027 666 
sample estimates: 667 
  mean in group Control mean in group Treatment  668 
                      4                       6  669 
 670 
> summary(lm.out)#MLR 671 
 672 
Call: 673 
lm(formula = Post ~ Group, data = ds) 674 
 675 
Residuals: 676 
    Min      1Q  Median      3Q     Max  677 
-1.9256 -0.9559  0.1309  0.6400  1.8288  678 
 679 
Coefficients: 680 
               Estimate Std. Error t value Pr(>|t|)     681 
(Intercept)      4.0000     0.2582  15.492 2.90e-15 *** 682 
GroupTreatment   2.0000     0.3651   5.477 7.54e-06 *** 683 
--- 684 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 685 
 686 
Residual standard error: 1 on 28 degrees of freedom 687 
Multiple R-squared:  0.5172,    Adjusted R-squared:    0.5  688 
F-statistic:    30 on 1 and 28 DF,  p-value: 7.537e-06 689 
 690 
> summary(lm.out)$coefficients["(Intercept)","Estimate"] 691 
[1] 4 692 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]+ 693 
+ summary(lm.out)$coefficients["GroupTreatment","Estimate"] 694 
[1] 6 695 
> aggregate(ds$Post~ds$Group,ds,mean)#ANOVA 696 
   ds$Group ds$Post 697 
1   Control       4 698 
2 Treatment       6 699 
> aggregate(ds$Post~ds$Group,ds,mean)#Pearson's r 700 
   ds$Group ds$Post 701 
1   Control       4 702 
2 Treatment       6 703 
>  704 
> ###PAIRED T TEST SUBSUMED BY MLR and ANOVA### 705 
>  706 
> ###t-test on Pre and Post 707 
> (t.out<-t.test(ds$Post,ds$Pre,paired=TRUE)) 708 
 709 
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        Paired t-test 710 
 711 
data:  ds$Post and ds$Pre 712 
t = 4.0747, df = 29, p-value = 0.0003265 713 
alternative hypothesis: true difference in means is not equal to 0 714 
95 percent confidence interval: 715 
 0.4980643 1.5019357 716 
sample estimates: 717 
mean of the differences  718 
                      1  719 
 720 
>  721 
> ###MLR on Pre and Post 722 
> lm.out<-lm(I(Post-Pre)~1,data=ds) 723 
> summary(lm.out) 724 
 725 
Call: 726 
lm(formula = I(Post - Pre) ~ 1, data = ds) 727 
 728 
Residuals: 729 
     Min       1Q   Median       3Q      Max  730 
-2.33317 -1.16276 -0.02756  0.90826  2.33647  731 
 732 
Coefficients: 733 
            Estimate Std. Error t value Pr(>|t|)     734 
(Intercept)   1.0000     0.2454   4.075 0.000327 *** 735 
--- 736 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 737 
 738 
Residual standard error: 1.344 on 29 degrees of freedom 739 
 740 
>  741 
> ###Repeated Measures ANOVA on Pre and Post 742 
> aout<-aov(Test~MO+Error(id),data=dslong2) 743 
> summary(aout) 744 
 745 
Error: id 746 
          Df Sum Sq Mean Sq F value Pr(>F) 747 
Residuals 29   59.8   2.062                748 
 749 
Error: Within 750 
          Df Sum Sq Mean Sq F value   Pr(>F)     751 
MO         1   15.0  15.000    16.6 0.000327 *** 752 
Residuals 29   26.2   0.903                      753 
--- 754 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 755 
>  756 
> ###Compare p values 757 
> t.out$p.value#t-test 758 
[1] 0.0003265097 759 
> summary(lm.out)$coefficients["(Intercept)","Pr(>|t|)"]#MLR 760 
[1] 0.0003265097 761 
> unlist(summary(aout)[["Error: Within"]])["Pr(>F)1"]#ANOVA 762 
     Pr(>F)1  763 
0.0003265097  764 
>  765 
> ###Compare test statistic 766 
> (t1<-t.out$statistic)#t-test 767 
       t  768 
4.074684  769 
> (t2<-summary(lm.out)$coefficients["(Intercept)","t value"])#MLR 770 
[1] 4.074684 771 
> (f<-unlist(summary(aout)[["Error: Within"]])["F value1"])#ANOVA 772 
F value1  773 
16.60305  774 
>  775 
> ###Transform t to F 776 
> t1**2#t-test 777 
       t  778 
16.60305  779 
> t2**2#MLR 780 
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[1] 16.60305 781 
> f#ANOVA 782 
F value1  783 
16.60305  784 
>  785 
> ###Transform F to t 786 
> t1#t-test 787 
       t  788 
4.074684  789 
> t2#MLR 790 
[1] 4.074684 791 
> sqrt(f)#ANOVA 792 
F value1  793 
4.074684  794 
>   795 
> ###Compare effect sizes 796 
> t1*sqrt(2*(1-cor(ds$Post,ds$Pre))/nrow(ds))#t-test 797 
        t  798 
0.8033882  799 
> t2*sqrt(2*(1-cor(ds$Post,ds$Pre))/nrow(ds))#MLR 800 
[1] 0.8033882 801 
> sqrt(f)*sqrt(2*(1-cor(ds$Post,ds$Pre))/nrow(ds))#MLR 802 
 F value1  803 
0.8033882  804 
>   805 
> ###Compare group means 806 
> t.out$estimate#t-test 807 
mean of the differences  808 
                      1  809 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]#MLR 810 
[1] 1 811 
> describe(ds$Post-ds$Pre)$mean#ANOVA 812 
[1] 1 813 
>  814 
> ###SINGLE SAMPLE T TEST SUBSUMED BY MLR### 815 
>  816 
> ###t-test on Pre 817 
> (t.out<-t.test(ds$Pre)) 818 
 819 
        One Sample t-test 820 
 821 
data:  ds$Pre 822 
t = 22.2967, df = 29, p-value < 2.2e-16 823 
alternative hypothesis: true mean is not equal to 0 824 
95 percent confidence interval: 825 
 3.633088 4.366912 826 
sample estimates: 827 
mean of x  828 
        4  829 
 830 
>  831 
> ###MLR on on Pre  832 
> lm.out<-lm(Pre~1,data=ds) 833 
> summary(lm.out) 834 
 835 
Call: 836 
lm(formula = Pre ~ 1, data = ds) 837 
 838 
Residuals: 839 
    Min      1Q  Median      3Q     Max  840 
-2.7328 -0.4991 -0.1004  0.6342  1.9180  841 
 842 
Coefficients: 843 
            Estimate Std. Error t value Pr(>|t|)     844 
(Intercept)   4.0000     0.1794    22.3   <2e-16 *** 845 
--- 846 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 847 
 848 
Residual standard error: 0.9826 on 29 degrees of freedom 849 
 850 
>  851 
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> ###Compare p values 852 
> t.out$p.value#t-test 853 
[1] 8.45791e-20 854 
> summary(lm.out)$coefficients["(Intercept)","Pr(>|t|)"]#MLR 855 
[1] 8.45791e-20 856 
>  857 
> ###Compare test statistic 858 
> (t1<-t.out$statistic)#t-test 859 
      t  860 
22.2967  861 
> (t2<-summary(lm.out)$coefficients["(Intercept)","t value"])#MLR 862 
[1] 22.2967 863 
>  864 
> ###Compare effect sizes 865 
> (d<-cohensD(ds$Pre))#t-test 866 
[1] 4.070802 867 
> (t2/sqrt(length(ds$Post)))#MLR 868 
[1] 4.070802 869 
>  870 
> ###Compare group means 871 
> t.out$estimate#t-test 872 
mean of x  873 
        4  874 
> summary(lm.out)$coefficients["(Intercept)","Estimate"]#MLR 875 
[1] 4 876 
>  877 
> ###chi-square via MLR### 878 
>  879 
> ###descriptive statistics on Position by Group 880 
> (x.out<-table(ds$Position,ds$Group)) 881 
           882 
           Control Treatment 883 
  Full           5         5 884 
  Part           6         4 885 
  Seasonal       4         6 886 
>  887 
> ###chi-test on Position by Group 888 
> chisq.test(x.out,correct=FALSE) 889 
 890 
        Pearson's Chi-squared test 891 
 892 
data:  x.out 893 
X-squared = 0.8, df = 2, p-value = 0.6703 894 
 895 
>  896 
> ###MLR on Position by Group 897 
> lm.out<-lm(Position~Group,data=ds) 898 
Warning messages: 899 
1: In model.response(mf, "numeric") : 900 
  using type = "numeric" with a factor response will be ignored 901 
2: In Ops.factor(y, z$residuals) : - not meaningful for factors 902 
> summary(lm.out) 903 
 904 
Call: 905 
lm(formula = Position ~ Group, data = ds) 906 
 907 
Residuals: 908 
Error in quantile.default(resid) : factors are not allowed 909 
In addition: Warning message: 910 
In Ops.factor(r, 2) : ^ not meaningful for factors 911 
>  912 
> ###MLR on Position by Group - Try treating categories as numbers 913 
> lm.out<-lm(as.numeric(ds$Position)~Group,data=ds) 914 
> summary(lm.out) 915 
 916 
Call: 917 
lm(formula = as.numeric(ds$Position) ~ Group, data = ds) 918 
 919 
Residuals: 920 
     Min       1Q   Median       3Q      Max  921 
-1.06667 -0.93333  0.06667  0.93333  1.06667  922 
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 923 
Coefficients: 924 
               Estimate Std. Error t value Pr(>|t|)     925 
(Intercept)      1.9333     0.2175   8.889 1.21e-09 *** 926 
GroupTreatment   0.1333     0.3076   0.433    0.668     927 
--- 928 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 929 
 930 
Residual standard error: 0.8423 on 28 degrees of freedom 931 
Multiple R-squared:  0.006667,  Adjusted R-squared:  -0.02881  932 
F-statistic: 0.1879 on 1 and 28 DF,  p-value: 0.668 933 
 934 
>  935 
> ###Compare p values 936 
> chisq.test(x.out,correct=FALSE)$p.value#chi-square 937 
[1] 0.67032 938 
> anova(lm.out)["Group","Pr(>F)"]#MLR 939 
[1] 0.6679755 940 
>  941 
> ###Compare test statistic 942 
> chisq.test(x.out,correct=FALSE)$statistic#chi-square 943 
X-squared  944 
      0.8  945 
> summary(lm.out)$fstatistic["value"]#MLR 946 
    value  947 
0.1879195  948 
>  949 
> ###Compare effect sizes 950 
> cramersV(x.out)#chi-square 951 
[1] 0.1632993 952 
> summary(lm.out)$r.squared#MLR 953 
[1] 0.006666667 954 
>  955 
> ###Transform Cramer's v to R2 956 
> cramersV(x.out)**2#chi-square 957 
[1] 0.02666667 958 
> summary(lm.out)$r.squared#MLR 959 
[1] 0.006666667 960 
>  961 
> ###Transform R2 to Cramer's v 962 
> cramersV(x.out)#chi-square 963 
[1] 0.1632993 964 
> sqrt(summary(lm.out)$r.squared)#MLR 965 
[1] 0.08164966 966 
>  967 
> ###chi-square via MLR### 968 
>  969 
> ###descriptive statistics on Group by Position 970 
> (x.out<-table(ds$Group, ds$Position)) 971 
            972 
            Full Part Seasonal 973 
  Control      5    6        4 974 
  Treatment    5    4        6 975 
>  976 
> ###chi-test on Group by Position 977 
> chisq.test(x.out,correct=FALSE) 978 
 979 
        Pearson's Chi-squared test 980 
 981 
data:  x.out 982 
X-squared = 0.8, df = 2, p-value = 0.6703 983 
 984 
>  985 
> ###MLR on Group by Position 986 
> lm.out<-lm(Group~Position,data=ds) 987 
Warning messages: 988 
1: In model.response(mf, "numeric") : 989 
  using type = "numeric" with a factor response will be ignored 990 
2: In Ops.factor(y, z$residuals) : - not meaningful for factors 991 
> summary(lm.out) 992 
 993 
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Call: 994 
lm(formula = Group ~ Position, data = ds) 995 
 996 
Residuals: 997 
Error in quantile.default(resid) : factors are not allowed 998 
In addition: Warning message: 999 
In Ops.factor(r, 2) : ^ not meaningful for factors 1000 
>  1001 
> ###MLR on Group by Position - Try treating categories as numbers 1002 
> lm.out<-lm(as.numeric(ds$Group)~Position,data=ds) 1003 
> summary(lm.out) 1004 
 1005 
Call: 1006 
lm(formula = as.numeric(ds$Group) ~ Position, data = ds) 1007 
 1008 
Residuals: 1009 
   Min     1Q Median     3Q    Max  1010 
  -0.6   -0.5    0.0    0.5    0.6  1011 
 1012 
Coefficients: 1013 
                 Estimate Std. Error t value Pr(>|t|)     1014 
(Intercept)        1.5000     0.1644   9.122 9.81e-10 *** 1015 
PositionPart      -0.1000     0.2325  -0.430    0.671     1016 
PositionSeasonal   0.1000     0.2325   0.430    0.671     1017 
--- 1018 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 1019 
 1020 
Residual standard error: 0.52 on 27 degrees of freedom 1021 
Multiple R-squared:  0.02667,   Adjusted R-squared:  -0.04543  1022 
F-statistic: 0.3699 on 2 and 27 DF,  p-value: 0.6943 1023 
 1024 
>  1025 
> ###Compare p values 1026 
> chisq.test(x.out,correct=FALSE)$p.value#chi-square 1027 
[1] 0.67032 1028 
> anova(lm.out)["Position","Pr(>F)"]#MLR 1029 
[1] 0.694275 1030 
>  1031 
> ###Compare test statistic 1032 
> (x2<-chisq.test(x.out,correct=FALSE)$statistic)#chi-square 1033 
X-squared  1034 
      0.8  1035 
> (F<-summary(lm.out)$fstatistic["value"])#MLR 1036 
   value  1037 
0.369863  1038 
>  1039 
> ###Transform x2 to F 1040 
> x2/((length(levels(ds$Position))-1)*(length(levels(ds$Group))-1))#chi-square 1041 
X-squared  1042 
      0.4  1043 
> summary(lm.out)$fstatistic["value"]#MLR 1044 
   value  1045 
0.369863  1046 
>  1047 
> ###Transform F to x2  1048 
> x2#chi-square 1049 
X-squared  1050 
      0.8  1051 
> F*((length(levels(ds$Position))-1)*(length(levels(ds$Group))-1))#MLR 1052 
   value  1053 
0.739726  1054 
>  1055 
> ###Compare effect sizes 1056 
> cramersV(x.out)#chi-square 1057 
[1] 0.1632993 1058 
> summary(lm.out)$r.squared#MLR 1059 
[1] 0.02666667 1060 
>  1061 
> ###Transform Cramer's v to R2 1062 
> cramersV(x.out)**2#chi-square 1063 
[1] 0.02666667 1064 
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> summary(lm.out)$r.squared#MLR 1065 
[1] 0.02666667 1066 
>  1067 
> ###Transform R2 to Cramer's v 1068 
> cramersV(x.out)#chi-square 1069 
[1] 0.1632993 1070 
> sqrt(summary(lm.out)$r.squared)#MLR 1071 
[1] 0.1632993 1072 
> 1073 




