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INTRODUCTION TO THE STUDY

This investigation'sought'to evaluate the utility of discriminant functions and
their related statistics, in providing a practical post-hoc determinant of
criterion strength and decisioning (sic) reliability for decision-making in the
multiple alternatives environment (Wholeben, 1980a). Past experience with the
use of binary integer programming (operations research) models in the selection
of elementary school sites for closure during severe enroilment decline had
demonstrated, that discriminant functions could provide a useful tool to the
decision modeler -- not 6n1y to assist an evaluation of the model's reliability
in constructing various solution set vectors (1;e. the schools to be closed
versus those to remain open) in the form:

~

{[100111000...01

where l=open and O=close; but also to provide an accountabi]ity ffamework for
the public's understanding of the methodology utilized and the reasonableness of
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the results (solutions) according to the criterion references employed. This
current paper seeks to expand upon that 1979 investigation, and provide
additioha]~dataﬂsupportih§ the use of dischiminant'fdnctions as an effective

_ post-hOC'technique for eva]uating\not only decisioning reliability but a]so'the
relative impact wﬁich each of the épplied criterion references provided to the
construcfioh of the resu]ting decision (solution set vector formulation).

This paper will proceed to first acquaint the reader brief]y.with1the idea of
multiple alternatives modeling (MAM), and présehf a strong rationale for
evaluating and simulating potehtial alternative decisions via an easily
constructable criterion-reférenced-methodo]ogy. Secondly, the reader will be
introduced to the "tools" of the MAM evaluator, and the rudiments of -a
nomenclature which will be utilized within the body of this report. Next, the
findings of the 1979 school closure model (SCHCLO) will be summarized as an
indication of the utility of discriminant functions in assessing decisioning
model reliability for the “complete" matrix model case -- that is, a criterion
model with no empty cells due to missing or incompléte (irrelevant) data entries.
Finally, the use of discriminant functions for assessing modeling reliability
and individual criterion strength associated with each decision will be studied,
utilizing the 1981 fiscal deallocation model (ROLBAK) for evaluating budgeting
unit alternatives for deallocation during funding roll-backs; and emphasizing
the “"scant" matrix model case.

The objective of this paper remains to demonstrate the utility of discriminant
functions in assessing the relationship between those criterion references
designated as providihg the rationale under]ying‘the}decisions made; that is, to
correlate decision sets (solution vectors) with the criteria, and thus measure

~ the relationship of criterion variance in the prediction of solution vector
membership. Furthermore as an auxillary objective, the use of discriminant
functions will,é]so provide a useful 'at-hand' technique for understanding the
weighted value (or strength) for each of the criterion referenced variables
entered into. the discriminant function formulation. Finally, these results will
demonstrate the utility of discriminant functions in the assessment of decisioning

reliability and criterion strength for both the "complete" and "scant" criterion
matrix of values.
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;;CRITERION STRENGTH AND DECISIONING RELIABILITY

j}EvaIuation and all decision-making resu]ting-therewith, demand a high degree of
;ﬁaccountab%1ity, visibi]ity and responsibility., Today's complex issues require
f'equa]]y complex methodologies to assess both content and process of such issues,
?fand to provide an understandable environment within which to simulate potential
: decisions -and measure resulting effect or impact. As important moreover, is the
% secondary demand for Providing a means for post-hoc evaluating not only the

f results df the simulated decisions, but also the inf luence (singularly as wé]]

f as collectively) which the criterion references lend in making the original

; decisions. The clear need for the criterjon-referenced decision-maker therefore
§ is to satisfy the following five objectives: |

[11 to validate the sophisticated decisioning methodologies
~ which are SO necessary for addressing today's complex
problems -- yet so often ignored, discounted or feared;

{23 to study criterion effect upon the decisions made, and
the—mpact which the system receives via those decisions;
and'thereby understand differential criterion weighting and
influence -- "what" made a difference in constructing the
decisions, and the varying 1mpaét resulting;

[3) to provide a high degree of visibility, and therefore
~accountability, to the public interests served and affected
via those decisions -- generating a milieu of trust within
which the decisions, no matter how unexpected, can be
trusfed and accepted;

[4) to simulate the variable impact upon the decisions made by
introducing additional criterion influences into the model,
and thereby perform a path analysis from solution to solution
as different criteria are utilized to construct each decision
or solution -- satisfying the innate need of some individuals
who must always ask, "... but, what if ...?"; and
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{51 to Eermit.easy and quick decisioning replication within an
ever changing environment -- knowing the relationships
between past successful decisions and the criteria used to
construct those solutions, in order to undekstand the
potential of future decisions based upon the new values of
more current criterion measures.

This papef demonstrates the superlative ability of a parametrically-based,
statistical technfque to satisfy each of the five objectives stated above.
Relying upon multivariate, linear regression techniques, DISCRIMINANT FUNCTIONS,
constructed to relate criterion vectors to a singular 'solution set vector':
containing either a binary (1,0) decision representation or the composite entries
of a 'selection tally vector' (0,1,2,3,...), provide the basis upon which the
required measures of criterion strength and decisioning reliability will be
constructed.

Generally, the notion of criterion strength refers to the identification of those
measures which in effect constructed the final decision or solution to the modeled
problem; and furthermore provide a 'factor' measure of ordinal value or weight
within that same group of ‘so1ution-formatf0n‘ variable measures. Specifically,
criterion strength will address three fundamental questions existent within all
decisioning evaluation:

[1] which criterion references most clearly defend the decisions
made?

[23 to what extent are the criteria individually representative
of the decisions made?

[3] how do the most discriminating criteria within this decision
setting relate to each other in terms of importance and
influence?. |

This paper will illustrate the utility of discriminant function(s) formulation .
- for answering these questions of criterion strength, respectively, by evaluating j{
the following rudiments of discriminant analysis:
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[13 criteria included within the formation of discriminant functions
-- that is, which references were 'entered' into the composition
of the prepared functions;

[2) order-of-entry of each of the variables which discriminate the
' final solution vector; and

[33 weight (or factor strength) relationship between the standardized
canonical discriminant coefficients.

Generally, the notion of decisioning reliability refers to the degree of trust

| which is implicit to the decision model (in this case, the "multiple alternatives

- model® - MAM); implicit in the sense, that the decision-maker can accept the
results of such a criterion-referenced technology, both in terms of content (lig.,
effect of the criterion references within the model) as well as process (viz.,
effect of the model upon the criterion references). Specifically, decisioning
reliability will address two fundamental questions existent within all decisioning

evaluation:

[13 to what extent are the criteria collectively representative
of the decisions made?

[23 to what extent can the defined matrix of criterion references
re-predict the original binary (include v. exclude) solution?.

This paper will illustrate the utility of discriminant function(s) formulation
for answering these questions of decisioning reliability, respectively, by

evaluating the following charactistics of discriminant analysis:

[13 canonical correlation coefficients which offer a measure of
relationship between the 'set' of discriminating criterion
references and the ‘'set' of dummy variables which are used
to represent the solution vector; and

39



[2] the frequency of mis-inclusions and/or mis-exclusions (or
over~estimations and/or under-estimations) discovered when
the classification coefficients constructed to predict a
solution with the known relationships among the
‘discriminating criteria variables, are utilized to re-
predict the original dependent variable (original solution).

DESIGN OF THE MULTIPLE ALTERNATIVES MODEL ING (MAM) FORMULATION

The complex issue of multiple alternatives decision-making is no stranger to the
educational analyst. The selection of some number of schools from a relatively
large pool of potential candidates for closure is a MAM problem. Each school
site represents varying measures of effectiveness, efficiency, satisfaction ang
expenditure for each of a number of criterion references (e.q. capacity of
building, heating requirements, building age, projected enrollment change over
future years, safety factors of neighborhood, and proximity of other schools and

However, to include one site for closure as opposed to another site means, that
"good" aspects of a ‘to-be-closed* school must be sacrificed in order to keep
the other school operational, even though the 'to-be-kept-open‘ school may have
certain unsatisfactory measures on the same criterion variables which the now
closed school exhibited as satisfactory. Such modeling of this decisioning
situation is known as interactive effects modeling (Wholeben, 1980a), and
represents the necessity of.constructing solutions sets which will invariably
include sbme form of ‘controlled® preference/trade-off mechanics as the various
alternatiVes are evaluated. The issye of complexity is also represented in the
statement of the problem: o select some number-of schools for closure in order
to promote certain defined goals of the district; and thus to determine how many
schools will be closed ggg-which ones. Obviously, such a model must in effect
be simu]teneously performing these two inter-related decisions: ‘"how many?" gﬂjl"
“which ones?" ..
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'f The determination of which program unit budgets will be decisioned for continued
;'funding (versus deallocation) is another example of the multiple alternatives

f framework, and its superior contribution to the realm of accountable and

é criterion-referenced evaluation and decision-making (Wholeben and Sullivan, 1981).
EIIn the fiscal deallocation model, criteria represent the projected expenditures
_;within each object cost code for each of the units under evaluation; and in
?addition contain perceptual measures of administrative level of expendability.
'ionce again of course, exists the dual responsibilities for determining how many
?program budgets will be discontinued, and which ones -- based upon the interactive
gnodeling effects of the various criterion weights across unit alternatives.

ﬁThe multiple alternatives model is simply a system of simultaneous linear
ifnequa]ities and equalities which collectively represents the problem to be
?so]ved. Such an algebraic linear system is portrayed in ¢Figure 13, Note how
feach linear combination represents a vector of values (viz., coefficients) which
fidentifies the total, meésureab]e'impact to a system of the alternatives being
fnodeled. Thus there exists a unique (normally) combination of coefficients for
feach of the‘critekion references used as input to the decisioning process. The
fslternatives themselves are further defined as binary variables (that is, taking
;on the value of either 0 or 1 (to be excluded in the final solution set, or to
Pe included, respectively). Vector formulation for each criterion reference,

{agixy  agax2  2343x3 ... 2jXj )

portraying i criterion references across j alternatives, will then provide a
basis for measuring total impact to the system as a whole attributable to the
Lolution set constructed. Bounds (or 1imits) to what is allowable as a total
impact to the system are expressed as vector entries within the conditional
yector (or normally named, RHS, the right-hand-side). The RHS-values are the
fonstants of the equations and inequalities modeling the system. <Figure 25
bresents a listing of the four generic types of criteria to which each model
thould address content validity; and <Figure 3) depicts these criterion entries
TS members of the modeling framework previously illustrated within Figure 1.

The remainder of the modeling process concerns the use of an additional vector
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to assist infdetermining from the potentially hundreds (or millions, in some
exercises) of possible alternatives, that one, best mix for which the best,
possiblé solution exists. This process is'called the search for optimality, and
the vector is known as the objective function (or sometimes, the cost vector).
Geometrically, the objective fudction is a n-1 dimensional figure passing through
the n-tuple space (convex) which is feasible (that is, includes all of the
constraints postulated through the use of the linear equalities and inequalities)
and which seeks a minimum point within the feasible region (if the goal is to
~minimize the impact of the objective function's values ubon the system) or a
maximum point within the feasible region (if the goal is to maximize the defined
objective function's impact to the syStem as a who]e);

Simply stated, the multiple alternatives model is a technique which seeks ‘to
construct a solution set (a vector of 1's and 0's), such that this same solution
_vector represents the solution of the simultaneous system, constrained by a series

of competing criterion measures (vectors), and based upon the optimality demands
of the objective function.
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Figure 1. Representation of the Augmented Decision Matrix Model

as the "Multiple Alternatives Model” (MAM).

(Decision Variables)

% Xy X3 %, Xg Xz Xy Xg (RHS)

a a a a a a a a b
Constraint #01 11 12 13 14  15 16 17 18 1

a a a a a a a a .1b

Constraint #02 | 21} 22| 23| 24| 25} 26} 27| 28).] 2

<
a a a a a a a a : b
Constraint 303 31 32 33 34 35 36 37 381 3
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a a a a a a a a .IDb
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Cost Vector Coefficients
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(If MILP, x is integer; if decisonal, x=0,1 only.)
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Figure 2. Representatioﬁ‘of a Generic-Criterion Decisioning Model for
Analyzing Multiple Competing Alternatives.
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Figure 3. Fiscal Allocations as a Multiple Alternative Problem,
Utilizing the Decision Matrix Framework.

Multiple Alternatives

Criteria l : - Progl Prog2 Progd . . . Progn
Positive Impact 1,&“ +11 . +12‘ +13 . . . +1n
2. +21 +22 +23 ; . e +2n Maximize
3. +31 +32 +33 ... +3n
Negative Impact ], - -11 -12 =13 ... -In
| o 2. | -21 -22 -23 ... -2n Minimize
3. =31 -32 =33 ... -3n
Specific Cpsts I. 811 $12. $13 ., . . $1ln
| 2.} sa1 $22 $23 ... $2n{ sSum ¢ total pudget
: : available
3. $31 $32 33 ... $3| T———
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TOOLS OF THE MULTIPLE ALTERNATIVES MODEL ING MAM FORMULATION

To construct discriminant functions from the relationships between the model
Jjust discussed above and the resulting solutions formulated, require the use
df linear vectors and combinations of vectors (matrix). Only those vector znd
matrix formulations most germane to this paper will be discussed below. The
reader is invited to be patient until the scheduled publication of the manuscrip
"Multiple Alternatives Analysis for Educational Evaluation and Decision-Making"
~in late summer of 1982, for a detailed illustration of all vectors and matrice
pertinent to MAM.

Solution Set Vector. In order to distinguish between alternatives included or
excluded as members of the final solution to the system modeled, a vector of
binary-decision representations is required, in the form:

fi101100000...11%

where '1! meansrthat the criterion values associated with that particular x(j)
will be computed to measure resulting system impact; and 'O' means that the
underlying criterion values will have{gg"impact upon the system,

Selection Tally Vector. To observe the effect of each criterion reference upon
construction of the system solution, a method called cyclic optimization
(whOJebén} 1980a; Wholeben and Sullivan, 1981) is used. Under thig regimen, the
model is executed once for each unique criterion being used to constrain the
model; where each unique criterion is cycled through the model as the objective
function. For example, during one execution in the case of the school closure
model, the intent may be be prepare a solution set whereby existing capacity of
the remaining schools will be maximized; in another cycle, the model will be
executed such that the schools remaining open within the district will minimize
the amount of energy expended for facility heating requirements. The selection

tally vector is basically a frequency summation vector, compiling the number of
times each alternative was chosen as part of the solution vector, across all
cyclic optimizations. Such a vector will be represented as:
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[370201...4]

showing that the first alternative was selected as solution a total of 3 times,
the second alternative a total of‘z times, and so forth. This vector is extremely
important when the MAM procedure requires a step-wise decisioning process such

as the school closure model -- evaluating a revised database after closing a
single school such that the effects of closing each individual site is summarily
incorporated into the next decision for determining additional site closures.

Discriminant Criterion Inclusion Vector. This vector simply represents another
binary entry vector of 1's and O's, signifying which particular criterion
references were utilized via discriminant functions to develop the canonical

classification ceefficients, and the standardized canonical discriminant
function coefficients.

Discriminant Criterion Entry Vector. This vector contains 1,2,...,k entries,
where k criteria Were utilized in the development of the discriminant functions,
and the 1,2,...,k entries represent their order of entry into the discriminant
formulation. Criterion variables not entered into the function(s) receive a
value of '0', by convention. |

Discriminant Weighting Summary Yector. Applying discriminant procedures to the
binary solution vectors will result in the computation of standardized canonical
discriminant function coefficients. These coefficients will reflect the utility
of enterea criterion vectors if those vectors contain standardized measures in
lieu of the normal raw scores. By dividing each of the standardized canonical
coefficients by the smallest of the standardized canonicals, the quotient will
provide a factor of importance.fok each of the criteria as relative to the other
criterion entered in the discriminant formulation. The discriminant weighting
summary vector is a linear representation of these factors (quotients), where
the minimum entry value is always '1.00' (smallest standardized coefficient
divided by itself). Non-entered criterion locations receive a value of '0.00' by
convention.
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Other 'tools' have been‘referehced,in the proceeding section of this paper:
cfiterion constraint matrix, condition limits vector (RHS), objettive function
vector, and the cyc11c4opt1mization.fracking matrix. Other formulations are
currently under study by the author (e.g; the optimality weighting matrix) to
investigate new helationshipé‘which may'allow greater accountability and ysefy
reliability of the multiple alternatives modeling framework.
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THE “COMPLETE" MATRIX CASE: THE SCHOOL CLOSURE MODEL (SCHCLO)

A total of 32 elementary school sites were measured across 24 relatively
independent criteria, resulting from previous factor analyses of an original set
of 64 criterion references. The criteria chosen were utilized by the multiple
~alternatives model for school closures (SCHCLO; Wholeben, 1980a) to evaluate the
population of sites for some set of defined closures based upon the characteristics
of the data; and the needs of the school district involved. Because the criteria
utilized portrayed different value orientations (i.e., positive effects to be
maximized; or negative effects to be minimized), the model consisted of a total

of 18 cyclic MAXIMIZATIONS, and 6 cyclic MINIMIZATIONS -- for the total 24
optimizations required. The strategy was to operationalize the cyclic model,
evaluate the full N=32 sites, analyze the selection tally results, choose a single
site for closure, update the database to signify the closure, and then re-evaluate
the now reduced N=31 site model for an additional closure. This étep-wise closure
strategy was considered consistent with the pragmatic reality of deciding school
closures due to severe enrollment declines. '

{Figure 4> displays the results ("tracking matrix") of the N=32 cyclic optimiza-
tion; and in addition, the selection tally vector entries (right column vector).
-The asterisked (*) vector entries signify those sites considered having the most
potential for closure, due to the selection tally entries. These 4 sites were
simulated 'closed’ (i.e. included as '0' in the solution.set vector); and a

- stepwise discriminant function analysis performed to ana]yzé the relationship
between the 24-vector criterion matrix which purportedly constructed the solution
set, and the solution set thus constructed.

{Figure 5 displays the results of the ﬂjgg}discriminant analysis. The single
discriminant function constructed required a total of 8 criterion vectors to
adequately explained the variance found within the binary solution set of 4-Q's
and 2851'5. The group-correlative relationship between fhese 8 criteria and

the dummy variables formed by the solution set vector, was a canonical of .8512,
explaining 72.5 percent of the variance between the criterion and solution sets.
Based upon the re-classification coefficients formed, the discriminant function
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FTigure 5.

Summary of Discriminant Function Analysis

Based Upon MIP-4A Results (N=32)

CRITERION CRITERION WILKS®
STEP  _ENTERED REMOVED © LAMBDA SIGNIFICANCE
1 ENROL .7068 .0016
2 AREAUTIL | - .5904 .0005
3 CLASSRM ' .4684 .0001
K AREAREPR _ L6126 . .0001
5 ENRMAIN .3628 .0000
6 INTEROL .3183. .0000
7 SURVIVE .2921 ' .0000
8 POTENT .2755 .0001

Eigenvalue = 2.63000 Canonical Correlation = .8512

Classification Results:

Actual Croun Cases Clese Yo Close
‘Close 4 4 (100.0%) —
No Close 28 - 28 (100.0%)

Percent of "grouped'" cases correctly classified: 100.0
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Figure 6.

Suomary of Disc:iﬂiunnt Functicn Analysis

Baged lpoa MIP-4A Sua Results (N=32)

HILKS'

52

CRITZRION CRITERICN
STEP ENTTRED REMOVED LAMm0A SISHIFICANCE
l INTEROL .5743 .0096
2 STUDOL .2864 .0044
3 AREAREPR .2320 .0008
4 - ENERWAST .1502 .0203
5 poTEMT .0972 .0001
6 MINORITY .0666 .0001
7 AREAZLEC .0457 .0001
8 SITEAGE 0310 .0001
9 THERMEEF .0208 .0201
10 ENRELEC 0142 .001
11 ENRHEAT .6075 .000
12 AREAHEAT .0036 000
13 ENRMATLY .0021 .000
14 THERMEFF .0027 .000°
15 AREACAPC .0017 .000 -
16 CLASSRY .0011 .000
By ENROL .6007 .000
18 AREAUTIL" .0005 .000
o PERCENT OF (NIQTE cavosteat
FUNCTION SICTNVALLUE CARLANCE EXPLAINED . -COR2ZLATION
1 126.994 .57 .9306
2 5.481 15.72 -9200
3 2.300 6.60 .8348
4 1.300 .30 L7745
5 .600 .72 6126



Figure 6. (continued)

Ciessificazion Tesults:

(Predicted Group ‘Membership)

ACTUAL

GROUP _ CASES FREO~) FREQ=l  FREQ=?  F3£0=3  FREQss  FREQ=S
FREQ-0 2 2 (100.0%2) - -- -— —— —
FREQ=1 9 - 9 (160.0%)  -- - - -
FREQ=2 5 - — 6 (100.03) — - —_
FREQ=3 4 - — - 4 (102.0%) ‘--- -
FREQ=4 7 - - - - 7 (160.0x) —
FREQ=5 4 - - . - - 4 (160.02)

Percent of "grouped™ cases correctly classified: 135.0
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was able to re-predict group membership for the solution vector (inclusion v,
exclusion) with 100.0 percent accuracy.

{Figure 6> illustrates the results of the discriminant analysis to evaluate the
compositional relation between the selection tally vector and the full criterion
database. For convenience, any selection frequency » 5 was entered into the
discriminant model as a frequency = 5. This was considered necessary in order
to provide some control over problems associated with singular frequency tally
entries, and a loss therefore of variance potential. To explain the variance
existent within the selection tally vector (0,1,...,5), a total of 16 criterion
vectors were entered into the final construction of 5 independent discriminant
functions. Re-prediction of the original vector entries proceeded with 199;9
accuracy.

Upon the choice of a single school site for closure (j=17, since tally entry = 7),
the database was updated to reflect a N=31 base, and the net effect of the student
transfers from the closed site. The model was re-executed, and a new tracking

matrix constructed, as displayed in ¢Figure 7). A total of 4 new sites were now

simulated as closed (with tally entries 3 4); and the discriminant model re-run.

{Figure 8) displays the discriminant results of analyzing the N=31 solution set.
A total of lg_criteria were required to explained the independent variance --
two more than the N=32 analysis. The canonical correlation existed at .8392, or
Zg;é_percgnt explained (independent) variance. Re-classification resulted in a
100.0 percent accuracy level. As before, the selection tally vector for the N=31
case was analyzed by discriminant functions; and these results are illustrated |
in ¢Figqure 9. A total of 4 functions were constructed; and a re-prediction of
87.1 percent accuracy achieved. Within the re-classification, 7 occurrences of
‘over-estimation' resulted (viz., an 'expected' tally entry greater than the
original 'observed' value); and 1 occurrence of 'under-estimation’ (viz., an
'expected' tally entry lesser than the original 'observed' value). Thus, it
would seem that reclassification errored on the non-conservative side.
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Figure 8.

Summary of Discriminant Function AnaletSb

Based Upon MIP-4B Results (N=31)

CRITERION CRITERION WILKS'

STEP _ENTERED REMOVED LAMBDA SIGNIFICANCE

1 ENROL .8883 0661

2 INTERL3 =~ .8164 .0585
3 MINORITY - .7238 1.0309
4 STUDPROX _ 6504 . .0206

5 _' - ENROL .6590 : iooés

6 AREAMAIN - - 5944 o073

7 CLASSRM . .5659 .0102

8 ENROL _ .5336 .0126
9 ENRHEAT 4957 .0132
10 ENERWAST 4330 .0081
11 THERMEFF .3387 ' .0020
12 ENRELEC .2954. .0015
Eigenvalue = 2.38541 . Canonical Correlation = .8394

Classification fesults:

Actual Gtouo‘. Cases Close Na Close
Close ‘ 4 4 (100.07) -
No Close 27 PR 27 (100.0%)

- Percent of 'grouped’ cases correctly classified: 100.0
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Figure 9.

Summary of Discriminant Fuaction Analysis

Based Upon MIP-4B-Sum Results (N=31)

CRITERION CRITERION WILKS'
STEP ENTERED REMOVED LAMBDA - SIGNIFICANCE
1 INTEROL : 6912 L0412
2 INTERL3 .5064 . .0213
3 MINORITY .3596 .0091
4 POTENT .2703 .0070
5 STUDPROX .2067 .0064
6 SITEOL _ .1517 .0047
7 AREAUTIL .1193 .0057
8 AREAMAIN : .0822 .0034
9 AREA .0635 .0044
: PERCENT OF UNIQUE CANONICAL
FUNCTION  EIGENVALUE VARIANCE EXPLAINED  CORRELATION
1 1.840 C 42.30 .8049
2 1.522 34.99 .7769
3 .680 15.63 .6363
4 .308 7.08 .4852
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Figure 9. (continued)

Classification Results:

FREQ=2

FREQ=3

FREQ=4

ACTUAL R |
GROUP ~  CASES FREO=0  FREO=l
FREQ=0 4 4 (100.02) -
FREQ=1 1 e

FREQ=2 8 -

FREQ=} & -— -
FREQ=4 & - —

10 (90.92). 1 (9.1%2)

4 (100.07)

—

Percent of "grouped" cases correctly classified:
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87.10

-

1 (12.5%) 5 (62.5#) 1 (22.52) 1 (12.5%)

4 (100.0%)

4 (100.0%)



(THE "SCANT" MATRIX CASE: THE FISCAL DEALLOCATION MODEL (ROLBAK)

A total of 31 program budgeting (unit) alternatives were evaluated for defunding
across a total of 10 competing criterion references. In lieu of a step-wise
%pfocedure as represented in the school closure modeling framework, the model is
?further constrained to choose those programs for refunding such that the new
?dperating district budget is not less than 675,000 dollars, but not more than
fZQ0,000’dollars for the particular programs under scrutiny. To study'the-effect
5‘of the model's solution generation process, the feasibility region as defined

by the constraint matrix and the RHS-values is constructed in two distinct
~patterns: a highly restricted region in which very stringent controls are defined
- for the modeling procedure; and a relatively relaxed region in which less

" stringent controls are modeled. In addition, the ROLBAK formulation is executed .
| both for cyclic maximization of the objective functions, and for cyclic
miﬁimization of the objective functions. Thus, a total of 4 tracking matrice

' containing 10 potential solution sets (each) result.

This particular modeling application represents the "scant" matrix case, in that
‘a high proportion (48.7 percent) of criterion matrix cells contained a 'zero'
~entry, signifying no cost for that particular alternative within a specific
object-expenditure category. For the SCHCLO model, the criterion matrix was
"complete” -- all cells contained a value greater than zero.

Under the 'restricted' formulation, the 17 resulting solution sets signify only
2 distincf,soiution vectors. In contrast under the ‘relaxed' formulation, a
total of 17 distinct solution vectors result. Under both restricted and relaxed
limitations, 3 objective functions were unable to declare optimality due to the
inability to find an initial integer-feasible solution.

{Figure 10y and <Figure 11% display the solution sets resulting from optimization
within the restricted region environments. The selection tally vector is noted,

as well as the impact upon the total budget based upon the simulated cuts (i.e.,
where X=funqed). As can be easily seen, the solutions resulting from optimization
within the restricted environment present only two distinct alternatives for

later discriminant analyses.:
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Effect Upon Budoci Deallocation Decisions Based Upon the variabie Flows.of a Cyclic Oujective
Function, and the Interaction of a “Maximized, Restricted” Constraint Iterative Problem, .

Objective = Maximization ~ Constraints: Restricted

TERP=16: PERT = 500)

8udget )

Alterna- 0) 02 03 04 05 06 07 08 09 - 10 SELECTION BUDGET

tives CERT CLAS BENE SUPL INST CONT TRAY CAPI PERC comp TALLY AMOUNT
0l X X X X X X X X X X 10 87.5
02 X X X X X X X X X X 10 4.5
03 X X X X X ‘ ) 34.5
04 X X X X X X X X X X 10 71.5
05 X X X X X X X X X X 10 70.5
06 : - 32.5
07 X X - X X X X X X X X 10 §1.5
08 ' : _ -- 1.5
09 X X X X X 5 43.0 |
10 - 4.0 .
1 X X X X X X X X X X 10 54.0
12 -- 1.0
13 - 5.5
14 ! - 4.0
15 X | X X X X X X X X 10 116.0
16 X X X X X 5 23.0 .
17 X X X X X X X X X X 10 107.0
18 -~ 13.0
19 : .- 2.0
20 -~ 1.0
21 ‘ - 16.0
22 ) -~ 10.5
23 X X X X X ) - 55.0
24 “r 4.5
25 . 2.5
26 -- 19.0
'3 - - 1.0
28 - 1.0
29 - 2.0
30 .- 12.0
31 - 2.5

o 10 10 1 10 1 10 10 o 1

0.F. Value: 340.7 274.5 217.9 433.9 330.0 362.1 $0.0 §34.6 496.2 680.5

Iteratfon at

Optimality: 36 69 76 115 - 228 27 . 114 51 5000+ 369
Time (secs): . 266 .298 .288 .32 .384 .264 .383' 274 4.498 .850
Rol}-Back -

Savings: 680.0 680.0 680.5 680.0 680.5 660.5 680.0 - 680.0 680.5 680.5

(= Cut) (-213.5) (-213.5) (-213.0) (-213.5) (-213.0)(-213.0) (-213.5) (-213.5) (-213.0) (-213.0)

Note: Total Initfial Budget = 893.5 ($1000°'s)

Figure 10,




Objective = Minimization

Constraints = Restricted (8xP=16; PERC=500)

Effect Upon Sudgetﬁﬁéélldéafion becisions Based Upon the Variable Forms of a Cyclic Objective
Function, and the Interaction of a "Minimized, Restricted” Constraint Interative Problem,

Budget

Alterna~ (1]} 02 03 04 05 06 07 08 09 10 SELECTION BUDGET

tives CERT CLAS BENE SUPL INST CONT TRAV CAP PERC comp TALLY AMOUNT
0l X X X X X X X 7 87.5
02 X X X X X X X 7 44.5
03 X X X X 4 34.5
04 X X X X X X X 7 71.5
05 X X X X X X X 7l 70.5
06 . - 32.5
07 X X X X X X X 7 51.5
08 - 1.5
09 X X X x X 4 43.0
10 - 4.0
11 X X X X X X X i 54.0
12 .- 1.0
13 - 5.5
14 - 4.0
15 X X X X X X X 1 116.0
16 X X X 3 23.0
17 X X ) X X X X 7 107.0
18 - 13.0
19 - 2.0
20 -~ 1.0
21 - 16.0
22 - 10.5
23 X X X 3 55.0
rZ -- 4.5
25 - 2.5
26 -~ 19.0
27 -- 1.0
28 - 1.0
29 - 2.0
30 -- 12.0
3 .- 2.5

I8 10 1 . 10 12 10 10 10 10

0.F, value: .- 234.5 197.0 366.8 314.8 313.0 - 482.6  489.0 --

Iteration at '

Optimality: -- 5000+ 686 200 85 902 - 203 53 -

Time (sec): -- 4.581 1,933 .563 .304 1.193 - .407 .256 -~

Rol})-Back

Savings: - 680.5 680.0 680.5 680.0 680.0 -- .680.5 680.0 -

(-Cut) -- (-213.0) (-213,5) (-213.0) (-213.5) (-213.5) ~-- (-213.0) (-213.5) -

Note: Total Initial Budget = 893.5 ($1000's)

Figure 11,



{Figure 12% and <Figure 13» display those solution sets resulting from the
optimizations within a relaxed environment. A total‘of_lz_distinct solution set
vectors are formed; and thus the selection tally matrix demonstrates greater
variability than existent within the restricted orientation.

Discriminant functions were computed for the relaxed modeling setting %irst,
requiring a separate discriminant execution for each of the distinct solution
vectors resulting from the MAM analysis. As noted in an earlier seétion to this
paper, criterion strength was eVa1uated utilizing the three composites vectors:

DISCRIMINANT CRITERION INCLUSION VECTOR
DISCRIMINANT CRITERION ENTRY VECTOR
DISCRIMINANT WEIGHTING SUMMARY VECTOR.

The first vector is composed of binary {1,0) entries signifying whether a specific
criterion was entered into the discriminant analysis for explaining the variance
within the solution set. The second vector contains entries of 1,2,3,... , such
that the order-of-entry for the discriminant criteria is represented. Finally,

the third vector contains a factor-weight entry for each of the 'entered' vectors,™

to measure the relative importance of each of the discriminating criterion
references. '

The notioh of decisioning reliability was evaluated utilizing.two techniques:

CANONICAL CORRELATION
RE-CLASSIFICATION ANALYSIS.

{Figure 14 contains the discriminant results for solutions accountable to
maximization within a relaxed region. . The first ten columns contain the
information from the discriminant analyses for each of the ten simulated solution
sets. The ordinal numerals represent ofder~of~entry, while the bracketed entries
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Effect Upon Budget Oeallocation Decisions Based Upon the Variable Flows of a Cyclic Objective Function,
and the Interaction of a "Maximized, Relaxed* Constraint Iterative Problem.

Objective = Maximization

Constraints:

Relaxed

P=210;

PER

- Budget

Alterna-
tives

01
CERT

02
CLAS

03
BENE

04
SuPL

05
INST

06
. CONT

07
TRAY

08
CAPL

09
PERC

10
comp
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W
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—
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. . .
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. . . D) .

—

0.fF. Value

Starting at
Optimality:

Time (sec):

Rol1-Back
Savings:

12
485.4

20
.246

685.5
(-208.0)

12
425.5

60
.359

685.5

u
316.1

202
.416

699.5

1
615.9

16
227

693.0.

n
476.6

43
.297

684.5

12
a71.7

52
337

684.5

(-208.0) (-194.0) (-200.5) (-209.0) {-209.0)

12
100.0

163
.589

693.5

12
659.04

65
310

675.5

. (-200.0) - (-218.0)

13
600.0

5000+
6.022

675.5

(-218.0) - (-193.5)

12
700.0

as7
1.166

700.0

Note: Total Initial Budget = 893.5 ($1000's)

Figure 12.
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Effect Upon Budget Deallocation Decisions Based Upon the Variable Flows of a Cyclic Objective.
Function, and the Interaction of a “Hinimized, Relaxed” Constraint Iterative Problem.

' Objective = Minimization  Constraints: Relaxed
. ——— 2]0; a

Fudget ' : '
Alterna- o1, .02 03 08 05 -06 o7 08 09 10 SELECTION  BUDGET
tives CERT CLAS BEKE sueL INST CONT TRAV CAPl PERC conp TALLY AMOUAT

X X X
0?2 X :
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O
noooocowmwmoircoo
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o
¥
1
NN ==t O N &N OO~y
« o e e

~ N

o w
> >
>
>

1]

bW

W L N N D N
—0 W Mo
>
> »
> >
>
>
L ] 13
LN
— —
.

12 - 1 or 0B 2 o2 =  n
Optimal Value 238.8 - 110.0 304.? 265.9 198.23 50.0 . 462.3 -

fteration at ) .
Optimality: 869 .- 5000+ 197 625 1030 5000+ - 34 .

Time (sec): 1.665 - 4.143 .548 21 1823 4010 - 249 -

Roll-Back .
Savings: 676.5 - 676.0 682.5  686.0 675.0 691.5 - 678.0 .

(- Cut) (-217.0) - (212.8) (-211.,0) (-207.5) (-218.5) (-202.0) .- (-215.5) .-

Note: Tota) Initia) Budget = 893.5 ($1000's)

Figure 13. .




Jx-xx3 contain the factor-weights computed from dividing each of the standardiied‘,
ﬁﬁnonica] discriminant coefficients by the smallest such coefficiénf for each
fﬁscriminant analysis. For example in the fifst column signifying the results
Z;f discriminating the solution computed from maximizing ‘certificated salaries’,
;ﬁcr1ter1a were required to explain available variance within the solution set.
ihe cr1ter1on ‘budgetary composites' was entered first, and represents a factor
;ﬁ 2.51 in its importance to the remaining 4 criterion discriminants. The
'ﬁriterion '‘certificated salaries' was entered secondly, and represents a factor
@f 3.17 in its relative importance for discriminating the solution set being

gnalyzed; and so forth. The selection tally vector is similarly analyzed via
_ﬁiscriminant functions.

i#or understanding the dimension of decisioning reliability, computed canonical
fcorrelation coefficients existed as follows, for maximized-relaxed solutions:

Objective Canonical Percent Variance  Relative

Function Coefficient Explained - Rank
CERT .9056 82.0 3
CLAS .8633 74.5 6
BENE .8729 76.2 4
SUPL .9077 : '82.4 2
INST .9339 87.2 1
CONT .8679 ' . 75.3 5
TRAV .8614 74.2 7
CAPI .8419 70.9 8
PERC .7870 61.9 9
cOomP .7281 53.0 10.

Thus it would seem, that a formalized objective of "maximizing" the expenditures
associated with instructional materials in determining which programs to refund
-during a period of scant resourses, produced the highest-correlation between

. the criterion matrix of 10 vectors and the proposed solution set vector

- constructed from the MAM analysis execution. Likewise, the maximization of
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Supwmary of Criterion Vector Order-of-Entry, in Discriminating the Solution Set Vector

for Each Cyclic MAXIMI2ATION within & RELAXED Region.

(Nate:

Source of Disceimiaant

Criterion Inclusion Vector; Discriminant Criterion Entry Vector} and Discriminaat

Weighting Summary Vector)

{ VALUE OF OBJECTIVE FUNCTION DURING CYCLIC-OPTIMIZATION EVALUATIONS N

4

Criterion i Selection Discriminant
Vector CERT ClAS BENE SUPL INST CONT TRAV CAPI PERC coMp Tally Vector Function #
Certificeted 2 4 - - - “- - ~~ - - -~ -
Salaries £3.173 § (1.00)
Cilassified - 2 - 4 - - -~ - ] 2 5 5
Salaries (3.08) (1.57) (2.04) ’(l.OO)
Employee .- j) 2 - - 5 - -— b o - -
Benefits [r.48) I (2.74) [1.00)
Supplies & s - - 1 -- 3 - 2 -- - - -
Materials [2.003 £3.56) £1.21) f1.46)
Instructional - - 5 - 1 -— 2 3 4 -~ 2 1
Materials £1.00) £3.13) (1.78) [1.09) (2.03)
Contractual & - 3 S ~- 2 b} -~ - - -— -—
Services €2.16]) €1.15) ] cr.00) (r1.872) 1 €2.19)
Travel -~ - - - 4 - 4 - S -- — -
Expenditures ().00) f1.17) (1.00)
Capital 3 -—- 4 -~ - 4 5 1 - - 3 3
Outlay [2.40) (1.29) f1.02) { £1.00) { (3.65}
Administrative -_ - -~ 3 3 - -~ - 2 -~ 4 Y
Perception (1.68) 1 (1.25) [2.59)
Budgetaty 1 1 1 2 2 1 1 ~~ 1 1 1 §
Composites f2.513 § €2.29) ] €2.913 f €3.46) § £3.033 § €1.21) { (2.63} £3.061 { [3.67)

Number of Number of
Mis~inclusions - 2 2 1 - - 1 2 2 2 4 Over-Estimates
Number of Number of
Mis-Exclusions - -~ - o~ - - 1 -~ 2 3 S Under~Estimates

Re-Prediction Re-Prediction
Accuracy () 100.0 93.6 93.6 96.8 100.0 100.0 93.6 87.1 83.9 1.0 Accuracy (X)

93.6

* (No integer*fansible solution possible; Optimality not achieved) °



Figure 14 portrays these results for each of the 10 solytion vectors formed by
the varying criterion focus of the objective function. The results of
fe-classification for the selection tally vector are also displayed.

3Figare 15) illustrates the similar results from applying discrimipant function
#halyses to the solution vectors formed by minimization within a relaxed setting
?;e three vectors for denoting criterion strength are easily distinguishabie

4 . : :
e computed canonical correlation Coefficients for minimized-relaxed solutions:

Objective Canonical Percent Variance Relative
Function Coefficient Explained Rank
CERT 7721 ' 59.6 6
~ CLAS - - -
BENE -7902 . 62.4 5
SUPL .8194 67.1 2
INST .7675 58.9 | 7
CONT .8000 64.0 3
TRAY .7928 62.9 4
CAPI - - -
PERC .9343 87.3 1
COMP -- . -—

bstrated, that solution St formulated by minimizing the ‘administrative
gention: entries in determining 4 solution, to be the best fit with the
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.

sﬁ-iuy of Criterion Vector Order-of-Eatry, in Dheri-initin; the Solution Set Vector

{Note:

for Each C*cl ¢ MINIMIZATION within a RELAXED Region. Source of Discriminant
Criterion Inclusion Vectorj Discrimlnant Crliterion Entry Vectori and Diacrimlnant

Neighting Sumesry Vector)

¢ VALUE OF OBJECTIVE FUNCTION DURING CYCLIC-OPTIMIZATION EVALUATIONS }

Criterion ] ‘ ‘ Selection Discriminant
Vector ceaT CLAS . BENE | SUPL INST CONT TRAV CAPL PERC CcoMP Telly Vector Function #
Certificated 2 . * -_ 3 - 3 3 - * -— * - —
Salaries £2.37) €1.41) f1.22)8 [1.013 |
Classified -— b 2 - 5 . 4 -~ * - * - -
Salaries : £2.16) £1.003 | €1.52) |
Employee - * - - .- ] 4 * . bd 2 B
Benefics £1.00) 1 [1.00) ) ]
Supplies & 5 * 5 2 - -- - b 2 * 6 4
Materials £1.00) f1.00) § £1.97) £1.37)
f{nstructional 4 * - - - - - . 4 * -— ——
Materials £1.38) f1.00)
Contractual - * -— 5 4 2 —-— * - " 3 5
Services €1.00) § £1.27) § €1.33)
Travel - » 4 -— - -— -— * - * 4 3
Expenditures f1.45)
‘Capital 3 * - - 3 - 2 * 3 * s 2
Outlay £1.99) £1.90) €1.63} £1.12)
Adnministrative - * k) 4 2 — -_ * - * -— -~
Perception [1.34) 1 €1.58) ] £2.74) ‘
Budgetary 1 * 1 1 1 1 1 * 1 * 1 1
Composites (1.68) 2.953 | £2.301 ] (2.08) { (2.283 1 £2.24} £1.07)

Number of - ' Number of
Mis-inclusions 2 * 1 1 1 1 2 * - * 3 Over-Estimates
Number of Number of
Mis~Exclusions 1 . 3 1 2 1 1 * “n * 2 Under-Estimates
Re-Prediction Re~Prediction
Accuracy (X) 90.3 - 87.1 93.6 90.3 93.6 90.3 . 100.0 * 83.9 Accuracy (2)

* (No integer-feasible solution possible; Optimality not achieved)

Figure 15.




;Nera11 criterion matrix; and the solution from minimizing 'instructional
baterials', the least 'best' fit. B |

%egarding the results of optimizing (both maximally and minimally) within the
festricted environment, <Figure 16> illustrates the discriminant function analysis
framework. Similarly, the canonical coefficients were computed as:

Solution Canonical | Percent Variance Relative
Vector .Coefficient Explained Rank

#1 .8947 | 80.0
#2 . .8628 784

Figure 15
e SR G e s e
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P Sumnirz of Criterion Vector Ordet—of-EntgzL_
in Discriminltins the Two nxsET;E?‘EETEETGE‘EZ? Vectors
.Reault105 rom the Cyclic MAXTMTZATION and MINIM{ZATION
vithin a RESTRICTED Region. (Note: Source of Discriminant
Criterion Inclusion Vector; Oilscriminant Criterion Entr .
Vector; and Discriminant Wetgﬂtxng §um-aty Vector)

Criterion Solution _.Solqcion
Vector Set #1 Set #2
Certificated 4 —
Salaries {1.05)

‘Classified S —
Salaries {1.00}

Employee - —
Benefics '

Supplies & 2 -_—
Materials {1.70}

- Instructional - k]

" Materials {1.00}
Contractual " - 2
Services [1.65)

. Travel el -
Expenditures :

Capital 3 -—
Qutlay [1.2%}
Administrative - —
Perception
Budgetary 1 1
Composites : 2.11 (3_241 |

Number of
Mia~inclusions | . i N
Nunbeé of
Mis<exclusions —-— 1
Re~Prediction o
Accurary (%) 96.8 96.8
Figure 16.
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SUMMARY OF FINDTNGS

The use of discriminant functions in providing a useful post-hoc evaluation
strategy for multiple alternatives decision-making has been studied within two
separate real-world settings: the closure of schools; and the deallocation of
program unit budgetary items. Two generalized issues of content and process were
the main foci: content, in as much as there is a need to relate criteria used

to the decisions made; and Erocess, in order to verify the re11ab111ty of the

- decisioning procedures based upon the criteria utilized.

The author maintains, that two related "abilities" are necessary for prudent and
trustworthy decision-making. The first ability refers to that khow]edgé which
clarifies (1) which criteria 'effected' the decisions, .and to what extent; and
(2) to what degree did this 'effect' vary across the results of the cyclical
optimizations. The second ability relates the need to study (1) the relationship
between the 'optimizing vector' (objective function) and the results of a
discriminant analysis; and (2) the relationship between the extent of feasibility
region constraint (relaxed v. restricted) and the results of a discriminant
analysis. To accomplish these ends, the multiple linear regression technique,
discriminant functions analysis, is utilized to measure the topiCS'of‘criterion
strength and decisioning reliability.

The results of these discriminant analyses illustrate the superior‘efficacy found
in relating multiple correlational strategies to discovering relationships between f
solution vectors and the criterion vectors (matrice) supporting those decisions.
Three measures. of criterion strength and two measures of decisioning reliability

are i11ustrated_for the reader -- all measures normally products of discriminant
function(s) formulation.

it is a fundamental by-product of this study though all to important not to note,
that the formation of "classification coefficients" within the discriminant
process provides an excellent way of projecting expected impact from a newly
collected set of data variables. By utilizing the linear combinations of this
new data, 'expected correlative' decisions can be cohputed which maintain the
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same variance relationship as the decisions utilized originally in the initial

discriminant analyses.

In summary, the use of discriminant functions -in addressing the issues of criterion
strength_and decisioning reliability has been illustrated to hold great promise
for the decision-maker, evaluator and_dtherwise,problem%so]ver. . Increased

accountability, visibility and responsibility are the maximized ends.
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Appendix IT

Synthetic "True”" Covariance Structure for Misspecification Category II:
The Covariance Structure used as the Input Matrix for the Simulation
of Data Sets with a Multivariate Normal Distribution.

Y Y, ‘ Y., X X

1 2 3 1 2 3 4
Y,  1.538
Y, 1.18 1.5175
Y, 2.9675 3.0439 7.9094
X, .84 .62 1.55 1.1
X, .42 .31 775 .53 .35
X, .78 .55 1.375 81 .41 1.1
X, .234 165 = - .4125 13 0 .13 .32 .19
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