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The purpose of the following remarks is to give you something of the
flavor of a novel approach to the teaching of stati#tical model building
ahd manipulation. Historically, it evolved out of an applied environment
-in thch manj of the clgss;qé%upgdels appeared.to be ingdqug;glgxsqt }east
dgficient in one or more respects. Sfudents in applied areas who have been
exéaééd-té the approach Egspond enthusiagtically'to it, and, in general,
_.the more "trad?tional" work ggey have had, the greater.their gnthusiasm. The
f.response of teachers has been mixed. Many of the critics make remarks similar
' to those criticisms that are directed at the “new math." It is certainly
: accﬁrate to state that students of this approach get very little practice in

' arithmetic for even the most elementary models. 1In fact, the primary text

[6] is almost totally devoid of computing formulae.

With respect to mathematical and statistical foundations, we rely very

s ey

heavily on the theory of the classical fixed-x linear model, and the text

P

bears some superficial resemblance to a typical text on linear models. However,

a great deal of the material covered in a typical linear models text will be
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found in ours only indirectly, if at all. Conversely, the concepts we identlfy

and the skills we try to develop%are only indirectly inferablewfromﬂthe tygical

text.
In general, our approach has the“folloming;characteristics: &:
1. A technical vocabulary of minimal length. , : Q
2. Very few speCial symbols and computational formulae. In those Ja

l the models of one-way analySis of variance, a test for non-linearity,

argument.

‘similar to the skill requlred to translate elementary algebra “word

1------.-.-.......l%.

e

i

Places where a new special symbol or formula would ordinarily

be introduced, we make every effort to identify the concept as a %
spec1al case of a more general concept and the formula as a spec1al ﬁ
case of a more general formula. ‘The-cumulative effect of this is, E

we believe, a hierarchical structuring of the content that enhances f

o IR -
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.learning. See Appendix A for an example of the way we summarize

st s —

and 51mple regress1on analys1s, and Appendix B for a summary ‘of a

tWoéfactor problem. Students are assumed to have access to a
camputer, so Very'little arithmetic is required.

--‘-u.w:/.._‘ o

An emphas1s on the 1dea that a model 1s a way of fomalizing_an

Practice in translating natural language 1nto models w1th unambiguous]

sz PRSI

A g .

speCified properties. The kind of skill required to do this is

BRI DERINS

problems" into algebraic.equations.
Extensive practice in the algebraic manipulation of models. This

skill is frequently necessary to create an assumed model with specifi

Y D

properties and almost alWays required to produce a restricted model

that can be used in tests of hypotheses about the parameters of the
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assumed model. Althoueh the amount of algebra required is burdensome

A B e

for some models, the level of skill required is minimal.
Some of the features of the approach can best be understood by an
ample. Suppose we were interested in evaluating the differential effects

two different methods of teaching reading in the second grade. Students

ile rahdemly assigned to the two conditions. A measure of reading achievement
;S obtained before instruction begins, and another measure is obtained at the
%nd of instruction. Because‘girls tend to read befter at this age than boys,
3e can probably increase the precision of our estimations and the power of our
%ests by considering sex in the model. Moreover, there is a possibility that
%ex ﬁight interact with teaching method, initial performance, or both.
Ultimately, we are going to argue that if we can reject the hypotheses

E(1, voy, x) = E (2, boy, x)

E@, girl, x) =E(2, girl, x)
¥;e are in a position to conclude thet the methods are not equally effective.
§E§Eegwiﬁﬂppese, the hypothesis is that the expected posttest performance for
a Method 1 boy with initial performance x is the same as the expected posttest
Performance for a Method 2 boy with the same initial performance, X. A similar
;ﬁﬁtatement is made for girls, and x takes on all possible values of initial
perfofmance. Suppose the pogential.repge OfMX,iS,ZO'tO‘BO- Wereeegﬂe model
fhat will _produce 2 (methods) X 2 (sexes) X 61 (values of x) = 244 estimates
gf’§§peggeg’values. If we are not willing to make any simplifying assumptions
,abput'the relationships among the expected values, we need e model with 244
%paramete;s, which we refer to as.the mupge;;y_exclusive categorical‘model.

O

fFortunately, in this problem, it seems reasonable to assume that the expected

_dlfference Jn posttest perfonnance per unlt dlfference in initial performance
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is constant (sometimes called the linearity assumption), although perhaps a

ReS—

different constant for each of the four groups. If this assumption is true,

then the 244 expected values are expressible as a function of only eight

_parameters. In the text, we discuss ways of investigating the tenability of

V.

this aésumption. Although there are an infinite number of ways of parameterizinj
— . . N . J R 3

a model to estimate the eight parameters, one with intuitive appeal is

Y = alB_(rl) + a8 4 a6l 4 4,62 4

(1) (2

(X « B ) + (X« B (1)

)) + c3(X = G ) +

{2) (M)

e (x * ¢y v+ E
where

is a column vector of dimension.n containing the observed posttest

i (KA

Lre

scores.

(1)

,Emw is a column vector of dimension n containing a one if the correspond-
ing Value in Y was observed on a boy in &g&hgd i; zero otherwise.
(i =1,2)

G(i) is defined for gifls similar to B(i) for boys.

X is a column vector of dimension n containing pretest scores arranged

in the same order as Y.

(1)

The a's-and c¢'s are unknown scalars, and E is an unknown column
‘vector. A least squares solution to Model 1 might produce values

that could be represented as in Figure 1.

The a's are the intercepts and the c's the slopes of the four separate

straight lines. They are also estimates of the eight parameters which are

assumed to yield the expected wvalues. We could proceed to investigate our
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Figure 1. Possiblé results for Model 1.

ultimate hypothesis using Model 1 as an assumed model. Howeverg such a test

. based on the F distribution would involve four degrees of freedom in the
. numerator and would not produce an unqualified recommendation with respeét

- to method.

This gingwggwpxﬁp;gmwis frequently”approachedmin'stAndafd 99399@; by

DTN o i

a factorial analysis of covariance in which the assumed model is a subspace of

P Lt

Model 1 incorporating the assumption that each c is an estimate of the same
parameter. This assumption is frequently referred to as the gggpggpgipyméf_

regression assumption. If this assumptioh is true, then the 244 expected

ST Sy

values are expressible in terms of only five parameters. A model to estimate
these parameters is

v = a8 4 2,8 (2)

(1)

2
+ aSG_ 4 a“G( ) + ¢X _+ E

A least squares solution to Model 2 might be represented as in Figure 2.
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Figure 2. Possible results for Model 2.
In Model 2, the a's are the interdepts of the four lines in Figure 2,

and c is the common slope. The test for "treatment effect“ involves a comparison

- of what.are called the'"adjusted meahs,"mhamely

(alff cx) *+ (ay + ox) (a2.+ cx) + (a, + cx)

2 | )

which simplifies to a +a;=a, +a, .

A suffiCiehtly large non-zero difference leads to a relatively large F,

a rejectlon of the hypothe51s,'and the conclu51on that the methods differ. Such

L,

a conclusxon seems defen51ble but we are Stlll not in a position to make an

_unqualified recommendation with respect te method. In Figure 2, a, +a, is

3
greater than a2'+ a; , yet the available data seem to suggest that Method 1
is better for girls and Method 2 is better for boys.

A number of'possibilities exist to reduce this ambiguity. The standard

covariance sex by method interaction test is relevant information, but it does

not directly address the issue. - We. could conduct pair-wise investigations
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(a; = a, and a; = a,) and suffer the prqp;sggﬂpf_gnriﬁcreased eXberiggntwisé B
’ Tygg I;grrorbrate or adopt some post- hoc test and sﬁffer thé cénseéﬁénr loss .
of power. | |
An iggsrnasrye is to consider an_iiEPTe? modellthat ayq}ds the émbléulty,

,altoggther. For example, if we are w1l;1ng to assume the follqw1ng relar;opfi
sﬂips among the ekpectedrralues | o

E (1, boys, x) “Ec2, boys, x) =

Eq, girls, r) E(2 girls, x)

and

E‘l, boys, x,) - E (2, boys, X,) =
E (1, boys, x,) - E 2, bpoys, x,)
and | |
Ea, girls, x)) -E(2, girls, x)) =
E(l, girls, xz) -E(Z, girls, xz)
where

X, X, X, = 20, 21, . . . 80 X, # X

b
the 244 expected values are expressible as a function of only five parameters
as in Model 2, but because we are making,differeht assumptions, the mddel we

" - create will have different properties than Model 2. The skills réquired-to
create a model that incorporates the desired assumptions are identical to‘thel
skills required to test therassuﬁptioné. Involved is a simple substitution -
for the expected valpes,abpve, their estimates in symbolic form from Model i,
and an algebraic simplificatioh rhat results in.three implied restrictigns.
Substituting the.symbolic estiﬁates from Model 1 for the expected values

above,

a, +cXx-a, -c,x=a, +G,x~-a - CxX ' (1)
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al + clxl - az - szl = al

a, + caxl “a, - c“xl = a
Equation (2) can be simplified to ‘

(ci - <_f2)(x.1 - xz) =

Since:x1 2 X,, C; must equal C,, and they can be given a common name.

c, = €, = b, a common value

Similarly,.Equation (3) can be simplified to

(€3 = c4) (%, =x,) = @
implying
| | c, = é“ =.g; a common value
: Substituting (4)rahd
31+ bx -a; - bx =a, +gx
" “which can be written '

| al.through‘a“ can be

1
]
o7
+
o N}

o
o
.

(5) into (1), we achieve

- a, - gx

renémed so that they satisfy (6) as follows:

(2)

(3)

(4)

(5)

(6)

(7)

- In effect, we have renamed the éight'parametet'eétimates in Model 1 in terms

of only five names: d,, d4,,

If the new names~are.substituted in Model 1, wé;get

vy = d;B(I) + (d1.+ as)é(z)

b(X = B(l)) + b(X = B(z)) +g

g(X = G‘z)} +g(®
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Expanding and simpliinng yields

v dl(B(l) * B(?)) + dz(G(l) + 6ty 4 da(B(z) +cl?y o

'b(x + ) 4oy s B(z)) +gx *» 6™ 4 x . c{?y 4+ g®

ih least squares solution to Model 3 might appear as in Figure 3.

| | ]

80

Figure 3. Possible results for Model 3.

The essential property of Model 3 for our purpose is that the expected
difference between any pair of persons having the same sex and initial performance,

differing only in the method of instruction, is estimated by the same constant,

namely d, . When the properties of a model are not immediately obvious by

inspection, we encourage the practice of verifying that the model-has the

claimed properties. This involves writing the symbolic expressions that

estimate the expected values and verifying that the symbolic expressions are

related as the expected values are assumed to be, as-shown in Table 1.
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