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The purpose of the following remarks is to give you something of the 

flavor of a novel approach to the teaching of statistical model building 

and manipulation. Historically, it evolved out of an applied environment 

in which many of the classical models appeared to be inadequate or at least 
,, __ , 

,, ·-

deficient in one or more respects. Students in applied areas who have been 

exposed to the approach respond enthusiastically to it, and, in general, 

the more "traditional" work they have had, the greater their enthusiasm. The 

response of teachers has been mixed. Many of the critics make remarks similar 

to those criticisms that are directed at the "new math." It is certainly 

accurate to state that students of this approach get very little practice in 

arithmetic for even the most elementary models. In fact, the primary text 
---·--•·"· · 

[6] is almost totally devoid of computing formulae.

With respect to mathematical and statistical foundations, we rely very 

heavily on the theory of the classical fixed-x linear model, and the text 

bears some superficial resemblance to a typical text on linear models. However, 

a great deal of the material covered in a typical linear models text will be 
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found in ours only indirectly, if at all. Conversely, the concepts we identify 

and the skills we try _to ,,,develop are only indirectly i�ferable �.rom the typical

text. 

In gener�l, our approach has the following characteristics: 

1. A technical vocabulary of minimal length.

2. Very few special symbols and computational formulae. In those
"''-' ,-.,,. 

places where a new special symbol or formula would ordinarily 

be introduced, we make every effort to identify the concept as a 

special case of a more general concept and the formula as a special 

case of a more general formula. The cumulative effect of this is, 

we believe, a hierarchical structuring of the content that enhances 
"' , .. ,,-.�·-.,> • • • ·- .. ,.,.,,, .. 

learning. See Appendix A for an example of the way we summarize 

the models of one-way analysis of variance, a test for non-linearity, 

and simple regression analysis, and Appendix B for a summary of a 

two-factor problem. Students are assumed to have access to a 

canputer, so very little arithmetic is required. 

3. An emphasis on the idea that . �-�?--:_�_ is a way of formalizing_ an

argument.
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Practice in Statement i translatin9 natura:, la��u�J� into models with un�����s !

specified properties. The kind of skill required to do this is 
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. ·- • .. _. 

similar to the skill required to translate elementary al_gE!l:>r<1_ --"�??:d

p:t"oblems" into algebraic equations. 
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parameters, skill is frequently necessary to create an assumed model with specifi l_ 

properties and almost always required to produce a restricted model 

that can be used in tests of hypotheses about the parameters of the 
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assumed model. Although the� of algebra required is burdensome 

for some models, the level of skill required is minimal. 

Some of the features of the approach can best be understood by an 

1xample. Suppose we were interested in evaluating the differential effects 

'f two different methods of teaching reading in the second grade. Students 
i 
ke randomly assigned to the two conditions. A measure of reading achievement 

is obtained before instruction begins, and another measure is obtained at the 

end of instruction. Because girls tend to read better at this age than boys, 

we can probably increase the precision of our estimations and the power of our 

tests by considering sex in the model. Moreover, there is a possibility that 

sex might interact with teaching method, initial performance, or both. 

Ultimately, we are going to argue that if we can reject the hypotheses 

E<l, boy, x) = Ec2, boy, x) 

E<l, girl, x) = E<2, girl, x) 

we are in a position to conclude that the methods are not equally effective. 

Stated in prose, the hypothesis is that the expected posttest performance for 
"-----•-<�-"'--:,:e.-" , , ~�_,.,;-

,a Method 1 boy with initial performance x is the S'ame as the expected posttest 

;Performance for a Method 2 boy with the same initial performance, x. A similar 

nbiguous

l

staternent is made for girls, and x takes on all possible values of initial 

,s performance. Suppose the potential range of x is 20 to 80. we seek a model 

"word ·tha�-�-��¢,. !)r?du�e 2 (methods) X 2 (sexes) X 61 (values of x) = 244 estimates

l
of, expected values. If we are not willing to make any simplifying assumptions 

his abou:-:he relationships among the expected values, we need a model with 244 

specifi
JP�ameters, which we refer ,to as the mutually exclusive categorical model.

lllodel I Fortunately, in this problem, it seems re,c1,sonable to assume that the expected

f the jdifferenc::e_ j.n posttest performance per unit difference in initial performance 

' 
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is constant (sometimes called the linearity assumption), although perhaps a 

different constant for each of the four groups. If this assumption is true, 

then the 244 expected values are expressible as a function of only eight 

parameters. In the text, we discuss ways of investigating the tenability of 

this assumption. Although there are an infinitepumber of ways of parameterizin 

a model to estimate the eight parameters, one with intuitive appeal is 

Y = a1B (i) + a2B <2> + a3G ( i) + a�G (2) +

where 

Y is a column vector of dimension n containing the observed posttest 

scores. 

y 

;, 

B (i) is a column vector of dimension n containing a

ing value in Y was observed on a boy in ��!��d

(i = 1,2) 

lultimate hyp
one if the correspond-

based on the
le 

i; zero otherwise. •
. 

G (i) is defined for girls similar to B(i) for boys. 

Xis a column vector of dimension n containing pretest scores arranged 

in the same order as Y. 

The a's and e's are unknown scalars, and E (l) is an unknown column 

vector. A least squares solution to Model 1 might produce values 

that could be represented as in Figure 1. 

The a's are the intercepts and the e's the slopes of the four separate 

straight lines. They are also estimates of the eight parameters which are 

assumed to yield the expected values·. We could proceed to investigate our 
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Figure 1. Possible results for Model 1. 

ultimate hypothesis using Model 1 as an assumed model. However, such a test 

based on the F distribution would involve four degrees of freedom in the 

numerator and would not produce an unqualified recommendation with respect 

to method. 

a factoria.:/!:1alr,s:is <:>+,.£0V,�:;-:i,aric::� in which the assumed model is a subspace of

Mo�el 1 incorporating the assumption that each c is an estimate of the.�ame

paramet,_er_. This assumption is frequently referred to as the �enE!ity of

regression assumption. If this assumption is true, then the 244 expected
.,, · ------. •. , .,..., __ , -•--ec---,-. • "

values are expressible in terms of only,_fiy_e_ I?Ml:lllleters. A model to estimate 

these parameters is 

A least squares solution to Model 2 might be represented as in Figure 2. 
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Figure 2. Possible results for Model 2. 

In Model 2, the a's are the intercepts of the four lines in Figure 2, 

and c is the common slope. The test for "treaEllent effect" involves a comparison 

of what are called the "a<;ljusted means.'." namely

(a
2 

+ ex) + (a
4 

+ ex) 
=------------

2 2 

which simplifies to a1 + a3 = a
2 

+ a
4

A sufficiently large non-zero difference leads to a relatively large F, 

a rejection of the hypothesis,, and the conclusion that the methods differ.

a co�cl.usion seems defensible, but we are still not in a position to make an 

unqualified recommendation with respect to method. In Figure 2, a1 + a3 is

greater than a
2 

+ a
4 

, yet the available data seem to suggest that Method 1

is better for girls and Method 2 is better for boys. 

Such 

A number of possibilities exist to reduce this ambiguity. The standard 

covariance sex by method interaction test is relevant information, but it does 

not.directly address the issue. We could conduct pair-wise investigations

C 

s 

a 

s 

a 



:ls 

oys 

gure 2, 

a comparison 

large F, 

'fer. such 

ake an 

:iod l 

;tandard 

it does 

ens 

{a 1 = a2 and a
3 

= a4) and suffer the problems of an increased experimentwise

Type I error rate or adopt some post hoc test and suffer the consequent loss 

of power. 

An alternative is to consider an ass'-¥"ed model that avoids the ambiguity 
,._..,_..,,.,.,.. ... .,,,.._.,��-· .-. ,_,,_,,,..,.,,,._.� '"' -...,.«· v,. . .  _,,: 

altogether. For example, if we are willing to assume the following· relation

ships among the expected values 

and 

and 

where 

E {l, boys, x) - E (2, boys, x) = 

E (1, girls, x). - E {2 girls, x) 

E (1, boys, x
1) - E {2, boys, x1) 

E (1, boys, x2) - E {2, boys, x2)

E (1, girls, x
1

) - E (2, girls, x
1

) 

E {l, girls, x
2

) - E {2, girls, x
2

) 

the 244 expected values are expressible as a function of only five parameters 

as in Model 2, but because we are making_ different assumptions, the model we 

create will have different properties than Model 2. The skills required to 

create a model that incorporates the desired assumptions are identical to the 

skills required to test the assumption$. Involved is a simple substitution 

�or the expected values above, their estimates in symbolic form from Model l, 

and an algebraic simplification that results in three implied restrictions. 

Substituting the symbolic estimates from Model l for the expected values 

above, 

(1) 

97 



Equation (2) can be simplified to

Since x1 � x2, c
1 must equal c

2
, and they can be given a common name.

c
1 = c

2 = b, a common value
Similarly, Equation (3) can be simplified to

implying 

c3 = c4 = g, a common value

Substituting (4) and (5) into (1), we achieve 

• which can be written

a1 through a4 can be renamed so that they satisfy (6) as follows: 

a4 = d2 + �3 

In e·ffect, we have renamed the eight param4;!ter estimates in Model 1 in terms
of only five names: d

1
, d

2
, d

3
, b, and g.

If the new names are substituted in Model 1, we get
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terms 

Expanding and simplifying yields 

Y = d1 (B(l) + B(2)
) + d2 (G(l) + G(2)

) + d3 (B( 2} + G(2)
) +

b (X * B ( l ) + X * B(2)) + g (X * G (l) + X * G(2) ) + E (3) 

'A least squares solution to Model 3 might appear as in Figure 3. 
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Figure 3. Possible results for Model 3. 
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The essential property of Model 3 for our purpose is that the expected 

difference between any pair of persons having the same sex and initial performance, 

differing only in the method of instruction, is estimated by the same constant, 

namely d3 • When the properties of a model are not �ediately obvious by 

inspection, we encourage the practice of verifying that the model has the 

claimed properties. This involves writing the symbolic expressions that 

estimate the expected values and verifying that the symbolic expressions are 

related as the expected values are assumed to be, as shown in Table 1. 
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