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This paper presents the MLR models used to analyze the 

impact of the aging process on the ductility of steel tubing. 

The discussion includes the procedure by which multiple compari• 

sons can be made in a repeated measures design by using only one 

ful 1 MLR model. 

1The company's name will not be used as requested by the company,
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The management of a fi nn that manufactures steel 'tubing 1t;�'s•-t:,< ''•:t; ,,,,/ 

, , • ,_ \�/:tx'·· fa�ed. with the problem of detennining what impact the agingproce.�ses

had on the ductility of the steel tubing.1 The purpose of this paper

is to present the multiple linear regression (MLR) models ,developed to''•. 
< ·, t ' t,,r,, '�:'.& , �. � 

analyze the impact that the aging process had on the ductility of the 

steel tubing. Specifically, the discussion centers on the:3ofnt �tili� 

zation of item vectors and multiple comparisons in the MLR models, ,as. 

discussed by Williams {1980). Included in this discussion, however, is 

the outline of a procedure through which only one full regression 'mode{· 

is required to ma�e multiple comparisons. 

Hypothesis 

The ,question being addressed by·the company was: Does aging 

affect the ductility of non-aluminum kilned steel tubing? If this ques­

tion was answered in the affirmative, the ductility of steel tubing 

stored for periods of time in inventories could fall below a buyer's 

minimum standards. Such a result could cause inventory policy to change. 

Since the ductility of the tubing was measured by elongation 

values and management was interested fn three specific time periods, 

the null hypothesis corresponding to the question of interest was as 

follows: 

H0 : There is no difference between the three time 

periods with respect to the tube elongation values. 

The analysis of this hypothesis was best accomplished by the use of MLR 

models. The MLR models can best be understood after reviewing the 

sampling procedure and the method by which the aging process was 

simulated. 

43 



Sample and Treatments 

Sample items for this project were selected from production lots 

of tubing of various sizes of non-aluminum kilned steel. Since the 

tubing had to be exposed to three treatments to reflect the aging pro­

cess and the collection of the dependent variable readings caused the 

tubing to be destroyed, three specimens were used from each sample tube. 

Extreme care was taken to insure that the three specimens machined from 

each selected tubing sample were alike. All three specimens were cut 

from the sample tube in .the same orientation and from the same side of 

the tube. Therefore, it was assumed that the three specimens from each 

sample of tubing were matched prior to the aging process. 

The aging process was simulated by exposing the specimens to 
\ 

various heat treatments, One specimen from each tubing.sample was not 

heat treated or allowed to age prior to testing. Those specimens not 

aged were considered exposed to Treatment A. The second specimen was 

heated to 300°F for 23 minutes to simulate one year of normal aging. 

Those specimens aged one year were considered to be exposed to Treat­

ment B. The thf.rd specimen from each sample tube w�s heated at 300°F 

for 60 minutes to simulate 2 1/2 years of aging. This treatment was 

labeled Treatment C, 

Twenty-seven separate samp't es of various sizes of both square 

and rectangular structural tubing were selected for use in the study.

As previously mentioned, each sample· tubing was divided into three sec­

tions and each section was exposed to either Treatment A, B, or C.

Thus, the total sample size was 81 with 27 tubing specimens being

exposed to each treatment. 
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Variables and Regression Models 

Dependent Variable 

Elongation values were used as indicators of the ductility"'cif 'the:, 
,; ... ;,',-,Y�0f• 

tube. The elongation values were obtained by administering 'a starid'ardl<:li.; .. i
·,:':' 

strip-tensile test to each tubing specimen after it had been exposed :'to i:ic,

the appropriate heat treatment. Each specimen of tubing was notched 1in•':'>

the middle. Marks were.placed two inches apart in the notched section·•

of the tubing and the tubing was stretched until it broke. The pieces

were placed back together and the percentage increase in length between:'.·'

the two marks served as the elongation value.

Independent Variables 

To insure that the regression models developed to test the null 

hypothesis were accurate reflections of the situation, i.e., a Type VI 

error would be avoided (Newman et al., 1976), four independent v�riables 

were required. The four independent variables were as follows: 

X1 • Treatment A (no aging). x1 was equal to 1 ff the

tubing specimen was exposed to Treatment A; 

O otherwise. 

X2 • Treatment B (aged 1 year). X2 was equal to 1 ff 

the tubing specimen was exposed to Treatment B; 

O otherwise. 

X3 • Treatment C (2 1/2 years of aging). X3 was equal 

to 1 if the tubing specimen was exposed to Treat­

ment C; 0 otherwise, 

X4 • Vector to represent the item vectors. X4 was equal 

to the average elongation value (Y) for the three 

specimens obtained from a given piece of tubing. 

- ,
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The dUlllll.Y variables X1, X2, and x3 represented the treatments

that simulated the aging process. Since the regression models were 

analyzed through a matrix inversion process. only two of the treatment 

vectors could be entered into a model at one time. 

Variable x4 was a key variable to include in the model and a 

variable that required that caution be taken in the interpretation of 

the computer printouts. Since the three specimens taken from each 

sample tube were considered matched, it was necessary that the regres­

sion models reflect that fact. The matching characteristic would 

necessitate the use of 26 item vectors, as discussed by McNeil, Kelly. 

and McNeil (1975). Pedhazur (1977) and Williams (1977). however. 

outlined a procedure by which the impact of the matching can more easily 

be represented by one vector. This vector, represented by X4 in this 

study, was formed such that the entries for the three specimens for a 

given tube were equal to the average elongation values (Y) for those 

three specimens. 

To illustrate the data coding procedure for the independent 

variables consider the data for the first 9 of the 81 specimens as 

listed in Table 1. The vector values indicate that the first specimen 

had an elongation value (Y) of 22. It was exposed to Treatment A (X1 • 

1, X2 • o. X3 • 0). i.e .• it was not aged. Finally, the value of 20 for

X4 was obtained by averaging the elongation values of 22, 19, and 19 

recorded for the three specimens obtained from the same piece of tubing. 

Thus, the value of 20 recorded for Specimens 11, 12, and 13 indicated 

that they were obtained from the same piece of tubing. 
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Vectors 

Specimen 

#1 22.0 

#2 19.0 

#3 19.0 

#4 24.1 

#5 22.0 

#6 22.0 

#7 23.1 

#8 20.0 

#9 19.0 

Regression Models 

0 

0 

1 

0 

0 

1 

0 

0 

Vectors 

0 0 

0 

0 

1 

0 

0 

1 

0 

0 

1 

0 

0 

1 

0 

0 

20.0 , � "' 

22.7 

22.7 

22. 7 :-.�: n 

20.7 

20.7 
20.7 

The full regression model that reflected the research hypotheses 

used in this study was: 

(Model 1) 

The restriction placed on Model l, which was required to test the fmpact 

of agfng, was b1 • b2 • 0. The resulting restricted model was:

(Model 2) 

The results of the computer analysis of the MLR models are con­

tained fn Table 2. The R2 values for the full regression model (Model 1) 

and the restricted regression model (Model 2) were ,9197 and .6789, 

respectively. To determine whether the decrease fn the R2 value was due 

to sa�lfng error or the influence of aging, an F test was conducted. 
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Hodel 1": 

Model 2: 

Table 2 

Analysis of Hodel 1 and Model 2 

Y = aoU + b1X1 + b2X2 + b4X4 + E 
(-1.55) (4.22) (.148) (1.00) 

R2 • .9197 

Y = aoU + b4X4 + E2 
(-.097) (1.00) 

R2 • .6789

Note. The values contained- in the parentheses are the 
regression coefficient values.

The fonnula for calculating the required F test was as follows: 

F •

where: 

Ri • the R2 value for Model 

R: • the R2 value for Model 2 

dfn ■ the number of restrictions placed on the
full model to obtain the restricted model 

dfd • total sample size minus the number of
intercepts and independent variables 

The F value was calculated as follows: 

F • (.9197 - .6789)/2 • 77.97
(1 - .9197)/52 

It is important to note that the degrees of freedo� for the denominator

was equal to 52. Since the sample size was 81 and ft appears that there
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. • ;r1, ···•·
•
··· •• >:;,l;�\L:.:;:i,.<.t}t·

are th ree 1ndepen
dent vari a bles in t h e full r egres sion .model (MOdel 1).

, , '. , .'
'. 1.·� ,, : '• .\:·

"'� •;,1� i1..•�� (t"�t; , .,_, i
, 

" :<,;;:'.i,'.r"1\
l

/\.1·,.
":',,, 

one mig ht thin k that th e' df d ' s hould be equal ''to '[a(i:.(3+ 1 }] or .. n .. · One 
" ,,. • " .... "" ., ,,,., • •  7""1"!��·:1·'.·,.�,:;"i��4,�

;� ·:'{,:.:;:�
:'.t, ,:

"'"'." ... '"'"'''" 

sh ould rememb er, h owever, that variab le X4 is a sur rogate foh,,·26 ' item

v;ctors. Therefo re, the 'full regression mo d
e l , i c o �taT�� .. "21:t'i�d�p�ndent

variab le s. T he cor rec t  d f 

d 
would be eq ual t o  [81-(28+1)] or 52.·

T he F 
va lue was s tatistic a ll y s ign ifican t  a t th

e 
pr edete rmined

al pha l evel of .0 1. Thus, th e  r ese archers concl uded that aging did have 

an impact on th e elongatio n  values o f the tu bing. To g ain further

insight into what imp ac t  aging had on the e lo nga tion v alue s, the

res earcher s co ndu cted multiple c o mp arison tes ts. 

Mu lti p le Comparisons 

The use of multiple co mparisons tests w o ul d allow the researchers

t o  m ake sp eci fic s tat
e
men t s  c on cer nin

g 
the impac t o f th e aging proce ss 

on elongatio n  valu es .  S in ce th e  regres sion c oe ffic ient s fo r the treat­

men t  vari ables r epresen t  the di fferen ces betwee n  the mean s o f the groups

(Tr
ea

tmen t  
A 

an d  
B) 

an d  the gr oup conta ine d in th e co nstan t term (Treat­

ment e
), the differenc es betwee n  the me an s  o f th e thr ee treatments could

be ob
tai

ned a s  fol lows
:

VA 
- V

e
• b1

• 4,2 2 2

Va 
-
Ve
• b z • .14 8

VA - Va• b1 b2
•

4,2 2 2  • . 148 • 4.0 74 

U
fll iams (1 9 80) o utline d  a proce du re by w hi ch t he t valu es o f

th
e 

re
gres sion coefffcients could be use d to te st ea ch comp aris on thr ough

T
ukey' 

s Ho
nestl y  S ign ificant 

D
i fference (HS D) te s t. As noted by 

W
il l iams, th e  t valu es had to be ad j uste d d ue to t he fa ct tha t a varia­

ble (X4) was u sed a s  a surro
0

·•e for the item vec tors. That i s, the 

stand ard er ror of the co ef ficient values was c alc ula ted based on the 
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•apparent• denominator degrees of freedom of the full model rather than

the •correct• number. In this study the s_tandard error of the coeffi­

cients wes based on 52 rather than 77. 

The procedure discussed by Williams demonstrated that corrected 

t values can be obtained by multiplying each t value by a constant term. 

The constant term (C) was defined to be: 

where: 

C = MSw (incorrect df) 
MSw (correct df) 

(incorrect df) is equal to the mean square within 
value obtained from the full regression model 
(Model 1) that contains the surrogate 
variable (X4). 

(correct df) is equal to the mean square within 
value obtained from the full regression 
model that does not use the surrogate vari­
able but uses the actual dl.lllllY item vectors. 
Such a model would be based on the correct 
degrees of freedom. 

A closer examination of the computation of the constant tenn C, however, 

reveals that ft fs nothing more than the square root of the ratio of 

the "correct" degrees of freedom to the "incorrect" degrees of freedom. 

Thus, the computation of the value of C would be as follows: 

correct dfd for full model 
incorrect dfd for full model

where: 

correct dfd for full model • (n+l - I of subjects -
I of groups). 

incorrect dfd for full model • n - (I of independent 
variables+ I of intercepts): Note: no 
consideration is given to the fact thatone 
variable represents numerous item vecto�s. 
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(
,'\'1'''�1,,• \, '� ,,;i_ cou

ld 

be co r rec t e d  by mult ip ly ing the1 r re spect1ve ' t -values by·c. ' 'Thi s.. ', "''" 
)
.' "' ·� - - ,, . . 

proc e
d

ure ,  however, would r equire t hat an a dd i

t
i,o n

l1 f' roode l'be 
an�lyz eif 

' ·, ' ,,,, , ,  

to obtain t he t va lu e  for t h e  coefficie n t  w hich represe�ted tile com­
p ar

i

so n  between Treatmen t  A a n d  Treatmen t  B. The following model 1 'J'I J(M
o d el 3

) 

wo uld provide th e  n ec essa
ry 

regres sio n  coefficie n t  
·
;(bs )  .and,;

·
;

c o
r

respon
d

ing t v alue
: 

(Model 3)
One Mode l P

ro ce
d

ure

It 
is po ss ib le, howe ver, throu g

h 

t h e  use of a s imple calc ulatio nt
o avoid the nec

es s it y  of an alyzi ng a third regre ss ion model when cor re ct­
ing t

h

e t valu es. The c or recte d  t v alues could be obtained as fol lows:

•

whe re: 
tc • cor re cte d  t va 1 u e  
Sb ;  • st a ndard e r ror of the c oe f fi cie nt 

C 

• correct dfd for full model 
incor rect d f d  for ful l  model 

correct dfd for full mode l • (n + 1 · I of subjec ts - I of groups) 
incorre ct dfd for the full mo del• n -

(I of independent variab les+ I of 
intercep ts) 
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The computation of c for this study was 

c =

/ 52 
-,;-

= .821 

Since the standard error of the coefficient values (Sbi) will be the·same 

s 
for all treatment variables, the values for� will be the same for all

C 

the treatment coefficients. For this study 5bi = � = .386.
C .8,1 

Dividing the differences between the means by the value obtained 

Sb for _i would produce the corrected t values. The differences in the

_means were obtained from the regression coefficients of the treatment 

variables found in the only full regression model (Model 1) utilized fn 

the analysis. The differences in the means between Treatment A and Treat­

ment C, between Treatment Band Treatment C, and between Treatment A and 

Treatment B were equal to bl, b2, and bl-2, respectively. See Table 3 

for the calculations of the corrected t values. 

Table 3 

Calculations of the Corrected t V�lues 

Regression Sbi Corrected 
Comparison Coefficient C t Value 

YA - Ye b1 • 4.22 ,386 4.22/.386 • 10.93 

Va - Ye bz • .148 .386 . 148/. 386 • . 38 

YA - Ya bl - bz • .4074 .386 4.074/:386 • 10.55 

The corrected t values were compared,to the critical value of 

_q_ where q was obtained from a table of Studentized Range Values.2 
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The critical _value for this study at the .01 

=�=3 .06 
1/2 

The dfw and J used to locate the value in the table were: 

dfw = the correct number of degrees of freedom for
Model 1 (dfw = 52) ·t, · - ·

J =the# of groups (J = 3) 

rm□ 1:rr 

l. 

If a corrected t value exceeds the critical value of __g_. the differ-

ence between the means was- judged to be significant. 

Impact of Aging on Ductility 

A comparison of the corrected t values to the critical value 

of 3.06 indicated that the mean for Treatment A was higher than both the 

means of Treatment Band Treatment C. The difference between the means 

of Treatment Band Treatment C, however, was not statistically signifi­

cant. Therefore, the ductility of the steel tubing. as measured by 

elongation values. decreased as the tubing aged, However, the loss in 

ductflfty occurred for the most part during the first year. 

The o./N Method 

The multiple comparisons could also have been conducted by using 

the o./N method. where N is equal to the number of comparisons. Since o. 

was set at ,01 and three comparisons were made, o./N was equal to .003. 

The corresponding t value obtained from the t table was approximately 

equal to 3.36. Thus, ff a corrected t value recorded for any comparison 

exceeded the absolute t value of 3. 36, the difference between the groups 

2wflliams (1980) provides tables (pp. 82, 83) in which the 
Studentized value (q) is already divided by ,;-r. 

- II 
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was statistically significant. Such a comparison made for the three 

comparisons revealed that the mean elongation value for Treatment A was 

significantly higher than the means of either Treatment B or Treatment C, 

and there was no difference between the means of Treatment Band Treat­

ment C. It should be noted that these results were the same as the 

results obtained through the use of Tukey's HSD method. 

Conclusion 

A question facing an industrial firm could easily be analyzed 

by utilizing MLR models. The MI..R models, however, required the inclu­

sion of two major concepts previously discussed in the literature. 

First, the MLR models incorporated the use of a variable that served as 

a surrogate variable to numerous item vectors as outlined by Pedhazur 

(1977) and Williams (1977). Second, the HI.R models were used to make 

multiple co�arisons in a repeated measures design (Williams, 1980). 

Unlike the procedure outlined by Williams, which requires the use of 

multiple full models, a procedure that allows multiple comparisons to 

be conducted by using only one full model was developed and effectively 

implemented 1n this study. 

,, 
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