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The recommendation for analysis {in correlational studies involving
change or discrepancy score concepts 1s clear gnd cons1sten£. “"avoid the
use of change scores and allow the individual variables to function sepa-
rately in the analysis" (Cronbach and.Furby. 1970; Linn and Slinde, 1977).
This recommendation would appear to be, appropriate for any arbitrarily
welghted composite, whether the intent is to define a change or discrepancy
coéstrucc or a sumated (additive) construct.  However, in spite of this
recommendation, the appeal of the concept of arbitrarﬂy weighted composite
constructs persists. Educational and psychological theorists continue to
think‘of equally waighted composites of two variables as attractive methods
for defining constructs thdught to have significance within the framework
of a‘theoretical network of variablés. Constructs have'been defined merely‘
by adding or subtracting the scores of two othe' variables, thus forming a

compos1'te through the arbitrary assignment of a "p]ds one" or a "minus one"
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weight to the original variables. These arbitrarily weighted composites. |
commoniy have been used as predictor or criterion variables in correiational
studfes. Examples include the foiiowing' o o |
1) Job satisfaction has been defined both as a changerconstruct'(diff:g
.ference between real and ideal ratings of Job:facets) and as‘a' -
summated,composite of ratings of job facets (Wanous and Lawley,
1972.) |
2) Se]f—concept'has'been defined as a difference construct (ideal
vs. real) (Wylie, 1973).
3) Salkind and Wright (1977) have reconceptuaiized the measurement

components of cognitive tempo to define a.weighted composite

. impulsivity construct based on standardized error and latency -
scores (I = z1 - z ) and a weighted composite efficiency con-
T struet (E = z1 + 2 ) | _
4) An “attitude toward disability" was operationally defined as the -
" difference in a “spread score” and an “isolation score" (Cordaro N
, and Shonty. 1999).
5) The concept of Erg in Catell's theory of motivation where Erg »
Drive - Goal Satisfaction (Madsen, 1961). t
6) ‘Use of change or gain commonly obtained in developmental studies,
e.g., intellectual growth (McCall & Johnson, 1972).
7) The study of attitude change and 1ts correlates (Triandis, 1971).

While study of change, growth or discrepancies {s a fundamental focus
of much scientific inquiry in education and psychology, the methodologicai
inadequacies of using raw change scores as variables in data anaiyses have

been clearly identified in terms of both statistical and measurement defi-
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c1enc1es (e. g., Cronbach and Furby, 1970; Harris, 1963; Linn and SIinde,
-1977 McNemar, 1958; 0'Connor, 1972 wall and Payne. 1973) Cronbach and
Furby (1970) 1ncluded in their d1scuss1on of gain scores the use of dif-
ference scores as definitions of constructs. They indicated that,.“there
is 11tt1e reason to bel{eve and much empirical reason to d15be11eve the
content1on that some arbitrari]y weighted function of two variables will
properly'oefine a construct. More often, the profitable strategy is to
use the two variables separately in the enalysis‘so as.to allow for
complex re1et1onships?'(p. 79). Ltnn and S11nde (1977) agreed with the
latter conclusion to allow each veriable to assume a weight in a 11near
- composite detennined'byfthe data rather than assign arbftrary weightings
of “one® and a “minus one." Wall' and Payne (1973) essentially reached
the same conclusion stating'”... we strongly aoree with this advice offered
by Cronoach and Furby (1970) that ‘deficiency.‘ ‘change’ or ‘gain’ scores
should be avo1ded.‘and rew scores only should be used" (p. 326).

In spite of the above recommendations, researchers in psychology and
education continue to use “change," "gain" or "difference" score exten-
sively. Ret]ecting this persistence. recent writings on change scores
have attempted to 1dent1£y those situations and/or methodologies where
the use of change scores 1: mean1ngfu1 usefu1 and methodo\ogica11y sound
(Corder-Bo1z. 1978; Labouvie. 1980' Maxwel1 and Howard, 198]; Zinmerman
-and Nilliams. 1982a,b). Zimmerman and Williams, in particular, have |
indicated that "“... under realistic experimental conditions, change and
growth measures determined from individual examinee's test scores can -

have excei\ent predictive va1uef‘(p. 962). They 1dent1f1ed cond1t1ons
| under which change scores can have nigh predictfye potential and can be. .

- reliable. They also demonstrated that the potentiaf ranges -of the pre-
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. dictive validity and reliability of change scores are dependent on the&f
ratio of the standard deviations of the two measures (x and Y) 1nvolvedl
-1n the change score. As this latter ratio deviates from one (equality

of variances), the potential ranges of change score (Y - X) validity and
reliabi11ty coefficients increase dramatically. This {s particularly

true for the validity coefficient when Y and X are differentially cor- |
related with.the‘criteriOn variable Z, {.e., r yz'f Fyz |

- The evidence presented by Williams and Zimmerman (1982a) would appear

to be at odds with previous reconmendations._ However, Glasnapp and -
-Raéissi; (1983) demonstrate that the conditions identified by Will{ams f

and -Zimmerman :under which high change score predictive validity coef-"

»rfyficients result also. define suppression conditions within the context

L'of the three variahle linearhregression_model They reexamine the
concept of,change score_composites by‘relating them to suppression
- conditions and map the‘domainﬁof conditions necessary for the emergence
of a weighted change score composite as the'underlying construct in a
regression model. Glasnapp and Raeissi also address the information
loss from;the‘data when arbitrary assignment of weights {is made.
Drauing on the work Qf Glasnapp and,Raeissi (1983), the intent
of the present paper 1s to demonstrate methodological inappropriate-
ness of using arbitrarily weighted composites as defined variables in
correlational research. The domain‘of potential information loss 1s
mappedusing a specific example from the 1iterature. For the latter
purpose, the cognitive tempo constructs of impulsivity (I-score) and
efficiency (E-score) provide convenient arbitrarily wdighted'compositES
reflecting both a difference and a summated composite (Salkind and

Wright, 1977).
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Background Methodology

Glasnapp and Raeissi (1983) reexamine the concept of change score
compdsites by relating them to suppression conditions within the con-
text of the three variable 1inear regression model. They state,

. The rationale for recommending that Y and X be allowed
to function separately in an analysis stems from the arbi-
trariness of assigning weights -of 1.00 and -1.00 when change
score composites of Y-X are formed. The arbitrary assign-
ment of weights necessarily restricts the kind of informa-
tion which will emerge about the relationship of Z to X and
Y. Whether investigating the relationship of Y-X to Z or
some least squares linear composite of Y and X to Z, the -

. i{nformation used is embodied in the values of the inter-
correlations Fyz? Tyz? and r_, and the variability indices
Sy» S, and s .“7If | change.§¥qre construct has a dominant
ré]atxonship to Z in the data, it will emerge‘and be defined
by the regression of Z on X and Y as separate variables, - .
Weights defined by the data through least squares will 'maxi--
mize the relationship between Z and the 1inear composite
of X and Y and will identify the dominant structure of the
composite containing X and Y while also identifying the
relative contributions of X and Y to the composite and its
relationship to Z.

For a change score composite to emerge as the domi-
nant underlying dimension in the relationship of X and Y
to Z, the regression weight for Y would be positive and
the weight for X would necessarily be negative. Assuming
the variables are all scaled in the same positive direc-
tion, a negative weight can occur for X only if X has the
characteristics of a suppressor variable in the regression
model. When a potential change score composite is examined
from a perspective which views X as a suppressor variable,

- the conditions under which the concept of change will result .
g§ a dominant variable can be further delineated (pp. 6 and

While G1asnabp and Raeissi focused entirely on change or discrepancy
composites as defined by regression suppression conditions, the comple-
mentary conditions for redundancy in a regression model can be 1denti-
fied as the conditions for which a summated composite will occur from
a regression analysis of the data.

Given a three variable regression mode! (two predictors and one
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criterion variebie) the conditions necessary for. suppression and re-
fdundancy among the predictors have been well defined (Conger, 1974
| Tzelgou and Stern, 1978). Three suppressor classifications have been
identified: classical (Horst, 1941), negative (Dar1ington, 1968) and
reciprocal (Conger. 1924) suppression. Conger has shown that under
all suppression conditions, the inclusion of the suppressor varfable
in the regression equation increases the predictive va]idity (beta
weight) of the other veriable 1n the equation Assuming a three vari-
able regression model with x es the suppressor variabie, Y as the pre-
dictor. and Z as the criterion,rthe foilowing define conditions where
each type of suppressiongwill result ;_‘ S
.Ciassical By definition, x wiil be a c1assice1 suppressor.only when
| .00 (Conger. 1974) Under this condition and the
' Hconditions that r.y > 00 and Ty y .00 X always will
fbe a suppressor variable and enter the regression equation
'with a negative weight, thus defining a weighted change
score composite.
Negative: Negative suppression occurs when‘a variable receives a
| negative weight upon’inolusion in a regression equation when
all variables have positive intercorrelations (defined by
Darl1ngton (1968) and labeled by Conger (1974)). Similarly,
1f the pairwise correl;tions are all negative, negative sup-
pression has occurred 1f a variable enters the reqression.
equatfon with a positive weight. Tzelgov and Stern (1978)
have mapped the necessary domain of conditions for negative

suppression 1in the three variable regression model.' Given
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iReciprocai:

that r&y> .00, 2
will occur 1f:

The conditions for reciprocal suppression are s14ghtly more
complex than those for classical or negative suppression:

In the latter two cases, the pairwise intercorrelations

.“‘are consistent 1n sign (r = ,00 {n the classical sup-

pression case), but the sign of the regression coefficient

for the suppressor variabie {s inconsistent; opposite that :

of Tz and ry In the reciproca] suppression case, the
intercorreiations»are inconsistent. One of the pairwise
correlations must be of sign opposite the other two. In
fact, the definition of reciprocal suppression is even more
restrictive. Tzelgov and Stern (1928) have broadened
Conger's (1974) formal definition and have shown that

reciprocal suppression will occur whenever the intercor-

. relation between the two predictors (rxy) is of opposite

sign of the ratfo of the two validity coefficients (rxz/
ryz). Reciprocal suppression will occur for the follow-

ing patterns of intercorrelation signs in the three vari-

able case.
1 | + . +
2 + + -
3 - + B
. _ _ )
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| Redundancy. Occurs under all conditions where suppression does not -

O L T
e f".‘..ﬁl 2t 3 e

OCCUl‘. :

* I'and E Score Composites

The pattern of intercorrelations for arbitrarily weighted composites
- of efficiency (E) and impulsivity (I) constructs (Salkind and Wright.
1977) were selected to be mapped and reexamined against the suppression
and redundancy conditions within the three variable regression model.
The definition of E and I scores represent examples of "summated” and
:ﬁi”discrepancy" composite scores. As background efficiency (E) and im-
‘J{pulsivity (I) are two composite constructs defined by Salkind and

Vil

Wright (1977) based on an arbitrary weighting and combining of error

31~.G,.‘,

M}(e) and latency (l) scores obtained for an examinee from performance

_on Natching Familiar Figures Test (MFFT) The test is designed to
; R fu U

_“measure the cognitive tempo of children I and E scores are calculated

by the following formula o
o 17 %y "2y
- E .zef’+z”

‘ where 1, = impulsivity for the 1th individual; E = efficiency for the 1th
" individual; Ze1 = a standard score for the 1th individual's total errors;
and 211 w a standard score for the {th individual's mean latency. Large
positive I scores indicate {mpulsivity, and large negative I scores indi-
cate reflectivity, High positive E scores indicate inefficiency and high

negative E scores indicate efficiency.
The opposite scaling of error scores from the typical direction for
a variable (1ow scores are "good" scores) results in some confusion when

conceptually relating error and latency scores to suppression and re-
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dundancy conditions. Errors -generally will be negativeiy corre]ated with "
a criterfon which is positive]y scaled Latency scores wili be positiveiy
correlated with the same criterion and errors and latency will be nega-%wﬁ
tively correlated. In fact. reviews of studies investigating cognitivem;?,
'tempo have shown that correlations between errors and latency will rangew:j
from -.04 to over -.70 with the median value in the -.50's, Given this
pattern of intercorrelations, r

ec .
‘negative, the - impulsivity composite (1 -2 -z] ) really represents the

u negative. r]c -.positive, and r el *

sumiated composite while the efficiency score (E =ze ]\ is determined
from a discrepancy composite. Reversing the error scale changes the
signs of the weights forz in the I and E composites and also for Fec
and Fo1° Under these conditions, the I-score composite corresponds to
the redundant conditions and the E-score composite to the suppression

conditions in the 1inear regression model,

Procedures

To map the domain of potential predictive validity loss for I- and
E-scores within the three variable regression model, correlation coef-
ficients between error scores (e) and a criterion (c) and latency scores

(1) and the criterion were manipulated systematically. The correlation

between errors and latency were fixed at two values (-.,60 and -.30) to -'
represent a range found in the 1iterature. The values of réc,used nere _
-8, -.60, -,40 and -.20, The values of Mec ranged in .10 intervals:
between -1.00 and 1.00. The actual potential range for e is dependent
on the specific values of Fec and're‘ (Stanley and Wang, 1969). For
manipuiated combinations of Fec and ral® the following indices were cal-

culated for each value of et

¢t 1) the least squares beta weight for errors
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and latency when regressing c 05 e aﬂd 15 2) Rc elﬁfthe multiple RZ when-s;

regressing coneand]l; 3) rCIz’ the’ squared correlation ‘between c: and

the I composite, 4) rcEZ, the squared correlation between c and the E
composite. and 5) indices of information loss for I and E score composites

formed by subtracting the ratio of 'CI /R ] ‘and rCE /R ] “from one.e.,e

.Results | e, |
Tha attached tables present the results for the various indices under

the conditions manipulated. In each table, the values of re] are identi-

fied which coubine with the Specific values of el and Tee to define clas-

. tl‘vé i.‘i

sical, negative or reciprocal suppression or redundant conditions within ﬂ

(»f M"‘\n

the . least squares regression model These conditions are labelled for

I tafih o du( ;. Bl - .,df)

specific values of el im each table._. It should be noted that the I and

'»t«:! ,‘.%sr.i“i L
E composites are independent of each‘bther (rIE 00) For this reason,

R RN Ak

they account for orthogonal portions of criterion score variance. In fact.
I and E scores as separate predictors of the .criterion partition the least

squares regression multiple R squared into’ two orthogonal parts,'1.e,,
2 0 2
Rcoe] CI + rCE -
The {nformation Toss proportional indices, LOSS I and LOSS E, will always
add to 1,00, as each gives'the“prOportion-of‘Rc?e

for by the relationship between the criterion and the arbitrarily weighted

]-which 1s unaccounted

composite, I or E. The potential magnitudes of rcrz and rcgz thus are
restricted by the size of the other coefficient and by the size of Rc?el°
It follows that the potential predictive validity coefficients for either
I- or E-scores can only be high under those conditions where R zel 1s high.
Also. 1f the validity coefficient 1s high for one arbitrarily weighted

composite, 1t cannot be high for the other composite too.
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_REL#-.6D ' RCE=-0'.80
RCL  BE - 8L R2C.EL R2C.!I  R2C.E LOSS I LOSS €
1.00 Coefficient out of ranpe - ' o

0.90 =-0.41 0.66 0.92 0.90 0.0t 0.01 0.99

0.80 -0.50 - 0.50 0.80 0.80 - 0.00 . 0.00 1.00

Redundant , 0.70 -0059 ) 0.34 0072 0.70 0.01" 0.02 0.99
. 0.60 -0.69 0.19 0.66 0.61 - 0.05 0.08 "0.92

0.50__ -0.78 0.03 0.64 0.53 0.11 .0.:8 .  .0.82

0.40 -0.88 =-0.13 0.65 0:43 0.20 0.31 0.69

Negative 0.20 =-1.068 -0.4%8 0.76 0.31 0.45 0.59 0.41
. :0.10 -1.16 . -0.59  0.87 0.25 0.61 ' 0.71 “90.23
Classical 0.00  -1.25 =-0.75 1.00 0.20 0.80 0.80 0.20
=5.10 . e . S ‘
=-0.20 L | ‘ ‘ R
-0.30 . ' | SRR
. _‘, -0340 . ) , . _ N ‘
:g:;g SRR . Coefficlents out of range
m0,70 | -
v -0.80 o
 -0.80
. =1400 7
; Table 2
REL=-0.60 RCE=-0.60 ¥

RCL . ' BE BL R2C.EL R2C.I R2C.E LOSS I LOSS E |
4500~ 0.00 1.00 1,00 0.80. 0.20 0.20 0.80 |
0.0 =-0,08 0.84 0.82 0.70 0.11 0.14 0.88 '

: ... . 0,80 =-0.18 0.68 g.ee 0.81 0.05  0.08 0.92 -
. 0.70  =-0.28 0.53 .54 0.53  0.01 0.02 " 0.88 ||

Redundant 0.80 =-0.38 0,37 0.45 0.45  0.00 0.00 1.00 .|
. 0.50 -0.47 0.22 0.39 0.38 0.01 0.03 0.97
"‘9"'48“’ -0.58 0.08 0.38 0.31 0.05 0.i4.. 0.88

' T°0.3 -0.66 =0.09 0.37 0.25 0.11 0.31 0.69
Negative 0.20 =0.7%5 =0.25% 0.40 0.20 0.20 0.50 0.50
0.10 =0.84 =0.41 0.47 0.15 0.31 . 0.67 - 0.33

Classical Q.00 _ =0.84 =0.58 0.38 0.11 0.45 0.80 ...0.20
aclprocd.  .9,20 -1.13 -0.88 0.653 0.0S 0.80 0.94  0.08
-0.30 | | _ | |
-0.40 - |
-0.50 ‘ . , . ?
__8:33 Coefficients out of range '
-0.80
-0.90
"1 .00
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Table 3

REL=-0.60 RCE=-0.40
r't}g ) AP . . "' Lt _. . ' O | -
' RCL BE BL R2ZC.EL R2C.! R2C.E LOSS !
_1.00 _ - Coefficient aut of range
~ Negative ' 0.80 0.12 . 0.87 0.65 0.45  0.20  0.3:

0.70 0.03 0.72 0.49 = 0.38 0.11 0.23

. ~~0:60~ =-0.068 . - 0.56 0.36 0.31 0.0S 0.14 -

| . 0.50 " =0.186 0.41 0.27 0.25 ~ 0.01 0.05 .
Redundant 0.40 -0.25 ' 0.25 0.20 0.20 0.00 0.00

0.30 -0034 ' 0 09 -0.17 0.15 0001 0.09

——=--g720- -0.44 -0.068 - 0.16 0.11 0.08 0.31

- Negative . o 1o -0.53 -0.22. .0,13 0.08 . 0.11 0.59

‘ - "6 1’6" -0.72 =-0.53 0. .34 0.03  0.31 0.92

. .=0.20 . =0.81  =0.69 ... ,o 46 0.01 0.43 . 0.87

R“‘*P““’- L '=0.30° "=0.917=0.84" .7 70,62  0.00 - _0.61 0.99

: S T=0.40 " =1.00 - =1,00 o 80. 0.00  '0.80 1.00

" -o ° 50 A

RaY N . L 3_.W.Mm

557070

° "'Ag. A-'
ALY .

- 7' aiee

Cooffic:lents out of range |

T rable s
.. RELw-0.80  RCE==0.20
'RCL ' ee 8L  R2C.EL R2C.I R2CE LOSS
: 4.,1,____ et - Coefficient out of ran~c

9 .. 0,33 1.22 0.89 .30 0.6 0.62

| 9.80  ‘0.44 1.08 0.76 0.3¢ 0.45% 0.59

" : 0.79 0.34 0.81 0.37 ...0.25. . 0.31 0,33
Negative 0.80 0.25% 0.7% 0.40 0.20 0.20 0.30 .
' . 0.% = 0.18 0.59 0.27 0.19% 0.11 0.42
.0.40 0.08 0.44 0.18 0.!1 0.053 0.31
==g;30~ =0.03 0.28 0.09 0,08 . 0,01 0.14
Redundant 0.20 =0.13 0.12 0.05 0.0S 0.00 0.00
---E‘,s!‘gi!,“---_.:: D:TO:' "0 ° 22 -0 . 03 0 . 04 4 0 ° 03 0 . 01 0 ° 3 1
.___u“.iaal-,_._. _.P-;Qo_ _._ -00 31 “0. 19 0 . 03 , 0001 0 . OS 0 . 90
-0.10 =0.41 -0.32 0,12 - 0.00. 0.1¢ 0.97

-0,20 ~0.50 =0.50 0.20 0.00 0.20 1.00

-0,30 =-0.%59 =0.68 0.32 0.00 0.31 0.99

Reciprocal -0.40 -0.89 -0.081 0.46 0.01 0.45% 0.97
-0.%0 =0.79 =0.t7 0.54 0.03 . 0.6G! 0.98
_-0.60_ -0.88 ~-1.13 0.89 0.0 Q.30 0.94

-0.90 Coef{icients out of range |
-1.00 110




Tab le 5

REL=-0.30 -

RCE=-0.80
RCL - BE BL R2C.EL R2C.I R2C.E- LOSS I - LOSS .
é:gg Coefficients out of range
-0.90 -0062 0.62 0098 0098 0.00 0.00 1.00
| .60 =0.686 0.40 0.76 0.75 0.0 0.04 .
tedundant 0.50 -0.7L  0.29 0.71 - 0.85 0.08  0.09 o.g:
0.40 -0075 0.18 0067 0.35 0.11 0017 0.83
0.30 -0.78 0.07 0.64 0.47 0.16 0.28 0.72
tegative " 0.20 =-0.81 -0.04 0.64 0.38 0.26 0.40 0.60
0.10 -0.83 -0.13 '0.66 0.31 0.33 0.33 0.47
:lassical 0.00 -0.88 -0.26 0.70 0.25 0.48 0.65 0.35
:eciprocal - =-0.20 =-0.85 -0.48  0.8S 0.14 0.71 0.84 0.16
“" -OISO -0.98 -0.39 0.96 0.10 ' 0.86 0.90 0.10
. -004. v L . ‘ , .
o -0080 . . . :
=079 Coefficients out of range
Tt -0,90 0 :
A -1 .00 !
Table €
REL=-0.30 RCZ=-0.60
RCL BE BL R2C.EL R2C.I R2C.E LOSS I  L0OSS
1.00 : Coafficient out of range '
; *-o-ao- -0.36 0.79  0.93 0.87 0.08 0.07 .0.83
o 0.80 =-0.40 0.68 0.786 0.7%  0.03 0.04 0.96
0.70 -0.43 0.57 g.gg 0.GS 0.01 o.og o.gs
0.80 -0.46 0046 ! . 0055 0.00 0.0 10 O
Redundant 0.50 =0.48 0.35 0.47 0.47 0.01 0.02 0.88
0.40°' =-0.33 0.24 0.41 0.38 0.03- 0.07 0.93
0.30 ~0.%56 0.13 0.38 0.31 0.08 0.17 0.83
0.20 -0.%9 0.02 0.35 0.2% 0.11 0,32 0.68
Vegative _ “6.190"" -0.83 =-0.09 0.37  0.18 0.19 0.49 0.51
Classical_ “""6 60" -0.66 =0.20 0.40 - - 0.t4  0.26 0,65 . 0.3%
’ 20716 -0.69 -0.31 0.4% 0.i10 , 0.3% 0.78 0.22
-0.20 =0.73 =0.42 0.52 0.08 .0.86 0.8 . 0.12
Reciprocal -0.30 =-0.76 - =0.53 0.61 , 0.03 0.58 0.94 0.06
-0.40 -0.79 -0.G4 0.73 0.02 0.71 0.96 0.02
-0-50 -°¢92 -0t75 0087 0-00 O.BB 1.00 0-00
=t g -1 I
:g;g Cocfficients out of range
-0.90 19

-1.00
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REL=-0.30 RCE=~0.40

1t O 0000 WDOLOINDNMWY

"N -

RCL BE BL RZC.EL R2C.I R2C.E Loss ) G
1.00 . Coefficient out of range
=080~ -0.14 0.86 0.83 0.635 0.18 0.22 0.
0.80 ' -0.18 0.75 0.67 0.55 0.11 0.17 0.
8.73 -8.21 3.84 0.33 0.47 0.086 0.12 0.
\ .6 -0.24 .53 0.41 0.38 0.03 0.07 0.
Redumdaat 0.50 -0.27 0.42 0.32 0.31 0.01 0.02 o.
‘ 0.40 -0.31 0.31 0.25 0.25 0.00 = 0.00 1.
0.30 -0.34 . 0.29 0.20 0.19 0.01 0.04 0.
: - __0.20_ -0.37 0.09 0.17 0.14 0.03 0.17 0.
‘Negative . 0.10 -0.41 -0.02 0.16 0410 0.06 0.40 0.
Classical -0700~ -0.44 -0.13 o;‘xe_,‘., 0.06 " 0.11 0.65. o.
S ~0.10" --0.47- -0.24  0.21. 0.03 0.18 0.84 0.
-0.20° =0.51:  =0.35 0.27 - 0.02 0.26 - 0.84 0.
- ’ -0.30  -0.54 -0.46 0.35. 0.00 0.35  0.99 ' 0.
- Reciprocal .= -0.40 -0.57 -0,57 0.46  0.00  0.46 1,00 0.
LI . =0.%0° =-0.80°" -0.88- 0.58.- 0.00 - -0.38 0.99 0.
"~ —~0.80 -0.64 -0.79 0.73 0.02 0.71, 0.98 o I
"'-g:ggi- S Cocilicients out of range )
-10'00 .
. Jable §
REL==0,30 RCE==-0.20
~+ RCL BE 8L R2C.EL R2C.I R2C.E LESS ! LoS -
.00 : . Coefficiont out 0f range
R g.yv" o0.08. 0.82 0.82  0.47 0.35 0.43 0.
Negative 0.80.. .0.04.. 0.61 0.684 - 0.368 - 0.28 0.40 0.
0.70 0,01 0.70 0.48 0.31 0.186 0.36 0.
“'UW -0.02 0039 0.39 0.23 001! 0032 0.
0.30 «0.03 0.48 0.23 0.18 0.06 0.23 0.
. 0.40 =0.08 0.37 0.17 0.14 0.03 0.17 0.
Redundant 0.30 '-0.12 0.28 0.10 0.10 0.01 0.07 O,
O 20 -0.13 0.13 0.08 0.06 .' 0.00 0.00 1.
_ i _. =0.18 ' 0.04 0.04 0.03 0.01 0.17 0.
___g;:,-; 1:______6 06__ -0.22 =0.07 0.04 0.02 0.03 0.65 0.
-6 ro "0028 - =0,.18 0.07 0.00 0.06 ) 0.84 0.
-0.20 -0.29 -0.29 0.11 0.00 0.11 1.00 0.
-0.30 =0.32 -0.40 0.18 0.00 0.18 0.98 0.
Reciprocal -0.40 -0.33 -0.31 0.27 0.02 0.286 0.94 0.
-0.350 -0.386 -0.62 0.36 0.03 0.35 0.91 0.
-0.60 =-0.42 -0.73 0.52 0.06 0.46 0.88 0.
-0.70 -0.45 -0.84 0.67 0.10 0.58 0.86 0.
_=0.80_ -0.48 =-0.95 0.85 0.14 0.71 0.84 0.
:?:gg Coefflcients out of range '
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When examining the pattern of results for the domain of conditions
investigated, several salient points are evident. First, the efficiency
(E) composite validity coefficient 1s higher than the impulsivity (I)
coefficient only under moderate to extreme suppression conditions. For
less potent suppression conditions and all redundant regression conditions,
_the I-score validity coefficient will be closer to R, ., and result 1n less
information loss as a predictive index. These patterns are consistent
_'with’the underlying characteristics of the arbitrarily weighted I and E
composites. The I composite is a summated composite and when'redundant'
conditions exist, the underlying least squares regression model is a sum-
mated model, In contrast, the E composite is a discrepancy composite and
when_suppression conditibns exist the underlying least squares regression
mode] is a discrepancy model It is only for those conditions where the
arbitrarily weighted I and E composites fit closely the underlying least
squares regression model that the potential validity coefficients for I
or E are maximized. For all other conditions. some information loss will
be evidenced. It should be noted, however, that there is always a ‘trade-
off between the validity coefficients for I and E. Nhen the conditions are
such that one is maximized, the other must of necessity be minimized

The latter point is best illustrated by identifying those conditions
where an equally weighted linear composite will result from the regression

analysis, i{.e., where the absolute value of the beta weight for errors

058) 1s equal to the.absolute value of the beta weight for latency (44).
The sign of the weights will determine whether an underlying, equally

welghted least squares composite 1s a discrepancy or a summated composite.
The data from the tables verify the conditions identified by Glasnapp
and Raeissi (1983) which will result in an equally weighted least squares



\composite. The absdlute values of the beta weights for errors and latency
.'willbe;eQUal"when.the absolute values of the validity coefficients for
. .- errors and latency are equal i.e., l"el 'ﬁ' when 'rce’ I cl' Given
the sign pattern of intercorrelations expected among errors, latency and .
the criterion. an equally weighted summated composite will result when
| equals rc], but the coefficients are of opposite sign. For example.
whenr -"-40andr] 40,3--25and)3 25forr]=-60 |

ce
and g, = -.31 and A = -31 for el '®=-.30. 'In both instances, redundant

regression conditions are defined and rCI is maximized, while reg © +00,

: i.e.. reiz' tﬁ 2. In contrast. when reciprocal suppression conditions

Co el‘

are’ defined e. g.. = 7.#0 and r ].- - 40 the beta weights are equal,

ce

~ but a discrepancy canposite 1s defined and the validity coefficients for

E-scores are maximized. Under the conditions that Fee ™ =+40, rey = =40,
2 .2

and_r [ =30, B, = =57, A = .57 and rg? S R Z,

- 2 . p2

When Yol ™ -.60,,43 = -1.00 and,é] = -1.00 and ree” = R oy

_other conditions, where |r__| A [r.|, potential predictive information
| , ce cl .

1 while rCI = .00,

For all

loss will occur when using the arbitrarily.Weighted 1 and E-score com-

posites. .
In addition to the potential predictive validity loss 1dentified by the
| comparisons of rCI2 and rCE2 to Rc?el’ the arbitrary equal weighting of

error and latency scores in the 1 and E composites also masks the true
relative contributions of each variable to the prediction of the criterion

for the conditions specified. Comparisons of the beta weights for the

‘least squares regression mode indicate that the variable with the higher
validity coefficient will dominate the weighted linear composite. when
the validity coefficients are quite discrepant, the domination of the
higher coefficient is quite severe. This is best {l1lustrated if one

11



examines the conditions for the values of r*“‘which separate*redundant
from negative suppression_conditions in the.tables.”sNegativefsuppression
will occur when Irei|3>lfc1/rce|' However, whenlrell= |rc1/rce|thefbeta
weight for.latency will equal zero, i.e., ﬁi = ,00, and errors will domi- .
nate totally the predictiue relationship with the eriterion. Approximate
o1 = -80.

Under this condition,‘gg = .,78 and,@ = ,03. The I composite correlation

equality of rei to the ratio of r_,/r., is given in Table 1 for r

with the criterion is still.quite high (rCI2 -'.53) leading to the con-

clusion that errbrs and latency conbine equally to predict the criterion
at aihigh moderate level.  Contrary to this conclusion, the truth is that
the correlation of errors with the criterion(r_ce = -,80) results in the

2

high ualue of rce and iatency score‘contribute 1ittle to the prediction.

Concluding Comments

Nhile the constructs of impulsivity and efficiency have been used to
illustrate the loss of information when using arbitrarily weighted composites
in correlational studies. the procedures and results can be used to identify
potential loss resulting from the use of any arbitrarily weighted composite.
Only under those conditions where the Ieast squares 1inear composite approxi-

mate an equally weighted composite will the arbitrarily weighted composites
: Liif&.g%g-

validity coefficient be maximized Under other conditions where the arbi-

trarily weighted composite s validity coefficients appear high the beta

weights in the regression mode] indicate which variable dominates and
contributes differentiaily to the apparently high va]idity coefficient

Where [- and E- scores are used in correlational studies, the conditions
"where E will be highly correlated with a criterion are very restricted. As
the discrepancy construct, high predictive validity coefficients will po-
tentially occur only under moderate or extreme suppression conditions.

Suppression conditions are ones which have been shown to occur infrequently

+
Tk

T -



in practice., This . leads one to conclude  that while -an efficiency construct
f{makes conceptual sense, the likelihood that it will occur as a salient |
construct from empirical data is_extremely small. flnlcontrast, the im-
'pulsivity_construct'will have higheryvalidity coefticients over a wider

. range of conditions because 1t corresponds to the redundant conditions

" in a regression analysis. However, except:when Fce 3Md re; are equal 1in

ce
;. magnitude, the potential predictive information level {s reduced from
Rczel - In addition to predictive information loss, the relative pre-

"'dictive importance of the individual variables forming the composite

is lost when arbitrary weighting occurs. o |

| The general conclusion arrived at by Glasnapp and Raeissi (1983)
would seem to hold for I- and E- scores.z If investigators fnsist on
'clinging to the summated or discrepancy concepts of I and E in studying
relationships of cognitive tempo to other variables, they should examine
their variables closely to see 1f the potential pattern of relationships
follow'those conditions which potentially could result fn high I orE
validity'coefficients. Even then, information loss will occur 1f the
variables are arbitrarily weighted. The recommended procedure evolving
from the current examination 1s sti11 to allow the'individual error and
latency variables to function separately in the analysis. If an E score
_ composite is a dominant variable in the data, suppression conditions will
'occur among the intercorrelations, the regression model will identify

the effective weights in the change score composite and the relationship
with thencriterion will be maximized. If an I-score composite is a domi-
nant variable in the data, redundant condi tions will occur among the
intercorrelations. the regression model will identify the effective welghts
for errors and latency in the summated score composite and the relationship

with the criterion‘will be maximized.
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