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Summary = The use of a typical repeated measures design is contrasted
with using specific hypotheses which would directly address research ques-
tions. A complete example is given,

In an earlier paper Williams and Williams (1984) showed three dif-

ferent methods of using 1inear models to perform multiple comparisons
(contrasts) for within subjects effects on a large sample (N=185) of

employees in a test of hypotheses regarding improved facilities on

E employees attitudes. While large sample sizes yield impractical the
' 3-  use of person vectors (1 if person 1, 0 1f not), it would be useful

to use a small sample so that the two approaches might be compared

and the utility of using a single vector (prédictor) for the subjects
'ﬁ“yf’ effect can be examined. Accordingly, a data set that has been previously

ysgd (Williams, 1974, 1980) will again be used here as an example.

An Example
The following proS1em is taken from Williams (1974)..
A reseqrchér may have an interest in the differential effect
of two or more methods of instruction over time; thus, measures

can be taken at specified intervals on the several instruc-

: '__ tipnal methods. From the point of view of the experiment, a

_._L kepeated measures design can be conceptualized as a tfeatments
P A _
i X subjects design repeated for each instructional method.*

desjgn 1;H9q1]ed_a Type I design by Lindquist (1953). . .
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To make the example more specific, suppose a research {s interested
in 1nves;igat1ng the differences among three approaches to a human

relations experiehte.**
The three different approaches toward the human relations groups

selected are (1) structured sessions in which the group participates
toward concrete problem solving, (2) an unstructured group, where the
group decides upon 1ts own goals, and (3) a group designed to allow

the individual to focus on his personal problems with the interest being
to help solve these problems. Five groups with 7-9 individuals in

each group are assigned to each of the three human relation group
situations; 1.e..lthere,are five separate groups for each treatment
situation, Each éroup js to have a two hour session once a week for
four weeks. J

While there are‘several things that might be of interest to
measure, the researcher is interested specifically in the amount of
aggression exh1b1ted in the group setting.

Videotapes are made‘of all sess1ons.land a group of five experts
independently Judge the amount of aggression expressed during the
sessions on a continuum from 0 to 10, where O represents no aggression
and 10 represents an extreme amount of aggression, The measurements
are made with the group as the unit of analysis. The score to be
used is the mean of the five ratings. Results are as follows:

Table 1

GROUP SCORES FROM THREE HUMAN RELATION GROUP METHODS FOR FIVE SESSION.
(ARTIFICIAL DATA)

Method 1 ’ (Structured Groups)
Group - Session 1 Session 2 Session 3 Session 4
1 3.2 3.4 3.2 2.8
2 4.6 4.0 3.8 3.4
3 5.0 3.8 5.0 3.2
4 2.0 2.0 2.4 1.6
5 3.6 3.2 3.4 3.0

**By human relations experience 1s meant the meeting of a group of people that
has variously been called the T-group (training group), the encounter group, |

or some similar name. 36
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Method 2 . (Unstructured Groups)

Group Sessfon 1 Sessfon 2 Session 3 Session 4
L
6 6.2 5.8 6.8 : 5.0
7 3.6 3.8 7.2 5.4
8 4.0 6.8 7.8 6.0
9 500 ' 508 600 500
10 4.8 5.0 6.4 5.8
Method 3 {Personal Problems)
Group Session 1 Session 2 Session 3 Session 4
11 7.4 1.6 6.8 5.2
12 6.4 6.4 5.6 4.0
13 7.0 6.6 6.6 6.0
14 5.8 7.4 5.0 4.8
15 6.4 5.2 4.0 3.6

To analyae the data in Table 1, 1t is first useful to define several

vartiables:
Y = the criterion varfable,

P1 -.P15 are binary variables that identify each group (the "person" vectors)

x16 = 1 if the score is from a group in the structuréd treatments;
0 otherwise,

x17 = 1 {f the score 1s from a group in the unstructured treatment;
" 0 otherwise,

X18 = ] {f the score 1s from a group in the problems treatﬁent,
Xyg * 1 if the score is from Sessfon 1; 0 othersise,
xéo = 1 1f the score 1s from Session 2; O otherwise, -

x21 = 1 {f the score 1s from Session 3;‘0,otheruise.

1 if the score is from Session 4; 0 otherwise,

%16 + %21
Yo = %17 - Q190 L e ieerwews
X7 = X7 - %00 ' - "
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Xpg ™ ¥17 + Xy and
ng = pPwg sum'of each separate group for the four sessions; for

example, for group 1, ng 3.2+ 3.4 +3,2+2.8=12.6, will be

(Xaq
referred to as P.) Each score(rather than each group) is the unit of

analysis; thus, there are 60 scores for the data in Table 1. When
preparing the data cards for a computer analysis, 60 data cards would

be made. The use of P'great1y facilitates a regression solution;

this suggestion regarding coding was made earlier by Pedhazur (1977)

and by Williams (1975); and more recently by Fraas and McDougall (1983).

"To analyze the data in Table 1, 1t {s useful to consider two sepa-

rate analyses; one analysis can be treatments X subJects design,

temporar11y d1sregard1ng the three different kinds of groups. Then,
| is usefu1 to conceptua112e the data 1n a two-way analysis of variance,
d1sregard1ng for the time be1ng that a given group has been measured
several times.
The 11near mode1s that are usefu\ for conceptua11zing the data in
Table 1 as a treatments X subJects design are as f011ows.

Y =b, + b,P, + b P tooet bysPys t e (for the subJects (groups)

Y = by + b19P19 + bygPpg * byyPpy * @, (for the trend effecf%);

and

¥ = bg ¥ byX) # bo¥p *eeut bygXyg * byghig * bagiag * b21¥y

When these linear models are used, the following resuits can be found:
from equation 1, SSs = 104.14;
from equatton 2, SSTREND = 8.63; and

from equation 3, SSERROR = 32.52; also, S5; = 145.29.

\
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While the preceding information would be sufficient for a treatments X
subjects design, it should be recalled that in this formulation, the
L]

type of human relation group was disregarded.

Actually, the treatments effect is "nested,” {.e., totally contained in
the variation among subjects. Before pursuing this "nesting" further
at this point, 1t {s first useful to complete the analysis for the two-
way formulation.
The following four linear models are sufficient:
Yy = bo +bigXi * bypXi7 * € (for the treatments effect) (4)
Y = by + bygXig * bygXog * bpyXpg + € (for the trend effect) (2)
Y= bg * bigXie * biz¥iz * big¥ig * bao¥pg * Par¥py * &5 (5) and
v = by * bygXyg * byz¥17 * brgXig * Bag¥a0 * b2r¥a1 * Bps¥es *eeet
bygXog + €g (Full Model) (6)
When these 1inear models are used, the following results can be found:
from equation 4, SSMETH = 78.87;
from equation 2. SStrenp ™ 8635
from equation 6, SSERROR = 39,71.
The sum of squares attributed to regression for the full model (equation
6) 1s 105.58. The sum of squares attributed to regression for equation
5 1§ 87.50. The difference between these two values is equal to the
fnteraction. ' Thus, SSyer y Tpenp ® 105-58 - 87.50 = 18.08. A summary

- table that would contain the foregoing information would appear as follows:

EoWG S L
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' . Table 2
SUMMARY TABLE FOR THE HUMAN RELATION GROUPS DATA IN TABLE 1

Source of Variation df SS MS F

Among Subjects
Method 2 78.87 39.44 18.69**
Error (a) 12 25.27 2.11

Total Among Subjects 14 104.14

Within Subjects
trend 3 8.63 2.88 7.20**
meth x trend 6 18.08 3.01 7.52%*
error (b) 36 14.44 .40

Total Within Subjects 45 41,15

Total - 59 145.29

**Significant at .01 Tevel

The summed vector, ng. could have been used to achieve similar results:
Y = byt pr + e (for the subjects (groups) effect) (1a]:

Y = by * bP + big¥ig * bag¥ag * bayXay * 3 [3a]
Equation 1a is identical (in sum of squaras) to equation 1; SS¢g = 104.14;

similarly, equation 3 ylelds SSERRORI' 32,52, Table 1 could have been

accomplished by using results from these last two equations in lieu of
the original binary person variables {x1 to x14)=

Multiple Comparisons (Contrasts) Within Groups
It would be helpful to give a diagramatic view, in terms of mear-

of the data described earlier;

Session 1 Session 2 Session 3 Session 4
Method 1 Yl : Yé Vé VA
Method 3 Vb Yio YII le

Suﬁpose the interest was in testing the long temm change {from session 1 to
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session 4) between methods 1 and 2; that is, the interest 1s in testing
V& -V, - Vg = Yg. In our earlier paper (Williams and J1111ams. 1984) we
outlined three different approaches to answering this sort of question.
The first approach, aiso outlined with this same data set in Williams
(1980), was to reconstruct the criterion as Y = Y* ¢ Y** where Y* = Qz
Ae Y values are the predicted values from ﬁs1ng the equation ? . bo + pr.
" Jr the present data Y = 1/4P where P is the summed person vector

lascribed earlier as X,q. (Although 1t is more cumbersome, P, to Py, could

1
»ave been used instead of P.)

It is the Y** criterion that can be used to accomplish tests regarding
within group cell differences. The full model can be written as:
\{** = b]_xl + bz
tively to binary coded group variables for each cell. (4]

x2 +,.¢ blle2 t ey where X1 to x12 corresppﬂé respec-

For scme computer programs, a reparameterization of equation 4 that

includes ihe unit vector is more useful:

i . - r

many other reparameterizations could have been chosen. For a more complete
description of this reparameterization process, see Williams (1976).
~ The restriction that tests the hypothesis Yi - Yh = Yg - Yé s by - by =
b5 - be‘ or b1= b5 - b8‘+ b4. Placing this restriction on equation 4
ylelds:
Y = (bg - bg + ba) Xy + byXy +.t byoXy + g | (5]
oF YT = ¥y * bgky + bylXy + X;) + bglXg + X;) + be¥g + byXy + bg (Xg - ¥y) *
§ bo*9 * b1g¥10 * P1a¥p1 * Drztiz * o5 (el
Llet D, = Xy * Xps
D5 = X5’+ Xl. and
- Dg = Xg - X
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Then equation 6 can also be given as:

= ' +
Yr bzxz + b3X3 + b404 + bst + b6x6 + b7X7 + b808 + ngg bloxlo

*b1p¥ bk e o (6a]
Either equation 6 or a reparameterization of {t, done by introducing bO an
arbitrarily dropping any one predictor, can be used as the restricted mode
Letting b12 = 0, one reparameterization, {ncorporating D4, 05 and D is:
Y** = by * byXy + byXg + byDy + bgDg + beXg + byX; + bgDg + boXg + bypXyq ¢

b11%11 * - - (6b]
The test is given by: '

= F. RF'RR/]. .
(1 - RF)/36
Here RE = .64899; RZ = .57123
t =V7.975 = 2.824,

Using Side Conditions
Another approach to the repeated measures designs is to employ side
conditions. Since the group effects are nested. in the subjects effects,
the full mode]
YoubP+byX + by it broKip + g (7]
can be turned into a model with the groups effects removed by imposing
side conditions.

The group effects restrictions can be given as:

2%2 * N3Py * by g5 * Nbg * NPy * Mgbg Mgy * Mg * My

n,b, +
_l'% n+ + + + + +
n Ny +ngtn, Ng "6 n, +ng n9 "10 + M1 + n

Because of equal n's (proportional n's would also suffice) these restrictio
can be greatly simplified:

L}
byt by * byt by " b+ bg * byt bg = by + by + byy *bype Any two of
several restrictions could be made. The following two could be chosen:
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bg = bg * byg * by * b1y = bg - by - by '

Imposing these two restrictions (side conditions) yields:
* bgXg * (bg * Byg * byy * byp = bg - by - bgdkg + byXy + by + bokg
* bygXyo * byy¥yy * Pr*i2 Y & (el

or
*bglkg = Xg) * BolXg + Xy * Xg) + byglkyg + Xy * Xg) + byy(Xyy + Xy + Xg)
+byplkyp + Xy + Xg) + 0y, (9

Equation 9 (or reparameterization of {t, either using different restrictions

expressing the side conditions, and/or including a unit vector) then serves

as a full model for testing within group hypotheses:

‘R « .90057.

Now,, diract hypotheses can be tested by placing appropriate restrictions
;wsimulﬁaneously with the side condit1ons. With the hypothesis Y 3 'T
“or, 1in terms of the regression coefficients, by = by = bg = by or by = bs - ba + by,
: as berora,
; | Then, placing all three restrictions sfmultaneously on equation 7 yieIds. |
gf = pr + (bg - bg + b4}X] + boX, + (bg + blo +byy + by, - bs +bg - by = by - balX,
+bﬂ4+%x+(%+bw+b1+bu—b5-%-b§%+bﬂ7i%%+bxi
e U U T TR P PR 0]
. or
Y TP E By(Xy = Ky) # byl = 28y + X)) + oK 4K = Xg - Xg) + bylty = Xg)
+b(%+x3-x Xp) + bglXg + X3 + Xc) + byg(Xy + Xy + Xg) +
DXy +Xg + Xg) +bo(Xyy + Xy + %) + e (11]
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Note that the restrictions are made simultaneously with the side con-
ditions on the full model (equation 7). Equation 11 could be reparameterizec
(necessary with computer programs that automatically introduce a unit vector)
by setting equal to zero any of the remainino bi in equation 11 (excepting bp
Doing this yields R = .87854; F = L-3008T - 87850)/1 . 7 976, ¢ =VF = 2.84
this is the same t value found earlier.

This process could be repeated for any Other hypothesis, imposing
the restriction implied by the hypothesis simultaneously with the side con-
‘'ditions. Care must be taken to be sote that hypotheses tested on this model
are appropriate; sdch hypotheses must be some combination of within group

contrasts. -

Directly Using the Full Model

Had equation 7 been used directly. it can be seen that the outcome 1s
comparable to using side conditions.
Y= pr + blx1 + bzx2 +...+ b12x12 6 ' (7]
Testing Y Y + Y V can be done using the restriction b1 - b4 = b - b8’
or b1 " bg - b8 + b4. as before. !
Then, é
Yeb P + bk, + b3X3 +b (x4 + X )+ 5(Xg + X ) + bsxe + b7X + bB(X

* b9"9 + bigtyp * Bryyy * Brgty * o
Reparameterizing by (arbitrarily) choosing by, * 0,

+ bgXg + bygkig + byyXyy + eg. [12]
Equation 7 yields R2 = ,90057, and equation 12 yields R2 = ,87854;
Fa ;(_QQQ%W%%WL = 7.976; t =\F = 2.842, the same result as was

found by the first two methods.
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It can be seen that several different approaches can be used to test
hypotheses in a repeated measures designs. The use of the criterion Y**
where Y** = Y - Y* when Y* = 1/4P, as was shown in Williams (1980) allows
an appropriate testing procedure. The use of side conditions (which uses
a model removing the nesting effect) or a model containing the group member-
ship variables and the person-score vector (directly using the full model)
yield identical results. Perhaps the latter approach would be conceptually

easier to understand, The direct use of equation 7 can be completed despite

-+ the nesting of the group effects.

The present paper, 1ike the earlier one, has shown three different

5"----.'_'t:y.pes of solutions for testing hypotheses (contrasts) of interest. A1l

:f'jﬁ‘ three methods yield accurate results for within group comparisons. While

they yleld results that are equ1va1ent._they are not conceptually equal

% {n terms of their understandability. The first method has the drawback

~of using a constructed criterion; method two, using side cohditions. is

- unnecessarily complex; extreme care must be used to achieve intended

results. Our preference is clearly on the side of the third approach,

| directly using the full model and making restrictions of research 1nterest

upon it. From the point of view of actual use, the third method is

3*J1_ sufficient and clearly preferable. On the other hand, the relationship

:'3: to the other two solutions 1s at least interesting.
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