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'Testing Hypotheses in a 

• Repeated Measures Design: An Example·

John D. Wllllame and Jolt A. Williama 

he Unlv.erelty of North Dakota and Grafton (N.D.) 8tate School 

SulmlAry - The use of a typical repeated measures desfgn fs contrasted 
with using specific hypotheses which would directly address research ques• 
tions. A complete example 1s gfven, 

In an earlier paper W11lfams and Williams (1984) showed three d1f• 

ferent methods of using lfnear models to perform multiple comparisons 
(contrasts) for wfth1n subjects effects on a large sample (N•l85) of 

employees in a test of hypotheses regarding improved fac11itfes on 

employees attitudes, While large sample sizes yield fmpractfcal the 

use of person vectors (1 if person 1, O 1f not), it would be useful 

to use a small sample so that the two approaches might be compared 

and the utility of using a single vector (predictor) for the subjects 

effect can be examined, Accordingly, a data set that has been previously 

used (Williams, 1974, 1980) will again be used here as an example.

An Example 

The following problem is taken from Williams (1974)!. 

A researcher may have an interest in the differential effect 

of two or more methods of instruction over time; thus, measures 

can be taken at specified intervals on the several instruc-

tional methods. From the point of view of the experiment, a 

repeated measures design can be conceptualized as a treatments 

I_ X subjects design repeated for each instructional method.* 

*!�J�.;··•des1gn 1s �alled a Type I design by Lindquist (1953).
"r, . , 
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To make the example more specific, suppose a research is interested 

1n 1nvest1gat1ng the differences among three approaches to a human 

relations experience,** 

The three different approaches toward the h1.111an relations groups 

selected are (1) structured sessions in which the group participates 

toward concrete problem solving, (2) an unstructured group, where the 

group decides upon its own goals, and (3) a group designed to allow 

the individual to focus on his personal problems with the interest being 

to help solve these problems. Five groups with 7-9 individuals in 

each group are assig·ned to each of the three human relation group 

situations; i.e., there are five separate groups for each treatment 

situation, Each group 1s to have a two hour session once a week for 

four weeks. 

While there are several things that might be of interest to 

measure, the researcher is interested specifically in the amount of 

aggression exhibited in the group setting. 

Videotapes are made of alt sessions, and a group of five experts 

independently judge the amount of aggression expressed during the 

sessions on a conttnuum from O to 10, where O represents no aggression 

and 10 represents an extreme amount of aggression, The measurements 

are made with the group as the unit of analysis. The score to be 

used is the mean of the five ratings. Results are as follows: 

Table 1 

GROUP SCORES FROM THREE HUMAN RELATION GROUP METHODS FOR FIVE SESSION� 
(ARTIFICIAL DATA) 

Method 1 (Structured Groups) 

Group Session 1 Session 2 Session 3 Session 4 

1 3,2 3.4 3.2 2.8 

2 4.6 4.0 3.8 3.4 
3 5.0 3.8 5.0 3.2 
4 2,0 2.0 2.4 1.6 

5 3,6 3.2 3.4 3.0 

**By human relations experience is meant the meeting of a group of people that
has variously been called the T-group (training group), the encounter group,
or some similar name. 
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Met hod 2
(Un struct ured G

roups)
Group 

Sess io n 1 Session 2 Se
ssi on 3 Session 4

6 6.2 5.8 6.8 5,0 7 3.6 3.8 7,2 5,4 8 4.0 6.8 7,8 6.0 9 5.0 5.8 6,0 5.0 1 0  4.8 s.o 6.4 5.8 Method 3 (Pe rso nal Problems}
Group Sessfo n  1 Sess ion 2 Sessio n  3 Session 4
11 7.4 7,6 6,8 5,2 1 2  6.4 6.4 5,6 4,0 13 7,0 6,6 6,6 6,0 1 4  5.8 7.4 5.0 4,8 15 6,4 5,2 4.0 3,6 To an aly ze the da ta fn Ta ble 1, ft is first useful to d efine severalvariables: 

Y • the criterio n  va ria ble,
P1 - P

1 5  
are bina ry  v ar iab le s  that i d ent ify each gro u

p (the "pers on" ve ctors)
x1 6  • l ff the score fs f rom a gro up fn the struct ured t

re
atments;0 otherwise, 

x
1 7  

• 1 ff the score fs from a group fn the unstruc
tured treatme

nt;. 0 otherwf se • 
X1

8 
• 1 f f the sc ore fs f rom a gro up fn the p roblems treatment

,
x19 • 1 f f th e score fs from Sessi on 1; 0 

othersfse,
Xzo • 1 f f the s

core
is f

rom Ses
s
ion 

2
; 0 

ot herw is e, 

x21 • 1 ff th e sc ore is from Session 3; o o the rw ise ,
x2

2
• 1 ff th e  score 

fs from 
Session 4; 0 

othe rwise ,
Xz3 • X16' X19•
X24 � X16 • Xzo• 
Xzs • X1

6
' X2

1
•

X26 • X1
7

' X19•
X27 • X1

7
' Xzo•
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X28. X17 . X21• and

x29 • P • a sum ·of each separate group for the four sessions; for

example, for group 1, x29 • 3.2 + 3.4 + 3.2 + 2,8 • 12.6. (X29 will be

referred to as P.) Each score·(rather than each group) 1s the unit of 

analysis; thus, there are 60 scores for the data in Table 1. When 

preparing the data cards for a computer analysis, 60 data cards would 

be made. The use of P greatly fac111tates a regression solution; 

this suggestion regarding coding was made earlier by Pedhazur (1977) 

and by Williams (1977), and more recently by Fraas and McDougall (1983) . 

. To analyze th� data· in Table 1, it 1s useful to consider two sepa­

rate analyses; one analysts can be treatments X subjects design, 

temporarily disregarding the three different kinds of groups; Then, it 

1s useful to conceptualize the data 1n a two-way analysis of variance, 

disregarding for the time being that a given group has ·been measured 

several ttmes. 

The linear models that are useful for conceptualizing the data in 

Table las a treatments X subjects design are as follows: 

and 

'• ' 
.. 

Y • b0 + b1P1 + bzPz +,,,+ b 14P14 + e1 (for the subjects (groups)
effect) (1); 

Y • b0 + b1gP19 + b20P20 + b21P21 + ,2 (for the trend effect)
(2); 

y • bo + b1X1 + b2X2 + ... + b14X14 + b19X19 + b�oX20 + b21X21 ◄, C3, (J),

When these linear models are used, the following results can be found: 

from equation 1. ss
5 
• 104.14; 

from equation 2, SSTREND • 8.63; and

from equation 3, SSERROR • 32.52; also, SST• 145.29,
1 
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While the preceding infonnation would be sufffcfent for a treatments X 
subjects desfgn, ft should be recalled that fn thfs fonnulatfon, the 

' 

type of human relation group was dfsregarded, 

Actually, the treatments effect 1s "nested," f .e., totally contafned fn 

the variatfon among subjects. Before pursuing thfs "nesting" further 

at this point, ft fs first useful to complete the analysis for the two­

way fonnulation. 
The following four linear models are sufffcient:

Y • b0 + b16x16 + b17x17 + e4, (for the treabnents effect) (4) 

Y • b0 + b19x19 + b20x20 + b21x21 + e2• (for the trend effect) (2)

y • bo + b16Xl6 + b11X17 + b19X19 + b20X20 + b21X21 + e5, (S) and

y • bo + bl6Xl6 + b17X17 + b19X19 + b20X20 + b21X21 + b23X23 + ••• +

b29X28 + e6 (Full Model) (6)

When these linear models are used, the following results can be found: 

from equation 4, SS
ME

TH • 78.87; 

from equation 2, SSTREND • 8.63; 

from equa tfon 6, SSERROR • 39, 71.

The sum of squares attributed to regression for the full model (equation 

6) is 105.58. The sum of squares attributed to regressfon for equatfon

5 is 87.50. The difference between these two values is equal to the

interaction. ·Thus, SSMETH X T
REND• 105.58 - 87.50 • 18.08. A slllllllary

table that would contain the foregoing fnfonnation would appear as follows: 

39 



. 
Tab le 2 S UMMA R

Y TAB LE FO
R

TH
E 

H
UMAN 

REL
A
TION GR OUPS D

AT
A 

I
N TAB LE 1 

Source o f Variation df 
Among Subj

ectsMethod 2 Error {a) 12 Tota
l Amo

ng 
S
ubj

ects 1 4  
Within Sub

j
ectstrend 3 meth x tr e nd 6 error (b ) 36 Tota

l Wit
h

i

n 
S
ubjec ts 4 5  

Total 5 9  
**S i

gn
if

ic
an t at , 0

1 level

s s  

78.8 725.27 
1 04.1 4  

8.6 318. 08 14.44 
41,1 5

1 4
5 .2 9  

MS

39.44 
2.11 

2.88 3.01 .4 0

F

18.6 9**

7.
20**

7.52* *  

The sunn,e
d vec

tor ,  x29
, co uld have been use d  to ac h

ieve sim ilar resu l ts:
Y • b0 + bPP + e1 (fo

r
the subj

ects (g

ro

ups) ef

f

e c
t) [la] ;  

y • bo + bpP ·+ b
1
9X

1
9 + bzo

X zo + bz1X21 + e3. [3a] 
E
qua

tion la is i de n
tic a

l 

(in sum 
o
f squa res) to equa

ti
on 1; S Ss • 1 0 4.14;

s
i m ila rly, equation 3 yield s  SSERRO

R • 32,52 .  Tab le 1 co uld hav e  be en 

acc o

mpl
i

sh ed b y u s
i

n g results from these last two equ ations in l fe u  oft
he 

o ri

g
i

na
l binary per s on varia

ble s  (X1 t
o x

14)
. 

Mu l
t

iple Compa
r
i sons (Cont

rasts) Wit h in Groups

It wou l
d 

be helpfu l  to g ive a diag
ramatic vi ew, in te rms of m eM• '

o f the data
des cri

bed earl ier
; 

Sess ion 1 Session 2 S ession 3 Sessi on 4Metho d 

1 Vl Vz v3 
v4Metho d 

2 vs v6 V7 VaMethod 3 V9 
Yio

V
ll V l2 

' 

in te sting the long term change (from session 1 to
Sup pose the intere st was
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session 4) between methods land 2. that is. the interest is fn testing 

v
1

- V4 •VS• V8. In our earlier paper (Williams and Williams. 1984) we

outlined three different approaches to answering this sort of question. 

The first approach. also outlined with this same data set fn Williams 

{1980), was to reconstruct the criterion as Y • Y* + Y** where Y* • '9' • 

.'1e'v values are the predicted values from �sing the equation -9' • b0 + bl·

Jr the present data Y • 1/4P where P is the sU111111d person vector 

•�scribed earlier as x29. (Although it 1s more cumbersome, P1 to P12 could

:•ave been used instead of P,)

It is the V** criterion that can be used to accomplish tests regarding 

1�ithin group cell differences. The full model can be written as: 

'I** • b?1 + b2x2 + .. + b12x
12 + e4, where x1 to x12 correspond respec-

tively to binary coded group variables for each cell. [4] 
ro� some com�uter programs, a reparameter1zation of equation 4 that 

includes the unit vector 1s more useful: 

(4a] 

many other reparameter1zat1ons could have been chosen. For a more complete 

description of this reparameterization process, see Williams (1976). 

The restriction that tests the hypothesis r1 - Y'4 • Y"s - Y-8 is b1 - b4 •

bs - b8, or bi .. b5 - b8 + b4. Placing this restriction on equation. 4

yields: 

Y** = (b5 - bs + b4) Xl + b2X2 + ... + b12X12 + e5 [5] 

or Y** = b2X2 + b3X3 + b4(X4 + Xl) + b5( X5 + X1) + b6X6 + b7X7 + bs (Xa - X1) +

b9X9 + b10X10 + b11X11 + b1zX12 + 85' [5] 

let o4 • x4 + x
1
,

D5 • X5 + x1, and 

• Da .. 'Xa - X1.
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Then equation 6 can also be given.as: 

Y** • b2X2 + b3X3 + b4D4 + b5D5 + b
6
X

6 
+ b7X7 + baDa + b9X9 + b10X10

+ bllXll + b12X12 + e
5. (6a] 

Either equation 6 or a reparameterfzatfon of ft. done by introducing b0 an, 

arbitrarily dropping any one predictor. can be used as the restricted mode 

Letting b12 • o. one reparameterfzatfon. incorporating o4• o5 and D8 is:

Y** • bo + b2X2 + b3X3 + b4D4 + b5D5 + b
6
X

6 
+ b7X7 + baDa + b9X9 + b10X10 1 

bllXll + e5. (6b] 

The test fs given by: 
� 2 2 t • v F • RF - _ R

R
/1 

(1 - RF)/36 
2 2 

Here RF• ,64899; RR• .57123

t .Y7,9rr, • 2,824.

Using Side Conditions 

Another approach to the repeated measures designs fs to employ side 

conditions. Since the group effects are nested, fn the subjects effects, 

the full model 

(7] 

can be turned into a model with the groups effects removed by imposing 

side conditions. 

The group effects restrictions can be given as: 

nlbl + n2b2 + n3b3 + b4b4 • 
·n5b5 + n6b6 + n7b7 + naba 

• 
n9b9 + n1ob10 + nll

nl + n2 + n3 + n4 n5 + n6 + n7 + n8 ng + nlO + nll + nl
Because of equal n's (proportional n's would also suffice) these restrfctfo 

can be greaUy simplified: 

bl+ b2 + b3 + b4 • b5 + b6 + b7 + b8 • b9 + b10 + b11 + b12. Any two of

several restrictions could be made. The following two could be chosen: 
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1

and 
,odel. 

10 + 

f

b3 • b9 + b10 + b l l  + b12 - bl - b2 
- b4 

and

b6 • b9 + blO 
+ b l l  + bl2 - b5 - b7 - bs• Impos ing th ese two res tr ictions 

(
sf de co nditions)yfelds: y • b

p
P + b1 X 1 + bz X z + (b9 + b lO 

+ bll + bl2 - bl - b2 - b4)X3 + b
4X 4 + b5X5 + (bg + b

10 
+ b11 + b12 • b5 

- b7 - ba
)
X6 + b7 X 7 + bs X s + b

gXg

or 
+ b10X10 + bllXl l  + b 12

X 12 + 
87' 

(SJ 
Y • bp

P + b1(
x
1 • 

X 3
) + b2(x2 

• 
X 3 ) 

+ b4( X 4 • X 3) + b5(x5-X6) + b7(X 7 • X 6 ) +bs(
X
s - X6

) 
+ bg(X g  + 

X
3 + X 6) + b1o <

X1 0  + 
X
3 + X6) + b1

1(
X11 + X

3 + X6
)+ b1 2<X 12 + X

3 
+ 

X 6) + 17' 
[9] Equati on 9 (

or repar ame t
er i

z at fon of t t. either usi n g  different restrictionsexpressing the si de con diti
ons. and/or i ncluding a unit 

ve ctor) t
hen s er

v
esas a fu ll mod el fo r tes ti ng wf

t
hfn gro up hy potheses: 

. 2 R • , 90057. 
N ow , direct hy potheses can be teste d 

by placing ap pro priate rest r1ctfons�1mu ltaneous ly wit
h the s ide co ndit ions. With t he hypothesis V1 - V'4 

• 
v5 - V8 or, i n tenns o f the reg ress i

on coefficient s. b
1 

- b
4 

• b5 
- b8 

or b1 
• b

5 

-
b
8 

+ b
4
,

a s before. 
Then, placing all t hree restric

t
ions s imultaneously on equation 7 rtelds: 

y = bpP + (b5 - ba + b4)Xl + b2X2 + (bg + blO + bll + bl2 - b5 + bs - b4 - b2 - b4 )X 3+ b4X
4 

+ b5X5 + (b9 + bl
O 

+ bll + b
12. b5 - b

7 - ba)X6 + 
b7

X
7 + ba Xa + b9X9 + b10X10 + b11X11 + b12X12 + ea ;  [l0]

)J !' Y ,. bpp+ b2 (
x
2 

- X
3 ) 

+ b
4
(x

4 
- 2 X

3 + X
1 ) 

+ b
5(

x
5 

+X
1 - x

3 - X6
} + 

b7{ x7 - X 6 )+ b aCXa + X3 - x6 - X1 ) 
+ bg(Xg + X3 + X6

) 
+ b1o< X

1 0  + X 3  + X6) + 
b11 <X11 + X3,+ X6 ) + b12<X12 + X

3 
+ X6

) 
+ ea· (l l

] 
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Note that the restrictions are made simultaneously with the side con­

ditions on the full model (equation 7). Equation 11 could be reparameterfzec 

(necessary with computer programs that automatically introduce a unit vector) 

by setting equal to zero any o_f the remaining b1 fn equation 11 (excepting bp

Doing this yields R� •. 87854; F. (.9o���943jg�a54)/l. 7.976, t ·VF- 2.84

this fs the same t value found earlier. 

This process could be repeated for any other hypothesis, fmposfng 

the restriction implied by the hypothesfs_sfmultaneously with the.side con­

·dftfons. Care must be taken to �e sure that hypotheses tested on this model

are appropriate; such hypotheses must be some combination of wfthfn group

contrasts.

Directly Usfng the Full Model 

Had equation 7 been used df.rectly, ft can be seen that the outcome 1s 

comparable to usfng sfde condftfons: 
• ' ' .  . 

y � bpP + blXl + b2
X2 + ••• + bl2

Xl2 + e
6
., 

Testing V1 - ·y4 + v5_
- V8 can be done using the restrfction b1

or b1 • b5 � b8 + b4, as before. 

Then, 

y • b p + (b5 _. ba + b4)X1 + b
2X2 +, .. + b12X12 + lg , or

. p ,, 

[7] 

Y • bpP + b2
X

2 � b3X3 + b4
(X4 + X1) + b5(X5 + Xl) + b6X6 + b7X7 + ba(Xa - X1)

+ b9X9 + blOXl� + b11X11 + b12
X12 + 19'

' 
. 

R1paramet1rfzfng by (arbftrar11y) choosing b12 •·o, 
Y • b

o 
+ b P + b

2
X

2 + b3X3 + b4(X4 + X1) + b5(X5 + X1) + b6X6 + b7X7 + b3(Xap 

+ bgXg + b10x10 + bllXll + e9. [12] 

Equation 7 yfelds R2 • .90057, and equation 12 yields R2 
■ ,87854;

F. (.90057 • .a
7as4)/l 

■ 7 976· t �VF ■ 2,842, the same result as was• ,09943/36 ' ' 

found by the first two methods. 
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,r) 

bp)'

.842; 

< -
8 

It can be seen that several different approaches can be used to test 

hypotheses in a repeated measures designs. The use of the friterion Y** 

where Y** • Y - Y* when Y* • l/4P, as was shown in Williams (1980) allows 

an appropriate testing procedure, The use of side conditions (which uses 

a model removing the nesting effect) or a model containing the group member­

ship variables and the per�on-score vector (directly using the full model) 

yield identical results. Perhaps the latter approach would be conceptually 

easier to understand, The direct use of equatfon 7 can be completed despite 

the nesting of the group effects. 

The present paper, like the earlier one, has shown three different 

:;:.; types of solutions for testing hypotheses (contrasts) of interest. All 

three methods yfeld accurate results for within group comparfsons. Whfle 

they yield results that are equivalent, they are not conceptually equal 

• ,t'i:'l':; in tenns of thefr understandabflity, The first method has the drawback 

of using a constructed criterion; method two, usfng side conditions, is 

unnecessarily complex; extreme care must be used to achieve intended 

results. Our preference is clearly on the side of the third approach, 

directly using the full model and makfng restrfctions of research interest 

upon ft. From the point of view of actual use, the third method is 

sufficient and clearly preferable. On the other hand, the relationship 

to the other two solutions fs at least interesting. 
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