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~ INTRODUCTION

Placing 'personncl Iinto Jobs to maximize expecicd pc:rloru.wanccel of the organization Is
a basic problein In large organizations. The solution to this problem requires predi'ction of
the expected perforinance of each person on each job.  These estiinates are frequently
obtained by developing a separate perforinance prediction systein for each job category.

The predictors In these separate systeins consist of inforination about each person
(e.g., age, aptitudc scores, Interests, experience). After the predictions are made for
each person on every possible job, it Is desirable to assign each person to a job to
inaximize expected future perforinance.” This can be accomnplished by one ‘of several

available comnputing algorithms (Langley, Kennington, & Shetty, 1974).

If it Is necessary to use different sets of prediction weights to make accurate
predictions for the various Jobs then there Is interaction ainong the people and Jobs, and it
Is hinportant to pay careful attention to the asslgnmentz process. However, If it Is
possible to predict perforinance accurately using the saine set of weights for all Jobs, then
all possible assignments of personnel to jobs will yield the saine overall average

perforinance.

The linportance of interaction between people and Jobs has been described by Ward
(1983). Recognition of the significance of Interaction in the predicted payoff array
highlights the fact that a constant can be added (or subtracted) from any row or column
of the person-job predicted payoff array without changing the particular configuration of
assigninents of persons to jobs which inaximizes the payotf.

'We mmake no distinction arnong productivity, payoff, and perforinance.

ZAssigmnent relers to a gencral class of personnel actions that includes classification
into alternative carcer fields or Job types, assigninent to specific job position or location,
and other actions such as rotation froin one billet to another.



By recognizing that the prediction equations can consist of two types of terins--those
that represent the lnteraction of persons with jobs and those that are additive--we can
refer to one set of predictor variables as Interactive variables and the other as additive
(or noninteractive) variables. Since the noninteractive variable terins can be removed
{roin the operational predigi:ion equations without limiting the assigninent process, there
is no requirement to have these variables available in calculating predicted payoffs for
the optimnal assignhent of people to jobs. These noninteractive variables are required
“only to develop the prediction equations In conjunction with the interactive variables.
When noninteractive variables increase the amount of intecraction (i.e., differential
cl_assilication‘ potential) of the interactive terms we refer to these noninteractive
variables as catalytic varialbles.3 Catalytic variables are needed only to develop the
weights to be used by the interactive variables, but are not required for making optimal
assigninents of people to jobs. Therefore, variables can be considered as
potential catalytic variables when there is reason to believe that, when they are added to
the prediction systein in a noninteractive way, they may increase predictive accuracy and
Increase the person-job interaction and that there Is good reason to consider eliminating
thein froin the operational prediction equations. Candidates for catalytic variables are:

l. Variables that have been used operationally but inust be eliminated because tiine

is not available to collect the variables. For example, if it Is necessary to reduce testing
time for the ASVAB, it inight be possible to use soine subtests as catalytic variables for
the others without loss of classification effectiveness. These catalytic subtests would be
used in a noninteractive way to determine the weights for the interactive (or operational)
subtests.  The catalytic subtests would not be required for operational adininistration to

new applicants,

3‘l‘hc: Interaction by which we differentiate catalytic variables fromn Interactive
variables Is between predictor variables and jobs (i.e., of variables represented in & set of
regression equations to predict perforinance in several Jobs, those having siinilar weights
for the dilferent jobs are catalytic} those having different weights for the different jobs
are interacting). This interaction Is contrasted with that occurring In the case of
moderator variables where the Intcraction Is between sets of predictor variables (i.e., the
welghts assigned to one set of predictors are a function of the values for the other set of
variables (inoderator) (Sanders, 1956). Suppressor variables, on the other hand, are
variables which are not theinsclves significantly correlated with the criterion (job)
variables, but which are significantly correlated with other predictor variables which are
correlated with the criterion. These variables then "suppress" or control for predictor
variance not related to the criterion variable(s) (Horst, 1941). Suppressor variables and
catalytic variables are similar in that they both effect a change in the weights assigned
other predictor variables when they enter the equation,



2. Variables that have been used experimentally but will not be used omration.allx.
For example, the Vocational Interest Career Examination (VOICE) has been administered
to Air Force personnel in conjunction with the Arined Services Vocational Aptitude
Battery (ASVAB). Although the VOICE variables are not used operationally, the
classification value of the ASVAB might be enhanced by using the VOICE scores as
catalytic variables. !

3. Some predictor variables may be very expensive. These variables may be -

collected on a sinall nuinber of subjects in conjunction with less expensive interactive
(operanonal) variables. The expensive variables can be used as catalytic variables to
enhance the operational variables, Therelore, cost of the expensive variables is
eliminated. A

CATALYTIC VARIABLE CONCEPT

Description of Available Inforination .

Assume that Inforination is avallable for perforinance (on the job or at a school) for
many individuals on mnany different jobs and that each person has per(ormed on one and
only one job, Also, assuine that the same predictor Infornation is available for all persons
and that all perforinance ineasures are in the sarne units.

Let

Y‘ s the obscrved perforinance of person | on Job | (I s 1, .4, |

d
’ : "IO“'DJ) Z jan

‘X’k » the observed value for interactive predictor variable k for person |
who has perforinance Y“ onjob ) (ks 1,0, K)

Cc s the observed value for potential Catalytu.“ predictor variable £ for
person | who has perlormanCe Y jon Job J (£ s 1,0 e, L)

U 2 & vector of Is with dimension I' + '2 too et IJ s N, the total nuinber

of individuals for whon criterion inforination has been obtained.

This inforingtion is shown in the arrays in Table 1.

“Cutul)‘uc variables will be more formally defined in a later section.
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Developing Prediction Equations From Interacting Variables
) _ :

To determine the least squares regression weights in the usual manner, these data can
be used to define the vectors (see Table 2) of N elements (N = I‘ B PRZERL IJ)z

Y . = avector containing the observed perforinance Yii'

u(j)

a vector with elements equal to'l if the correspondmg element of Y
involves job P O otherwise.

X(jk) = a vector with elements having a value for variable k if the corres-
ponding eleinent of Y is from job |, 0 otherwise.
E(I) = anerror vector,

“In this report, syimbols in parentheses following a capital letter aré used to distinguish
vectors (e.g., U()) (sce Table 2) is a vector with eleinents equal to | if the corresponding
element ol Y is [rom job j or equal to 0 otherwnsc; X(jk) Is a vector with eleinents equal to
the value for variable k if an element of Y is from job j or equal to 0 othcrwlsc; E(1) is an
error vector for Model 1).

The regression cquauon coefficients can be determined by solving for the coefici-
ents A‘, B‘ for jal, «. 4, ksl, ..., K in Model | shown below. J(K+l) regression
coefliclents are In the mnodel. ‘

Y AU ¢ By XD 4 B X312 ¢ 0uss B XUIK) ¢4 e B X(IK)
| + A,U(2) 4 B, X(21) + By X(22) 4 v v e By X(2K) ¢ 40 s By X(2K)
P e
’ A‘U(j) . B“X(j”-o BjZX(jZ) Yaea b BijUk) $aue ¢ B‘KXUK)

4 s

+ AJU(J)OB“X(J”.B X(JZ)#...+B X(Jk)+...0B X(JK)#E(I).

This single regression lﬁodel determines a prédiction equation for perforinance on
each job [romn infortnation on the predictor variables (X variables). However, the
regression equation for each diflerent job can be co:n;;uted separately since the vectors
dssocidted with cach job are orthogonal to the set of vectors associated with each and

every other job.

The regression coellicients can be displayed in the array shown in Table 3.
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Table 3

The Array of Regression Coefficients

A B
A ' B |
l |. ll BIZ " BlK
]
A, : B Boa v By
L] ‘ L ] L ] L I ) L]
[}
. | . . e .
]
L] l L L * 80 L)
|
Ay v By By, +or Byg

Using the Prediction Equations

After the prediction coefficients have been computed, they can be applied to the
predictor inforination for future groups of personnel to predict future perforinance for
each person on every job, The prediction equations should be applied to a set of people
whose data were not used to calculate the regression coefficients. This analysis indicates
the degree of confidence that should be placed In future predictors. Since Brogden (1955)
has shown that for any assigninent of people to jobs, the suin of the multiple regression
criterion estiinates equals the sum of the actual criterion scores, a further evaluation of
the prediction equations can Iinvolve comparison of the average perforinance estimates
with that perforinance fromn alternative assigninents,

Once we have confidence In the prediction equations, the regression coefficients can
be applied to 4 set of data obtained for a total of M subjects (see Table 4).

Let

U s acolunn vector of 1s of dimension M.

x
"

a matrix of predictor variables of dimmensions M by K.

A = acolumn vector of regression coefficients of ditnension J.



B = a matrix of regression coefficients of dimensions J by K,
. A" = the transposc of A,
B' = the transposc of B.

The data set could be new or the same sct upon which the prediction equation was

developed, in which case M = N = 1, + I'2 teauely

- "Table &

‘Pred’icte‘d Performance Arréy
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: | -
'
o
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| | | |
Par Pag wee Paaf = |1 Xy X e K 1P0Ba e By
]
] [ ] [ I I ] . [ ] ' [} L ] ¢ 00 ] [ ] [ B ) []
i
[} L] [ IR ) [] ] | [ ] ] [ . . [ ] L]
N ]
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Table 4 reprcsents the computation of the predicted score inatrix P of dimensions A
by J. The predicted perforinance array P can be input into an optiinization algorithin tc

assign persons to jobs to maximize total overall systein perforinance.



Interaction Between Predictor Infonnation and Jobs

It Is inportant to observe the characteristics of the predicted perforinance array, P.
It there Is "no-interaction" between the people and Jobs, then it makes no difference
which persons are assigned to which Jobs (Ward, 198)). "No-interaction" conditions
between people and jobs in the array, P, means that

i

Prt - Pm = Pst - Psu = V‘u (@ common value) for r=l, ... M=1; s=rel, ... M;

‘:l’ e e e ,J*l;U:t#l,-. ) ’J

This can be written as

Prt = P|'u v Vtu

and

Pst ? Psu ' vlu

But the conditions for "no-interaction” are equivalent to

Pt Py *Pryt Py

This indicates that the suin of the predicted perfoninance values will be the same for all
possible assigninents of people to jobs.

The conditions for "no-interaction" linply that the regression weights for the
correspondiny predictors could be identical across all Jobs (Ward, 1973, p. 143). 1t is very
Iinportant to recognize that even though the weights for the corresponding predictors
could be identical across all jobs and have the "no-interaction" conditions in P, it Is not
necessary that the corresponding weights be Identical. For if there Is linear dependence
among the predictor vectors for a particular job, then there could be an infinite set of

welghts that would produce the same predicted values for that particular job, It Is not
possible, In gencral, to estinate the "amount of interaction" by examining the differences
a'nong the corresponding regression coefficients across all jobs.

On the other hand, if the "no-interaction" conditipns are not true, it Is said that there
15 "interaction” between the people and the jobs. 1If there is a "large amount” ol
interaction, then it is iinportant to seek more optimal assigninents. In the presence ol
such interaction, randoin assignmments could result in extremely poor overall predicted

purforinance. The amount ol interaction can be investigated by immposing the restrictions



" of *no-interaction”. on the prediction systemms and examining the loss ol predictive
accuracy (ctror sum of squares) when using a single set of weights for all jobs. hnposing
the rcstrlcuons !or ”no-lntcractnon" will be dlscuswd in the lollowmg sccuon. |

!‘mz .“:_“r:_"“ * . 5t P . B

“ ‘No-interaction Situation

Assume that the "no-interaction" conditions are true for the predicted scores
obtained from Model 1. This would be the case if:

B 8

¥ R 7 W s § B |
Big = Byy =-v. =By, = B
Bik = By =eer =By = B
:'BIK "'EEBZK T TR "‘BJK”‘ s BK&

Since this Is never exactly true for real data, we can obtain soine indication of the
extent of Interaction by linposing these restrictions on Model | and obtain the restricted
no-interaction regression model, Model Irs

Ys . AU(I)OBX“I)OBX(lz)o.-.OBX(lk)O...OB X‘IK)
+ A U(Z)OB X(ZI)OB X(?Z)o...oﬂ X(ZR)O...OB X(2K)

4 v

¢ AiU(i) 0-81)((} 1) +'BZX(j2) Yoot 'BkX(}k) ¢ et BKX(jK)

4+ .o

+ AJU(J) + BIX(JI) + Bz)((JZ) tead BkX(Jk) aead BKX(JK) + E(Ir),

10



which can be simplified to

Y =

Letting

gives Model Ir

Y

If the sumn of

little) difference which people are assigned to which jobs,

AlUin); AU 4+ un. s AiU(i) e A,U0)
B,(X(11) + X(21) 4 0ee ¢ XGI ¢ 0ee o XQN)
B,(X(12) + X(22) + 4 o v 4 X(i2) 4+ ... + X(2)

Bk(X(Ik) + X(2K) ¢ oo ¢ X(K) ¢ o0 ¢+ X(IK)

oy
LA B )

BK(X(IK)_O X(2K) + ;_ cod X(_ik) ‘e _.‘0 X(IK)) + lE(.ll'). -

X() = XD ¢ XQ2D) ¢ 0ne o XGD 4000 XA
X(2) = X(12) + X(22) ¢ «ov 4 X(2) 4400 s XD

X(k) 2 (1K) + X(2K) ¢ oo ¢ X(K) 4 «e0 + X(IK)

X(K) & X(IK) + X(2K) 4+ o 0+ XGK) ¢+« + 4 XOK),

A,U() ;AZU(z) verer AUG 4L s AU)
By X(1) + B,X(2) + v uud BX(K) 440y s BX(K) 4 El0),

squares of the elements of restricted model error vector E(lr) s
significantly larger than the sum of squares of the error E(l), then Interaction exists.
However, if no interaction (or a “sinall amount” of Interaction) exists, It makes no (or

that the prediction welghts are Identical, the predicted scores will be:

Pl’t

P

su

ru

st

113

n

A‘oal xl‘l’BZXrZ"H’BKz(fK

AuoB )(“082)(s

I 2"'°°BKXSK

AU’B'X' OB

I 2Xr2’0000BerK

A('Bl XsloBZsto...oBKXsK.

To observe this, consider
assigning any two persons, r and s, to any two jobs, say t and u. Under the assurnptions



-:"(:}.’."ﬂ.ﬁ” IP,,,“:\ . Z'"?"

The total prcdictcd perlonnance of assigning person r to job iand person s to job u is

',a:.!’,

«.the same as assigning person rto job u and person s to job u

Pre Psu '"P‘ru * Py

A +A +B (X +X )4...03 (X 0XSK)=

AQA QB (X 0X )09.-08 (X .QXK.) ,

It is neCCSSny to have a |arge arnount oi interaction between pcople and jobs in order
for alternative assignmcnts to improvc the total prcdictcd performance. It is desirable to
have a prediction system that providcs ‘accurate perlormance prediction and maintains a
large amount of Interaction between people and Jobs. This observation leads to

consideration of catalytic variables.

Introducing Catalytic Varlables

In soine situations It Is possible to add new predictor information that will increase
the accuracy of perforinance prediction, and also Increase the amount of interaction
between people an& jobs. | However, requiring additional predictor Informmation can be
expensive, difficult, or In soine cases quite controversial. Therefore, it would be desirable
to add additional predictor information on a sinall sainple that would be required only for
ducloplncnt of the prcdiction equations. But the new Information would not be required
for future opcrational assigninent of people to ]obs. Predictor variables that increase
Iinteraction but ‘are not required for future operational use are referred to as catalytic
variables.

Catalytic variables were identified in the Introduction without definition. They are
shown In Table | and arc designated (as described above) bys

-ici { " the ‘obscrved vzilué for a"potcntial caia'lytic predictor variable ¢ for
person | who has perforimance Yil onjob (<L = 1,.., L)

We will augment Model | with the catalytic varlables, but require that the
coellicients associated with these variables be Identical across all jobs. New vectors can
be defined:

C(i€) = a vector with eleinents having a value for catalytic variable ¢ if the
person performed in job j; 0 otherwise.

12



Then, Model 2 can be writtcn as:

Y =

+

+

A u(l).a x(n).a xuzn....a x(lk)'....e K XUK)
A2U(a.) + 82|X(2') + Bsz(ZZ) L BFSFEIR ] 82RX(ZR) o000t BZKX(ZK)
AJUG) + By X(1) ¢ BipX(2) 4 o + B XK + - on o B X(K)
A;U0) + B, ‘((Jl) B 2\((32) Cenet aka(Jk) ‘oo 4By x(JK)
\VlC(ll) + W C(IZ)o...o w¢ C(lt)¢ ceet W C(lL)

WIC(ZI) + W C(22)00000 “t C(Z()ﬁ...ﬁ \ILC(ZL)

Thez e
a o

it

W CON » W,CHD 4 We Clie)eoons W, CliL)

w C(Jl) + W C(JZ)o.....o w ¢ C(:Z’f)lﬁé)o...ﬁ W C(JL)OE(Z),

Where W £ is the coelhcnent associated with catalyuc prednctor £ forall jobs s 1,...
3. Also, Model 2 can'be rewrlitten as: '

Ys

A'U(l)08“)(-(ll')¢Bl2X(l2)+...¢BlkX(lk)o...OB'KX(IK)
+ AZU(Z) + Bz'X(ZI) + 822)((22) teeet szX(Zk) Pooot B?KX(ZK)
+ o
L} AIU“)"B"X(“)OBiZX(,z) 4+ sae ¢ B X(l‘\) + o0 ¢ B

XKD

+ e

+ AJU(J) + BJ'X(JI) + BJZX(JZ) Yeea BJRX(JR) teesd BJKX(JK)
WOWCHD S C@D s  COD v cn)
. \\'Z(C(I2)4C(22)o oot C(G2) +...4C2)

+ )

+ \\(- (Cle) +CL2L) v e s CHL) v 0w e s CLL))

' \KL(C(IL) +C(2L) ¢+ ...+ C(L) ¢ ...+ C(IL)) + E(2).

13



'Dc(ine thc ncw vct. tors

4

N
13

i C(]) L m C(l l) + C(Zl) Yeood C(]Z) Y oeeed C(JZ)
c&) - CUL + €2 4.t s Ch v e s COE)
cw . clL C(2L) eent c(,L) boend C(JL)

Then Model 2 can be written as.

,r
RS A *

Y = o 5'"’\ U(l)oB X(ll)ﬁB X(lz)i...oB X(lk)o...+8 ,X(IK)
' + _"\ZU(?) 0 BZIX(N) 0 an(zz) EERR qsz(Zk) RERR BZICX(zK)

¢ ]

o *'fAlU(nfa x(n), B

RXUZ)4 .o ¢Bij(1k) IR B X()K)

+ 1-‘1 -

PR o

" A U(J)* B X(J')4 B X(Jz)"'. QB X(JR)OOOQQBJKX(JK)
+ “IC(I)’ WZC(Z)Q e + \V{ C(é) P e ¢ “LC(L) ] E(Z)'

There are now J(K+1)+L regression coelficlents to be computed. Notice that the new
vectors C(l), C(2),...,C(L) are not orthogonal to any of the vectors used in Model 1.
Therefore, the coinputational procedure for Model 2 Is inore cornplex than for Model 1.

The regression coeflicients can be applied froin Model 2 either to the data set fromn
which the coefficlents were derived or a new data set by augmenting the matrices X, A,
and B with the two mnatrices

C « & matrix of potcntial catalytic predictor variables designated as

C
in Table 1, i e
W = a matrix of regression coellicients of ditnension J by L with eleinents

defined as shown below in Table 3 (i.e., the rows are identical).
w! z  the transpose of W,

Then, a matrix of predicted values, Q, of dirnension M by J, can be obtained as shown
in Table 6.
14



Table 5

Regression Coefficients for Catalytic Variables

wl wz L ] “‘L

W= “l wz L B “'L
. -
_w'l oo wz * e “‘.l:-

Qbserving Predicted Scores From Model 2

Consider again assignlng' any two persons r and s to Jobs t and u.  Then, the four
predicted scores from Mode! 2 are: - o ‘

Q” s At'atlxr_l’BtZXrZ""'BthrK
4 WlCrl 4 chrz o0t wLCfL.

qu * Au ' Bulxll ' Buz";z Yoot BqusK
¢ \V'Csl + ch‘z LI -“'LC‘L’

qu [ ] Au08u|xr| ‘BuzxrzﬁoooﬁuqurK
O\V'C” 0W2Cr20...0WLCrL.

Q . A'OBNX

o1 +B X

sl 12 sZ""'BthsK

] \V|C"0W2C’2 LI 4 “'LCSL‘

It can be observed that the difference between the two suins resulting froin two

ditferent assiginnents, personr to Job t and s to Job u, and a second assigninent of, person.
r to Job u and s to Job t, is given by:

(Qrt ' qu) i} ‘Qru * Qst) :

(B x ‘B‘xr2’00008 x ’B X OB X L BRIy ’BUKXSK)

t17rl 2 tK.rK ul sl u2”s2

-(nulx” + Buzxrz Yoot BqurK’Bllxsl + B‘zxsz Yeood BthsK)'
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Table 6

Predicted Performance Array With Caﬁlytic Variables
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The difference between these two payoff scores is determined only by the Bs and the
Xs and thcre is no nced to usc thegA_,s. Ws, and Cs. The estimates of Bs in Model 2 were
made using the inforination from the catalytic variables, Cs. Therefore, It is not

necessary to know the values of Cs for making optimuin assigninents of mturc'groups of
people to jobs. '

The addition of the new predictors (Cs) will make the interaction between people and
jobs In the new array, Q, larger than the person-job interaction in the original array, P.
Greater person-job interaction will allow for greater dil(:rcntial assigninent potential. A
hypothetical example is presented in the next section to illustrate the effect of a
catalytic variable. |

A Hypothetical lllustration of a Catalytic Variable

Assuine that there are four jobs (1 = 4), one interactive predictor variable (K = 1), and

one catalytic predictor variable (L = 1). The data analysis might produce the following
results for Model |: B

Ys A' U(l) « B“ X (11)
+ Az U(2) + BZI X (21)
* A; U(d) + 83| X (31)
* A“ U(4) + B’dl X (41) « EQ1).

With nuinerical values for the As and Bs inserted, Model | becoines:

Y u(l) « .4 X (11)

6

SU(2) + .2 X (21)

Ju(l) + .3 X(31)

1 U(4) + .1 .X (41) + E(1).

+
+
+
This regression imodel can be represented graphically as shown in Figure 1.
Adding the catalytic predictor variable C(l) to the prediction systemn might result in

Model 2:

Y A UMD e B X (D )
‘A, U(z).02| X (21)
+ AJU(J).B3l X (31)
‘ Aqu(a) '8, X (41) + v, C(1) + E(2)

17



\\'nh numerical valucs for the As, Bs, and Wl Inserted, Modcl 2 becomes:

. Y:' 0U(l)0 1.1 X (11)
Lty B 2 e U(R2) e S8 X (21)
Sias t Cnenn t WU e i1 X (1)
) 05U(0)0 .lJX (‘ol)o]C(l)oE(Z)

_ The rebresslon model can be represen!ed graphicall), as shown in Figure 2, when the
vaIUe of C(l) = 0. All other graphical representations would differ from Figure 2 by the
amount 3 C(I).

. Now, consider the assignment of one person with an interactive predictor value of 2
. and a second person with an interactive predictor value of 8 to jobs | and 4 (Any other

combination of persons and jobs could have been considered.)

Using Model | gives the predictcd values:

" Job | o T Ioby

PersonwithX =2 P, =6(1)+.4(2) Py s 1(1)+.1(2)
H6() 448 Py, s 1) 408

" Person with X =8

Ps)

Then, conpare the predicted payoff suin obtained fromn assigning the person with X s 2 to
Job | and the person with X = 8 to Job 4 with the predicted payoff sum obtained fromn
assigning the person with X = 8 to Job | and the person with X & 2 to Job 4 Taking the
difference givest . . :

o (4(2) + ,1(8)) - (L4(8) + ,1(2))
] 00(2'8) - 0'(2"8)

s (o“‘ul) (2'8) ] ‘1080 .

804

Observe that the difference betwen the two sums (-1.8) Is determined only by the product
of the difference between the B's (.4 and .1) and the difference between the Xs (2 and 8).

Making the saine coinparison using Model 2 gives the predicted values:

Job | |  Job 4

Person with X = 2 P2l s 0(1) + 1.1(2) + 3 C(1,2) Pz,‘ s X1)+.4(2) ¢« 3C(1,2)

Person with X = 8 P8l s 0(1) + 1.1(8) + 3 C(1,8) P8¢o = X1) +.4(8) + 3C»,3)




Performance

Figure 1. Prediction equations using Model 1.
(Without Catalytic Variable)

- X (Interactive Variable)
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Then, comparison of the two suins gives the difference

(Py, + Pg,) - (Pg, + P,) = (0(1) + 1.1(2) + 3C(1,2) + X1) + +4(8) + 3C(1,8))
- (0(1) + 1.1(8) + 3 C(1,8) + X1) + .4(2) + 3 C(1,2))
= (1.0(2) + .4(8)) - (1.1(1,8) + .4(2))
z 1.1(2-8) - .4 (2-8)
= (1.1-.4) (2-8) = -4.2,

Again the difference between the two suins (-4.2) is deterinined only by the product of the
difference between the Bs (1.1 and .4) and the difference between the Xs (2 and 8). The
values of the catalytic weight ¥, = 3 and the catalytic values C(1) are not needed for the
comparison. The difference (-4.2) using Model 2 is larger absolute value than the
difference (-1.8) using Model |. Comparison of othér~di_l(crenccs‘ would lnqlcétc a
tendency for Model 2 differences to be larger than thérréofréspbndlr.\'g .dll‘ﬂererice.{ of Model
I. This would be true because the amount of interaction exhibited in Model 2 is greater
than the amount of interaction in Model 1. The comnparison of interactions In Model 2
(with) and Model 1 (without) potential catalytic predictors is dlsc‘ussedi Iéte_r.

In this hypothetical illustration, the Introduction of the catalytic variable has
increased the amount of person-Job interaction (and possibly significantly Increased
predictive accuracy). But having perforined 'lts‘catélytlc function, the catalytic variable
and Its regression weight are no longer re'\qulred to make optimal asslgmﬁen}ts that
maximize the sum of the predicted perforinance values. o

No-interaction Situation Using Catalytic Predictors

We can assuine no-interaction (i.e., the regression coefficient for each predictor
variable Is the same for all Jobs) and write the same restrictions as before:

Byy =Bz *+:. 2By =B

B 822 ..‘..BJZ.BZ

12 °

+ ] ¢ 08 L] »

Blk =sz =|GQ=BJk.Bk
BIK-BZK =...=BJK= BK

21
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oot oy

However. lmposmg these restmtuons on Model 2, we obtam Modcl 2r:

AR
'_.“ YS - A U(l)OB X(l')’B X(IZ)QQQOQB X('R)OcooOB X(|K)
+ AZU(Z) + B|X(2I) + 82X(2?) Yoot BkX(Zk) teoot BKX(ZI\)
T _
+ AUG)+ B X(1)+ BXG2) 4 Bk').(.(jk) vere s BXGK)
AU+ B X(N) ¢ ByXU32) 4 et v BLXOK) 44y ¢ B X(OK)
W e C(z).....w C(().....w LC(L) + E20)

“-‘_\A'Sunplufylng as belore we obtaln Model 2r:

(,;.A U(l)fA U(2)¢...0AU(|)0...¢A U(J)

)
"-‘wB X(l)oB X(Z)r..';QB X(k)+...+B X(K)

. 0 \l C(l)o\V C(Z)o...o\Ve C(t)ﬁ...ﬁw C(L)oE(Zr)

LM the sum, of squares of the elements of restricted model error vector E(2r) Is
, ‘ugnlllcantly larger than the sum of squares of the error vector E(2), Interaction exists, 1f
) ‘J_',more lnteracﬂon exists In Model 2 (when compared to, Model 2r) than exists In Model |
"‘(when compared to Model lr), the "potentlal" catalytic predictors may be truly called
'catalytlc.

oY

Comparing Models With and Without Catalytic Predictors

The catalytic ellect of predictors that have been added noninteractively to a

prediction systein can be Investigated by comnparing the error suin of squares froin the

2 52 L2

four models (1, Ir, 2, and 2r). Alternately, the squared imultiple correlations, R‘, R“. Rz.

R;r. fron the four inodels can be compared. In each of these inodels we have:
SSE, (sum of squares of error for Model 1) . N&:(I-Rf),
SSE, . (suin of squares of error for Model Ir) » NQ:(I-Rfr).

SSE2 (suin of squares of error for Model 2) = N&i(l-Rg). and

SSE,_(sum of squares of error for Model 2r) = N62(|_R2
r y 2r)-
22



Then, comnputing the differences

D, = SSE, -SSE, :Nﬂz(Rz-Rz

| Ir

2
)¢ SSE2 SSE z NG (R2 2r)

provides a basis for exa_mlmng the catalytic effect of additional predictors. D| Is the sum
of squares associated with interaction without potential catalytic predictors and D, is the

sum of squares associated with interaction in the presence of potential catalytic
predictors.

D

It Is necessary to devise ways to decide If the additional predictor variables have a
catalytic effect for di“erential classification of people to jobs. Observe that D2 is larger
than DI only when (R - K ) Is greater than (R 2) This means that when the
potential catalyuc varnables are added to the lnteractwe 1orm of the operational
variables, they inust increase the accuracy of prednctnon by a larger ainount than when

. they are added to the noninteractive form of the operational variables. Therefore, even |{
(R - R ) Is srgmhcantly Iarge (t.e., absolute predlcuon Is linproved with the addition of
the catalyuc variables), there could be a decrease In person-]ob Interaction when the
potential catalytic variables are added (See Horst (1954, 1955 for discussion of
di{ferential vs absolute predncuon) In this case, there would be less reason to consider
using the addmonal varlables In the catalytlc lorm. On the other hand, If D2 Is larger
than DI (and (R - R ) Is greater than (R er)) we can say that there |Is an Increase In
the amount of interactlon with the lncluslon of the catalytic variables. In such a case we
would want to use additional variables In catalytic forin,

It Is possible to Introduce consideration of a super prediction model (Model S) and Its
squared multiple correlation, Rg. This model allows for the Investigation of the Increase
In predictive accuracy and Interaction when the potential catulytic variables (Cs) are
allowed to have different weights across all jobs (i.e., to join the Xs) Other comnparisons
among the squared inultiple correlations (Rf. Rfr. R2 Rg, RS) might be helpful in
making decisions about the proper role of the potential catalyuc variables. For exarnples

- 1D, isnuch larger then D, (indicating Increased interaction), and

i R; is inuch larger than Rf (indicating an Increase in predictive accuracy), and

- i ltg, is insignificantly larger than Rg, then we might conclude that the

variables would perforin very well using only their additive, catalytic forn
(Model 2).

2)



Further study and expcrlcnce Is necded to develop descriptive, statistical, and
: prdctlcal methods ol decisnon-maklng about catalytic effects,

APPLICATION OF THE CATALYTIC VARIABLE CONCEPT

The procedure for introducing catalytic predictor variables will be illustrated with
+ data from the mllltary. The first example invblves four jobs, one interactive variable
‘»(apmude test) and four potential catalyuc variables. :

. I N S SR & T4 ST R :

l

Description of the Information from Example |

. Ylj = Performance measure of individual i on job }:
There are 300 Individuals from each ]ob providing a total of 2000 Individuals.

R l‘xik s the obscrved lnteractwe predlctor (apmude test scorc) for Individual
‘ " i'who has perlormance Yu on job j. (With one interactive variable,
Gt ' P or SIS k'l.) : . : PR

TUEN PR N

‘ the observed value !or otentlal catalytlc redictor varlablc < for
’ it Y . P P
N i person : who h{as peflormance Yu on ]ob | (£el, 2, 3, 4).

h (ln the example, each catalytlc varlable ls a mutually excluslve, categorlcal blnary-coded
" predlctor varlable.)

(§) s a vector' of Is with ¢l'neﬁslon 2000.

The examnple data would appear as displayed in Table 7.

vgevekloplng Prediction Equations from the Interacting Variable

For the example, the least squares regresslon welghts can be dctennlned in the usual
manner by defining the predlctor vectorss '

Y = & vector containing the observed perforinance Ylj with N = 2000
eleinents.

u(j) + | ilanelement of Y is fromn job j; or 0 otherwise, ) = 1, 2, 3, 4

X(jk) = anability test value if anelement of Y is froin job j; or 0 otherwise,

E(1) = anerror vector.

24



Table 7

Observed Information for Example |

Performance " Interactive Catalytic
Data Predictor Predictors
Y, v, Pk iCiL
) i ,
| 2 3 4 i 2 3 4
55 - - - | 32 10 0 0
63 - - - | 63 .0 0 0 |
(1,250 82 - - - 2 1 0 0 0
- 6 - - i 49 0 O | 0
- 69 - - i 66 0 | 0 0
(1300 - 72 - - ] Y o 0 o0 1
: - . 62 - | 53 0 | 0 0
- - 93 - | » _ 0 | 0 0
(1ye300 - - 8 - 1 62 o 0 0 0
- . -9 | 34 0 0 0 |
- - - 76 | 47 l 0 0 0
(l“dOO) - - - 82 i » 0 0 0 |
(N«2000)

Notice that the - in the Yn array indicates unknown performance Information, since each

person berlorms in one and only one job. However, the 0 values for the mutually exclusive
categorial variables represent nonmembership in the particular category.
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e "'Thén the regression coefficients can be determmined by solving for the regression
oelhclcnts AI' AZ' A,, A,‘, B“, le, Bll' B“ in regression Model |I. Observe that K =
e’ thls ‘example, since there is only one interactive predictor variable." Model 1 (for

example) is: |

Y= AUN+B xan
S e u@ +By X (21)

‘ = DR R A3 u(ld) + By X (}l)

| o AL UL B' '*-’x (41) « EQ).

As lndlcated previously, this smgle regresslon model detcrmmes a predtcuon equation

lor perlormance on each of the four lobs Howcver, the regresslon cquation for each job

- can be computed separately since the vectors associated with each job are orthogonal to

“the set of vectors aésocia;cd with the other three jobs, The vectors'are illustrated in
- Table 8.

: Table 8 ‘
Vectors for Deterinining the Regression Coef{icients for Example |

Yoooum o oxan oo u@ o ox2n o u XOD U X(41)
85, 1 32 0 0’ 0 0 0 (

63 { 65 0 0 0 0 0 (

82 l 2 0 0 0 0 0 ‘

" 0 0 | 9 0 0 0 )

69 0 0 | 66 0 0 0

72 0 0 | 38 0 0 0 '

62 0 0 0 0 | 3 0

93 0 0 0 0 O ® 0

87 0 0 0 0 { 62 0

43 0 0 0 0 0 0 |

76 0 0 0 0 0 0 |

32 0 0 0 0 0 0 i

~N
[}



The regression coefficients can be displayed as shown In Table 9.

Using the Prediction Equations for Exampie |

The prediction equations can be used to determine the predicted performance of each
of M persons on each of the four ]o‘bs.'= The predicted performance matrix P of dimension
M by 4 is computed by the matrix multiplication as shown In Table 10.

The predicted performance arréy P can be put into an optimization algorithm to
assign persons to jobs to maximize total system performance. In the example shown,
there are only four jobs rcprcsentcd and M people. Usually, there are job quotas for each
job such that the sum of the job quotas Is equal or very nearly equal to the total number
of people to be assigned (M In this case).

Interaction Between Predictor Information !ability test measure) and Jobs

As mentioned above, If there Is no Interaction between persons and jobs, we would
havet

Byy=By 2By sB, =B,

Since this Is never exactly true for any real data, sorne Indication of the extent of
interaction can be obtained by Imposing the restrictions indicated above and solving the
restricted no-interaction regression model, Model Irs

Y s AlU(”OBlX(“)
* AZU(Z) + BlX(Zl)
+ AJUU) + BlX(Jl)
+ A"U(‘J) * BlX(‘Jl) * E(Ir).

which can be simplified to

Y= AlU(I) + AZU(Z) + AJU(J) + A“U(Q)

' Bl(X(I 1+ X(21) + X(31) + X(41)) + E(lr).
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. ..Table 9
The Array of Regression
Coefficients for
Example |
[ A B
Al »Byy
Ay B3y
R Y By
B E S 9_
Table 10
Predicted Performance Array for Example |
@ EERt i w. e *’-—- '  —
: " o]
l A'
P . U i X (1x4)
. ‘ . v
(Mx4) (Mx1) " (Mx1) -
'
' B’
: (1x4)
- oo
- — — o — —
P 2 Py Py e Xy Ab A 3 Ay
|
Pai P22 Pay Py ' | %21 Trttostoscsmeceree
[] L] L] : *
' ' S T Biy By n By
: — e
P P
MI '
! M2 "M ML __I " XM...L




Letting X(1) = X(11) + X(21) + X(31) + X(41) give Model Ir:

Yoz AU « AyU(2) + AU + A UGW) + B X(L) + Eir).

If the sum of squares of the elements of restricted model error vector E(lr) is
“significantly" (statistically and/or practically) larger than the suin of squares of the error
vector E(l) (Rfr smaller than R'z), then Interaction exists. If Interaction is not indicated,
individuals can be assigned (e.g., arbitrarily or randomly) to any Job without affecting
total predicted perfonnance, ' |

SR

Introducing Catalytic Variables et Lot

Catalytic variables were defined earlier as predictor variables that Increase Interac-
tion between people characteristics (i.e., interacting variables) and Jobs, but are not

required for future operational use (i.e,, do not Interact themselves with Jobs) to optimally
classify people into jobs. . R R B :

In our example, Model | will be augmented with four catalytic predictor variables.
However, as indicated earlier, the regression coefficients associated with each of these
four catalytic predictor variables must be the same for all four Jobs. There should be no
Interaction between catalytic predictor variables and Jobs.

Then, four catalytic predictor vectors can be defined in our example.

C(1) s a vector for catalytic variable 1, which, in the example, is a binary-
coded predictor having a value of | If the observation comes from the
first inutually exclusive category and 0 otherwise.

C(2) 2 a vector for catalytic variable, 2 which, in the example, Is a binary-
coded predictor having a value of | If the observation coines the
second inutually exclusive category from and 0 otherwise.

C(3)) = a vector for catalytic variable 3, which Is defined similar to C(1) and
C(2).

C(4) = a vector for catalytic variable 4, which is defined similar to C(l),
C(2), and C(2).
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.Th.:cn. the final forin of regression Model 2 above can be written as:
Y= AlU(l) +B) X(11)
4 AU@) 4By X(21)
G 4 A U(3)+ B, X(3|)
+ A U(‘o) oB X(Ol)
- W, J U+ w c(z). w ,C0) ‘ w JC) + E(2)

The preductor vectors C(l), C(2), C(J), and C(") are generally not orthogonal to the
other vectors. Therefore, the computational procedure for Model 2 is inore complex than
for Model I. It is inportant to note that the least squares estimates of the values for A,

A Ay A “. le, BJI’ and BOI are not generally the same in Models | and 2. After

, ,,\;.solv._lng for ‘thc coefficients in Model 2, the predicted perforinance matrix Q of dimension
;.. M by .4 fromn the matrix imultiplication, as shown in Table 11, can be obtained.

SRRV L TS R T A

No-interaction Between Predictor Information and Jobs Using Catalytic Predictors

... ...The hypothesis of no-lntcractlon can be investigated as before by assuining in Model 2
th&" L M . L " L . b

B“ .82] 1531 IB"I IBl

and lmposing these restrictions obtain the restricted model, Model 2r:.

Yo A U 4B, XUD

<+

A, U(2) + B X(21)

<+

AJ u(d) + B, x(31)

<+

Aa U(4) + Bl x(ul)

<+

\|/| C(l) + \VZ'C(2) + W,C()) v W, C(4) + E(2r).

As before, if the suin of squares of the elemnents of restricted inodel error vector
E(2r) Is "significantly” (statistically and/or practically) larger than the suin of squares of
the error vector E(2) (Rgr sinaller than Rg), then it can be concluded that interaction
exists. If inore interaction exists in Model 2 (when conpared to Model 2r) than exists in
Model | (when compared to Model Ir), the "potential" catalytic predictors can be truly
called catalytic.
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Table 11

Predicted Perforimance Array With Catalytlic Variables for Example 1

X

‘ : | ! — =
Q = (VR i C A
(Mx4) (Mx1) | (MxD) ) (Mx@)] | (Ix4)
Bl
% (1x4)
w!
(4x4)
|
Q2 Qi Q[ X 1€y G2 G Gy [{A A2 A A
i ) ‘ .
2t Q2 Q3 Q| XaCa a2 G Calfloece SRLLLEXL
[ ]
‘ . . ol e . . ‘ o
. . . . . :a :0 . . » ?!l .8.2).-8.’1..?'{'
. . . :. .. . . . -
|
Qi Qmz Qs e (it S Cmz Cms CudfYe Y e Y
Vo W W W
Wy Wy Wy W,
W, W, W, W,

Comparing Interactions With and Without Catalytic Predictogs for Examples

As Indicated above, the catalytic elfect of predictors that have been added
noninteractively to a prediction systein can be investigated by comparing the error sum
- of squares fromn the four models (I, Ir, 2, 2r).

For the exarnple | data with N = 2000 we obtained: .
232 2,2
D,-D, = Nay((ilz-Rzr)-(RlaR“))

D,-D,

Néi((. 1930-.178 9)-(.1832-.170 )

NG: (.0018) = 2000 65 (.0618).
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" The fact that DZ'DI is greater than zero indicates that soine catalytic effect is duc
_to_the tour predictors C(1), C(2), C(3), and C(4). Also, the incrcase in absolute predictive
accuracy (Rg - Rf) is statistically slgnllica_nt. Other inforination would be required to
decide if the‘catalytic variables are practically useful.

A second randoin sample of 2000 sub]ects was chosen and the analysis was repeated.
The dlllerence from Sample 2 was: -

a2 2
NEXR - 29 RI-r2))

~
—
¥

~
-—
"

NB (16491 339)-(1 71-.1471)

Na2 (.0010) = 200062 (.0010). -

The second sample also indlcates statisticall; significant increase in absolute
pfcdiction, and an increase in ‘the amount of lnteractlon (D2 greater than D ) This
suggests the possiblllty of using the catalytlc variables.

H

‘Example of Noncatalytic Effects . o S

* Example 2 has been chosen to Illustrate potential" catalytic variables that result in
fdecrease in interaction and, therelore, become noncatalytic variables. This example
consists of ghrec Jobs, one interactive variable (aptitude test) and 2 potential catalytic
fvariables. There are a total of 7043 people in the exainple, 2317 subjects froin job 1, 1836
ilub]ects fromn Job 2, and 2890 subjects fromn job 3.

For this exainple we can compute the difference between the interaction suin of
squares without and with potential catalytic varlables:

2 402 o2 2 ,2
D,-D,s Nay (R3-R5) - (B'-R")) |

D,- D, Naj((.asw-.;sza) - (.338%.3349)

D,-D

2
.- D" Nay(-.om 2)

70«363 (-.0012).
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The negative value of D,-D, Indicates that there is a decrease In person-job
interaction (differential prediction) when the potential catalytic variables are added.
However, there is a statistically significant increase in absolute predictive accuracy. It

would be doubtful that the addntion of the catalytic variables would be of practical value
In this case, ' "

Catalytic Effects in Operational Situations

The actual catalytic effect in an opefatlonal situation depends on the particular set
of people and Jobs under consideration. The predicted scores P (without potential
catalytic predictors) and the predicted scores Q (with potential catalytic predictors)
should be coinputed for a paxrtlcular set of people and Jobs. The interaction suin of
squares for the P matrix (designated Dp) can be comparcc_i with the interaction sum of
squares for the Q inatrix (designated D ) in the same inanner as above, As before, it is

suggested that, if Dq is larger than Dp' then, for this particular set of people and lobs, the
additional predictor variables have a catalyuc elfect.

As the Interaction between people and jobs increases, it becomes more important to
assign the "right person to the right job."

CONCLUSIONS

If there is no Interaction between people characteristics and jobs in the prediction of
Job performance, then it makes no difference in overall systein perforinance which people
are assigned to which jobs. To lincrease Interaction (and, therefore, differential
ass'lgnment potential), it Is usually necessary to add new variables to the operational
variables in the prediction system. The addition of new variables can be costly, tiine
- consuming, and frequently controversial. The approach described herein suggests adding
predictor variables in a noninteractive way to the operational (interacting) predictors to
increase the possibility of inore interaction between people and jobs. If these additional
noninteractive variables can Increase interaction, they are called catalytic variables.
Catalytic variables (which enter the prediction systemn In an additive way) are not

required for use in the assigninent of people to jobs to maximize overall system
performance.
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The statistical and practical significance of the catalytic effects approach should be
' '-m,j..v;‘t‘ggi‘q‘q to develop guidelines for making cost-benelit decisions about the use of catalytic

.._variables, :

~ To gain inore knowledge about the catalytic process, dats already collected for
people, jobs, and potential catalytic variables should be studied.

Data sets involving perforinance ineasures requiring a wide variety of attributes, and

a large nuinber of dilferent jobs should be used to maximize the prospects‘ of finding

catalytic predictors.
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SUMMARY

Organizations have a fundaimental problen of placing personnel into jobs to maximize
expected performance. Whether or not placing people In specific jobs re'ally makes a
dutlerence ln overall expected system pcrlormance depcnds on the interaction of people
' characterlstlcs with jobs. 1t is desirable to increase the Interaction of the people
characteristics, as ineasured by predictor tests, with the jobs.

The purpose of this e“ort Is to suggest a procedure tor uslng one set ol perlonnance
predictor variables in a sunple nonlnteractlve way to enhance the dlllerentral clas-
sification potentlal (person-job interaction) of a set of operatlonal predlctor variables.
The noninteractwe variables are required only in determlnatlon of the regression
coefficients for the operational predictors, but are not required for operational use in
future differential classification actions.

Separate equations are developed to predict performance on each job, The equations
are deterrnlned so that the welghts for the operatlonal predlctors are allowed (it
necessary) to vary across the various jobs. However, one J‘set of predtctors (the potential
catalytic varlables) Is requlred to have the same regression welghts across all jobs
(nonlnteractive) If this noninteractive set of predlctors can Increase the amount of
. person-job Interaction in the new predicted performance values, then the potential for
inproved assigninent has been increased. These noninteractive varlables are called
catalytic.

Since catalytic varlables are used in prediction systeins in a noninteractive way, they
are not required for future use in the classification system., Therefore, this procedure will
allow personnel classification systein developers to use a set of catalytic predictors to
enhance the differential classification potential of a set of operational (interactive)
predictors, but not require these catalytic predictors for future classification. I
catalytic varlables can be found, savings in time and inoney might be possible with little
loss in classification effectiveness of the operational predictors.

Thi_S approach should be applied to prediction situations in which data are alrcady

available and It is desirable to enhance the classification effectiveness of a set of

operational predictors without requiring the operational use of the catalytic variables.

36





