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INTRODUCTION 

Placing personnel Into Jobs to maximize expec.ted performance 1 of the organization is 
a basic problem In large organizations, The solution to this problem requires prediction of 
the expected performance of each person on each job, These estimates are frequently 
obtained by developing a separate·perfonnance prediction system for each job category. 

The predictors In these aeparate systems consist of information about each person 
(e.g., age, aptitude acores, Interests, experience). After the predictions are made for 
each person on every possible job, It Is desirable to assign each person to a job to 
maximize opected future performance, This can be accomplished by one 'of sever<1I 
available computing algorithms (Langley, Kennington, & Shetty, 197'1), 

If It ii necess.ary to use different 1011 of prediction weights to make accurate 
predictions for the various Jobs then there Is Interaction among the people and Jobs, and It 
Is Import.Ant to pay careful attention to the aulgnment2 procesa, However, If It Is 
possible to predict performance accurately using the same ael of weights for all Jobs, then 
all possible aulgnrnenlS of personnel to Jobs will yield the aame overall average 
performance. 

The hnporwnce of Interaction between people and Jobs h.1s been described by Ward 
( 198 3) . Recognition of the slgnl flcance of lnterdctlon In the predicted payoff array 
hlghlighh the fact that a constant can be added (or subtracted) from any row or column 
of the person-job predicced payoff array wilhout changing the particular configuration of 
assignments ol persons to jobs which maxlml2es the pooff, 

I we make no distinclion among productivity, payoff, and performance.
2 Assignment refers lo a general class of personnel aclions that Includes classification

lnlo altern.tti11e career fields or job types, assignment to 'specific job position or locacion, 
and other actions such as rot.1tion frorn one billet to another, 



By recognizing that the.prediction equations can consist of two types ol terrns--those
that represent the interaction of per�,ns with jobs and those that are additive--we can 
refer to one set of predictor variables as Interactive variables and the other as additive 
(or noninteractivc) variables. Since the noninteractive variable terms can be removed 
frorn the operational prediction equations without limiting the assignment process, there 
is no requirement to have these variables available in calculating predicted payoffs for 
the optimal assignment of people to jobs. These nonlnteractive variables are required 
only to develop the prediction equations In conjunction with the interactive variables, 
When noninteractive variables increase the amount of interaction (i.e., differential 
classification potential) of the interactive terms we refer to these noninteractive 
variable$ as catalytic variables. 3 Catalytic variables are needed only to develop the
weights to be used by the interactive variables, but are not required for ma_klng optimal 
assignments of people to jobs. Therefore, variables can be considered as 
potential catal)·tic variables when there is reason to believe that, when they are added to 
the prediction system In a nonlnteractlve way, they may Increase predictive accuracy and 
Increase the person-job Interaction and that there Is good reason to consider eliminating 
thern from the operational prediction equations. Candidates for catalytic var.iables ares 

I, Variables that have been used operationally but must be eliminated because time 
Is not available to collect the varlable1, For example, If It Is necessary to reduce testing 
time for the ASVAB, It mlsht be possible to use some 1ubtests as catalytic variables for 
the others without loss of classification effectlveneu, Theae catalytic 1ubte1ts would be 
used In a noninteractive way to determine the weights for the Interactive (or operational) 
aubtests. The cat11lytlc aubtests would not be required for operational administration to 
new appllcar1ts. 

3The lnter11ction by which we differentiate catalytic variables from Interactive
variables Is between predictor variables and Jobs (i.e., of variables represented in II let ol 
regression equations to predict perlorrnance in aeveral Jobs, those having aimllar wei�hh 
for the dilferent Jobs are catalytlc1 those having different weights for the dll ferent Jobs 
are lnter11cting), This lntcm1ction Is contrasted with that occurring In the case ol 
moderator variables where the Interaction Is between 1ets ol predictor v.iriables (i.e., the 
weights assigned to one set ol predictors are a function ol the values for the other set of 
vuriables (moderator) (Sandt-rs, 19 X,). Suppressor variables, on the other hand, are 
variables which are not thernscl'lcs significantly correlated with the criterion (job) 
variables, but which arc significantly correlated with ottier predictor variables which are 
correlated with the criterion. These variables then "suppress" or control for predictor 
'larlance not related to the criterion variable(s) (Horst, 1941). Suppres!.Or variables and 
catalytic variables are similar in that they both effect a change In the weights assigned 
other predictor variables when they enter the equation. 
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2. VariJbles that have been UM"d e,.periment,lll)· but will not be used operation.illy,
For example, the Vocational Interest Career Examination (VOICE) has been adminis tered 
to Air Force personnel In conjunction with the Armed Services Vocational Aptitude 
B.ittery (ASVAB). Although the VOICE variables are not used operationally, the 
classification value of the ASVAB might be enhanced by usins the VOICE scores as 
catalytic variables. 

3. S.)111e predictor variables ma)· be ver)· expensive. These variables mar be
collected on a small number of subjects In conjunction_ with less e�pensive interactive 
(operational) variables. The expensive variables can be used as catalytic variables to 
enhance the operational variables, Therefore, cost of the expensive variables Is 
e lim ina ted. 

CAT ALYTIC VARIABLE CONCEPT 

Description of Available Information 

Assume that Information Is available for performance (on the job or at a school) for 
many Individuals on many different jobs and that each person has performed on one and 
only one job, Also, auurne that the same predictor infonnation Is available for all persons 
and that all performance measures are In the wrne unlu. 

Let 

u 

■ the obs1:rved perfonnance of person I on job j (l ■ J , •• ,, lj and
j ■ I,. , ., J), 

■ the ob�crved value for Interactive predictor variable k for person I
who has performance Ylj on job j (k ■ I,, • ,, K).

thl' obscrvcd valuc for potential Catalytic lj predictor variable 1. for
person I who hilS performance Y ij on job I ( i ■ I, .• ,, L),

• a vector of Is with dimension 11 + 1
2 

+,, ,+ IJ • N, the total number
ol ind1viduah for who,n criterion information has been obtained.

Thi� inforinJtiori h shown in the arrays in Table I. 

"catal) 11,: vJriJblcs will be more formally ddined in a later section. 
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Developing Prediction Eq'uations From Interacting Variables 
} 

To determine the least squares regression weights In the usual manner, these data can 
be used to define the vectors (see Table 2) of N elements (N" 11 + 12 •· •. + 13)1

V " a vector containing the observed perfonnance V ij"

U(j) = a vector with elements equal to I if the corresponding element of Y 
inv.:>lves job j, 0 otherwise. 

X(jk) = a vector with elements having a value for variable k If the corres-
ponding element of V is from job J, 0 otherwise. 

E(J) = an err.:>r vector. 

• In this report, symbols in parentheses following a capital letter are used to distinguish
vectors (e.g., U(j) (see Table 2) is a vector with elements equal to I if the corresponding 
element of V Is from Jo� j or equal to O otherwise; X(jk) is a vector with elements equal to 
the value for variable k if an element of V Is from job j or equal to O otherwise; E(J) Is an 
error vector for Model I). 

The regression equation coefficients can be determined by solving for the coeffici-
ents A1, Bjk for J•I,,, ,,J, k•I,,, ,, K In Model I shown below, J(K+I) regression
coefficients are in the model. 

Y • AIU(I) • B11X(ll) t B12X(l2) t,,, + a,kx(lk) +,,, + a,KX(IK)

+ A2U(2) • B21X(2I) • B22X(22) •,., + B2kX(2k) t,,, t B2KX(2K)

♦ • • •

♦ • • •

This sini�ic regression model determines a prediction equation for performance on 
each job fro111 infortrtation on the predictor variables (X variables). However, the 
rei;rc�sion cqu..ition for� different job can be computed sep<1rately since the vectors 
as�ci..ited with each job are orthoi;onal to the set of vectors associated with each and 
every other job. 

The rci;rcssion coefficients Cun be displayed in the array shown in Table 3 . 

.5 



.. 

y 

Y(Jobll 

-----------

(7\ Y(Job2) 

-----------

Y(JobJ) 

&· 

Tab1e2 __ ;i 
Vectors for Determining the Regression_ Co-.mcients 

U(l) X(ll) .•• X(lK)
° 

U(2) X(21) :-•• X(2K) U(J) __ X(Jl) ••. X(JK) 

1 
I I t t 

: : 0 :o ... 0 l
I f I I 
I I 

• t • • • • • I 
I I I I 

: X(Job 1) : . : • • • • • :

0 0 0 

: 1Xik , ! . : . . . . . . : . . 
1 : : 0 : 0 ... ' 0 : ,_ : 0 l O ••• 0 

----�----------i----i---------------i------�-----i-------------

0 :o ... 0-:1 : : :o  :o ... 0 
I I I I I I 

0 

I I t I f I 
1 • ••• • I • I I I •  I 

: . . . . . : . : X(Job 2) : • • • : • : 
: . . . . . : . : 2Xn, : : • : 
:o ... 0 :1 :  : :o :o 0
1 t t I I t 

----...--------------•r••---,----•••••••-----,••••••r•••••,•••••-•••••••••• 

I I I I I I 

: . : - : . ; : • : 
I • I I I I 
I • t •  I • 1 ••• 1 • I 
I I I I I f 

• I • l • t • I 1 •  1 • 

----.;..---------i--�-------------�------J-----�----------------

0: o ... o: o :o ... o :  :1 : 
I I I I I I 

0 

:- ... • : •  : ·  ••• • :·•• i · :
I I I I I I 
. . ... · · · · · ... . , , .  , 
I I I t I I 
• • ••• • • • • • ••• • • • • t 

:o ... o:o :o ... o :  :1 : 
I I I I I I 
I I I I I I 

Each ftdDr hu 11 elements 

11 

X(JobJ) 
JXUt 



A 

Table 3 

The Array of Regression Coefficients 

B 

Using the Prediction Equations 

At 1er the prediction coefflcienu have been computed, they can be applied to the 

predictor Information for future groups of personnel to predict future performance for 

each peuon on every job, The prediction equations should be applied to a set of people 

whose data were not UICd to calculate the regrenion coefliclenu, This analysis Indicates 

the degree of confidence that Ihould be placed In future predictors. Since Brogden (19,.5) 

h.u shown that for any 11ulgnmenl of people lo jobs, the ,um of the multiple regression

criterion e11ilna1u equals the &um of the actual criterion scores, a further evaluation of

the prediction equ.ttlons can Involve comparison of the average performance estimates

with that performance from alternative aulgnmenu,

Once we have confidence In the pre die tion equation1, the regression coelllclents can 

be applied to a set of dJtJ obtained for a total of M subjects (see Table 4). 

Lei 

U • a column vector of Is of di111em1on M. 

X a matrix of predictor variJbles ol dimensions Mb)' K. 

A a colu111n vector of rei;rcssion cot!ll1cienh ol dimension J. 
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B " a matrix of regression coefficients of dimensions] b)· K. 

A' " the transpose of A, 

B' .. the transpose of B. 

The data set could be new or the same set upon which the prediction equation was 

developed, In which case M = N = 11 + 12 + , , , + IJ'

Table 4 

·Predicted Performance Arra)'

p. u X 

(Mi.:J) (Mxl) (MxK) 

• 

. . . 

PMJ

A' 

B' 

(Kxl) 

. . .

Table 4 reprcsenh the co111putation of the predicted score matrix P of di111emio11s �' 

b)' J, The predicted perfor111ance array P can be Input into an opti,niution algorithm 1, 

assign persons to jobs to rnaxi111ize total overall syste111 perlorir,a11ce. 
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lntc-raction Bctwt'en Prc-dictor lnfonnation and Jobs 

It Is Important to observe- the characteristics of the predicted performance array, P. 
II there Is "no-interaction" between the people and jobs, then It makes no difference 
11,hich persons are assigned to which jobs (Ward, 1983). "No-interaction" conditions 
between people and jobs in the array, P, means that 

P - P = P - P = V1u (a common value) for r=I, ••• M-1; s=r+I, ••• ,M; rt ru st su 
t=I, ••• ,J-1; u:t+I, •.• ,J

This can be writ ten as 

and 

p U = P,u + V tu
But the conditions for "no-interaction" are equivalent to 

prt + psu •Pru + pst 
This Indicates that the 1urn of the predicted perlonnance values will be the same for all 
p,)sslble aulgnmenu of people to jobs. 

The conditions for "no-Interaction" lrnply that the regrenlon weights for the 
correspondin� predictors could be Identical acrou all jobs (W1ard, 197 l, p. I i.l), It Is very 
Import.Int to rc:coi;nize th.st even though the weighh for the corresponding predictors 
c->uld be Identical across all jobs and have the "no-lnterdctlon" conditions In P, It b not 
necessary that the corresponding weights be Identical. For II there Is linear dependence 
among the predictor vectors for a partlculu job, then there could be an Infinite 1et of 
v,eli:hh that would produce the samt predicted values for that particul.sr job. It Is not 
possible, In general, to estimate the "amount of lnter.tction" by examining the differences 
a•noni: the corrt•spondin& regreulon coefficients across all jobs. 

On the other hdnd, ii the "no-interaction" condit1pns are not true, It Is said that there 
1s "mtcrJct1on" between the people and the jobs. II there h a "large amount" of 
int<:rnct1on, then it is irnportdnl to seek more opti111al assignments. In the presence of 
s,Jch interJction, rJnd.i111 as�ign111ents could result In extremely poor overall predicted 
p•HforinJnce. Th<' a111ount of intcrJct,on can be investig.ited by imposing the restrictions 
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of "no-Interaction" on the prediction systems and examining the loss ol predictive 

accuracy (error sum of squares) when using a si,ngle set of weights for all jobs. ltnposing

the restrictions for "no-Interaction" will be discussed in the following section. 

t N�interaction Situation 
'.'. :,v ; 

Assume that the "no-interaction" conditions are true for the predicted scores 

obtained from Model I, This would be the case if: 

81k " 82k
• . . . • 8Jk

• Bk

. . .

. . . 

. . .

BlK .• '' 82K . . . . • B JK • B
,._

,

Since this is never exactly true for real data, we can obtain so1M indication of the 

extent of Interaction by Imposing these reatrlctlons on Model I and obtain the reatrlcted 

no-Interaction regression model, Model Ira 

V • "1U(I) • s,x(I I)+ BzX(l2) ♦
1

, , ,  + BkX(lk) +, •• • BKX(IK)

• AzU(2) • BI X(2 I) • s'zX(22) • , , , • BkX(2k) • , , , • BK X(2K)

♦
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which can be simplified to 

Y = A1U(l) + A2U(2) +,,. + AjU(j) + ••• + AJU(J)

Letting 

+ B1(X(ll)+X(2I)+ •• , +X(jl)+,,. + X(JI))

+ BiX(l 2) + X(22) + , •• + X(j2) +

♦ 

+ Bk(X(I k) + X(2k) + , , • + X(jk) +

♦ 

+ X(J 2))

+ X(Jk))

+ BK (X(I K) + X(2K) + • , • + X(jK) + ••• ·• X(JK)) + E(l r).

X(I): X(II)+ X(21)+ 

X(2) = X(l2) + X(22) + 

+ X(JI) +, •• + X(JI)

+ X(j2) + ••• + X(J2).

X(k) : (I k) + X(2k) + , , , + X(jk) + •• , + X(Jk) 

X(K) • X(I K) + X(2K) + , , , + X(jK) + , , , + X(JK), 

give, Model Ir 

Y • A1U(I) + A2U(2) +,,, + AjU(j) +,,, + AJU(J)

+ B1X(I) + B2X(2) +,,, + 6
1,;
X(k) +,,, + BKX(K) + E(lr).

If the 1um ol squ.:irc:s ol the elements ol rc:stric led model error vector E(I r) is 
1ignilic1nlly larger than the aum ol squares ol the error E(I), then Interaction ulsu. 
However, II no lnlerc1ctlon (or a "amall amount" ol Interaction) ul111, It makes no (or 
little) dillerence which people are aulgned lo which jobs, To observe this, consider 
usignlng any two penon,, r and s, to any two jobs, uy t and u, Under the assumptions 
that the prediction welghh are Identical, the predicted scores will be: 

prt • At• Bl Xrl + 62 Xr2 • ''' • 6K �rK

psu Au• Bl X,I • 62 Xs2 ••.'•BK XsK

Pru I\• 81 Xrl • 82 Xr2 +'''+BK XrK

P,t At• Bl Xsl + 62 Xs2 +.•.•BK XsK'

11 



. , ,, The total predict�d perfonnance of assigning person r. to job t and person s to job u is 
• , the same as assigning person r to job u and person s to job t:

At + Au + 81 (Xr l  + Xs l) + ''' + 8K (XrK + XsK) =

At + Au + 81 (Xr l  + Xs l) + ''.' + BK.(XrK t. XsK).

It is necessary to have a large amount of interaction between people and jobs in order 
for alternative assignments to impro�e the total predicted performance. It is desirable to 

j 
C 

, ' ' f . 
l� � 1 , 't I ; •� :- • t • 

have a prediction system that provides accurate performance prediction and maintains a 
large amount of Interaction between people and jobs. This observation leads to 
consideration of c.italytic variables. 

In some 1it.uatlons It b posslb,le to add new predictor Information that will Increase 
the accuracy of performance prediction, and also Increase the amount of Interaction 
between people and jobs, However, requiring additional predictor Information can be 
expensive, difficult, or in sorne·cases quite controversial, Therefore, It would be desirable 
to add additional predictor Information on a small sample that would be required only for 
de,eloprnent of the prediction equation,. But the new. lnf�rmation would not be required 
for future operational auignrnent of people to Jobs. Predictor variables that increase 
Interaction but are not required for future operational use are referred to as catalytic 
vulables, 

Catalytic variables were Identified In the Introduction without definition, They are 
ahown In Table I and are designated (u deacrlbed ab0>1e) by1 

■ the obscr-1ed value lor a potential catalytic predictor variable l for
person I who has performance Y ii on Job J (-l • I, , , ., L),

\\'e will augment Model I with the catalytic variables, but require that thl' 
coefficients associated with these variables be Identical across all jobs, New vectors can 
be delined: 

C(j() a vector with elements having a value for catillytic variable l II tht· 
person performed in job j; 0 otherwise. 
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Then , Model 2 can be writte n as: 

Y = A1U(l) • B1 I X(I I)+ B12X(l2) + ••• + B1kX(lk) + ••• + B1KX{IK)

+ A2UW • B21 X(2 I) + B22X(22) + , •• + B2kX(2k) + ••• + B2K X(2K)

♦ 

♦ 

♦ 

♦ 

♦ 

♦ 

♦ 

♦ 

AJU(J) + BJIX(JI} • BJ2X(J2) • ••• + BJkX{Jk) • ••• + BJKX(JK)

\\' I C(I I) 

w1C(2 1 ) 

w
1
c(itl 

w1C(JJ)

' 
' ! • 

+ W 2C(l 2) • ••• + W/.C(Ji.)+,,,+ \\'L C(IL)

+ W2C(22) +,,. + \\'iC(2,')+,,,+ \\' L C(2L)

• W 2C(j2) + , , , + \\' i C(j i) + , , , + \\ L C(1L)

+ w2C(J2) •,,, + W l C(J l) + ... + \\' L C(JL) + E(2),

\\'here W < i!i the coefficient anociated with catalytic predictor .i for all jobs j • I, ••• , 
J, Aho, Model 2 Ciln be rewritten as: 

Y • A1U(I) + B11X(I I)• B12X(12) + ••• + BlkX(lk) +,,, + B11�X(JK)

, '' \: •:P
J,"l�'•t I' �:! >,, 

--":. 
• � 

,,.�•. • ' I - " 

+ A 2U(2) + B21 X(2I) + B22X(22) + , •• + B2kX(2k) + ••• + BzK X(2K)

• AJU(J) • BJ1X(ll) • BJ2X(l2) •,,. • BJkX(Jk) +,., • BJKX(JK)

• \\' 1(C(I I)+ C(21) •,,, • C(1I) • .•• + C(JI))

\\'2(C(l2) + C(22) •,,. + C(j2) + •• ,
.•CO2))

• \l t (Cle ) • C(2 t) • ... • C(J () • , .• • C{J i ))

\l L (C(J L) • C(2L) • •.• • C(Jl) • , .• • C(JL)) + E(2).

13 
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I 

De fine the new vcc tors 
(, 

C(l) = C(II) • C(21) • ••• • C(j2) • ••• • C(J2) 

C(,l) = C(l.l)+C(2i)+ •. ,+C(jt1 )+, •• +C(Jl) 

C(L) = C(I L) + C(2L) + , • , + C(jL) + , , , + C(JL). 

Then Model 2 can be writ ten as: 
\ \ w . 

Y = 'A1U(I) • 811X(l I)• 812X(12) +, •• + 811,X(l k) • ••• + 811,X(IK)

• ,l\2U(2) • 821 X(2 I) • 822X(22) • ••• • 82kX(2k) • , • , • 821� X(2K)

'♦ 

♦ 

+ AJU(J) • BJIX(JI) + BJ2X(J2) +.,,, t BJkX(Jk) +,,, + BJKX(JK)

+ \\' 1C(I) + W 2C(2) + , , , + W
,e 

C(i) t , , • • \\L C(L) • E(2),

There are now J(K+l)+L regrculo� coelllclenh to be computed. Notice that the new 
vecton C(I), C(2),,, ,,C(L) arc !l21 orthogonal to an)' of the vector1 used in Model I, 
Therefore, the co1npu1.1tional procedure for Model 2 l1 more coinplu than for Model I, 

The regreulon coelliclents can be applied  from tiodel 2 either to the data set froin 
which the coelliclenu were derived or a new data set by aug111entln& the m.itrlcu X, A, 
and B with the two matrlc;u 

C ■ a rnatrl• of potential catalytic predictor varl.iblc\ design.sled as 
1
ci, 

ln Table I, 

\\' • a matrix of regreuion coellicienh ol di1nension J b)' L with eleinents 
drd1ned a� shown below in Table ) (1.e,, the rows arc identical).

W' • the transpose of W.

Then, a rn.stri• of predicted values, Q, of dimension \1 by J, can be obt.iined ,n shown 
in Table 6. 



Table } 

Regression Co efficients f or Catalytic Variables 

\\' L 

"' 
L 

"' 
L 

Obserl/ing Prt'dic ted Scores From Model 2 

Consider aga in assign ing any two persons r and s to jobs t and u. Then, the four 
predicted scores from Model 2 are: 

Qrt • At• B11Xrl + 8t2Xr2 • ''' + 8tK XrK

• w t crl • w2cr2 • • • • • wL crL'

Q,u • Au• 8u1X 1I + 8u2X 12 + ''' + 8uKXsK

+ w 1c11• w2c,2 •••• • "'L c,L'

Qru • '\ • 8u1Xr1 • 8u2Xr2 + '·' + 0uKXrK

+ W I c, I + W 2 Cr2 + ' ' ' + W L CrL'

Q,, 
■ A, + Btl x,I + Bt2X,2 +,,, + B,K x,K

+ w1 c,1+W 2C,2 + ''' • \\'L Csl'
It can be obserl/ed that the difference between the two sums resulting from two 

d1Uere11t asslg111nenls, person r to job t and s to job u, 11nd a second assigntnent of, person 
r to job u and s to job t, Is gi.,en by: 

(Qr,• Qsu) • (Qru + Qst) • 

(lltl Xrl + Bt2Xr2 + ''' + 8tK XrK•8ul Xsl + 8u2 Xs2 + ''' + 8uK XsK) 

-(1\ul Xrl • 8u2 Xr2 + ''' + 8uK XrK•811 Xsl + 8t2Xs2 +' '' + 8tK XsK).
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�acted Performance Array With Catalytic Variables
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.I 

I 
l1 XMl I 

I 

X 
{MIK) 

C 
(MIL)

' 
-

Xl2 •
•• 

XIK-: Cll
� I .· 

X
22 

••• x2K : c21
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The difference between these two payoff scores is determined only by the Bs and the 

Xs and there is no need to use the As, Ws, and Cs. The estimates of Bs In Model 2 were 

made usini; the Information from the catalytic variables, Cs. Therefore, It is not 

necessary to know the values of Cs for makini; optimum assignments of future groups of 

people to jobs. 

The addition of the new predictors (Cs) will make the interaction between people and 

jobs in the new array, Q, larger than the person-job interaction In the original array, P. 

Greater person-job interaction will allow for greater differential assignment potential. A 

hypothetical example is presented In the next section to Illustrate the effect of a 

catalytic variable. 

A Hypothetical Illustration of a Catalytic Variable 

Assume th;it there are four job's (J = Ii), one interactive predictor variable (K = I), and 

one catalytic predictor variable (L = I). The data analysis might produce the following 

results for Model II 

Y • A I U( I) + BI I X ( 11)

+ A2 U(2) + a21 X (21)

+ A3 U()) + a31 X (ll )

+ A
li 

U(li) • B
lil X (Iii)+ E(I),

\\'Ith numerical v11lues for the As and Ba Inser ted, Model I bccomcrn 

Y • 6 U( I) + , Ii X (11) 
+ ,u(2) + ,2 X (21)
+ l U(l) + • 3 X ()I)
+ I U(4) • ,I X (Iii)+ E(I).

This regreuio11 ,11odel can be represented gr.iphically as shown In Figure I, 

Addin& the cat.tlytlc predictor variable C(I) to the prediction system might result In 

Model 21 

Y a A I U( I) + B II X ( 11)

A.2 U(2) + B21 X (21) 
+ A.3 U(J) + B31 X 01)

+ A.4 U(4) + B41 X (41) +WI C(I) + E(2)

17 



'/'11,'l'ith numc-rical valuc-s for thc- As, Bs, and WI insertc-d, Model 2 becomes:

Ys 0U(I)+ 1.l X (II) 
n,'t+2U(2) + �8X(2I) 

,,,,,,. , ,}, +, 4 U(.3) + , .I X 01)
+ .SU(4) + .4 X (!fl) + ) C(l) + E(2). 

L 
... ,The regression model can be represented graphical!)', as 1hown In Figure 2, when the 

valu� of C(l) : 0. All other graphical representations would differ from Figure 2 by the 
amount ) C(l).

Now, consider the assignment of one perJon with an interactive predictor value of 2 
, and a second person with an interactiv� predictor value of a. to jobs I and 4, (An)' other 
combination of i>c:rsons and jobs could have been considered.) 

Using Model I gives the predicted values: 

Job I Job 4 

Pe.rson with X = 2 P21 = 6(1) + ,4(2) P24 • 1(1) + ,1(2)

Person with X ■8 P84 ■ l(I) + ,1(8)

Then, compare the predicted payoff sum obtained from aulgning the penon with X • 2 to 
Job I and the person with X • 8 to Job 4 with the predicted payoff sum obtained from 
assigning the person with X • 8 to Job I and the person with X • 2 to Job 4, Taking the 
difference gives• 

• (6(1) + ,4(2) + 1(1) + ,1(8)) • (6(1) + ,4(8) + 1(1) + ,1(2))
■ U(2) + , 1(8)) • <.4(8) + , I (2)) 
• , 11(2-8) • • I (2-8)
• (, 4-, I) (2-8) • • l ,a,

Observe that the difference betwen the two sums (-1,S) ls determined only by the product 
of the difference betw,en the B's (,Ii and ,I) and the difference between tht' X\ (2 and&), 

Making the 1arr1t' comparison using Model 2 glvea the predlc ted va luc-11 

Job I Job 4 

Person with X ■ 2 P21 • O(I) + 1,1(2) + 3 C(l,2) P211 • .5(1) + ,11(2)  + 3 C(l,2)

Person with X • 8 P81 
• O(l) + l,l(S) + 3 C(l,8) P84 

s .5(1) + ,4(8) + 3 C(l,8)

18 
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Then, comparis-,n of the two sums gives the difference 

= (O(I) • 1.1(2) • .3 C(l,2) • -'(I)• ,4(8) + .3 C(l,8)) 
• (0(1) • l , l (S) • .3 C(l,S) •-'(I)♦ ,4(2) • l C(l,2))

" (1,1(2) • ,4(S)) - (1,1(1,8) • ,4(2))
= 1, 1(2-8) • ,4 (2-8)
" (1.1-.4) (2-8) = -1/,2,

Again the difference between the two sums (-4.2) is determined only by the product of the 
difference between the B� (I. I and .4) and the difference between the Xs (2 and 8). The 
values of the catalytic weight I' 1 = .3 and the catalytic values C(I) are not needed for the
comparison. The difference (-4.2) using Model 2 is larger absolute value than the 
difference (-1,8) using Model I, Comparison of other differences would Indicate a 
tendency for Model 2 differences to be larger than the corresponding differences of Model 
I. This would be true because the amount of interaction exhibited in Model 2 is greater
than the amount of interaction In Model I, The comparison of interactions In Model 2
(with) and Model I (without) potential catalytic predictors is discussed later.

In thi, hypothetical lllu,tration, the Introduction of the catalytic variable has 
Increased the amount of person-Job Interaction (and possibly significantly Increased 
predictive accuracy). But having performed Its ·catalytic function, the catalytic variable 
and its regression weight are no longer required to make optimal assignmen'ts that 
maximize the sum of the predicted performance values. 

No-interaction Situation Using Catalyllc Predictors 

We can assume no-interaction (i,e,, the regression coefficient for each predictor 
variable Is the &.1me for all Jobs) and write the same restrictions as before1 

B 11 • B 21 • ' ' ' • BJ I • BI 
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However, Imposing these restrictions on Model 2, we obtain Modl"I 2r: 
,,il 

' ' 

, Y • .A1U(l) + B1X(l l )  + B2X(l 2) +.,. + BkX(l k) + ••• + BKX(I K)

+ A2U(2) • B1X(21) + B2X(22) + ••• + BkX(2k) + ••• + BKX(2K)

♦ • • •

♦ 

+ A3U(J) + B1X(Jl) + B2X(J2) + •• , + BkX(Jk) + •• , + BKX(JK)

+ \\' 1C(I) + \\'2C(2) +.,.+Wt, C(t) +;., + WL C(L) + E(2r)

• Simplif ylng a� before we obtain Model 2r:

Y • �1U(I ) � A2U(2) +,. �.• AIU(j) •.,. + A3U(J) 

+ ,B1X(I ) + B2X(2) +,,, + BkX(k) +,., + BKX(K)

+ "\ C( I )  + W 2C(2) + •• •• + W l c(-l ) + ••• + \\' L C(L) + E(2r).

If the sum of Jquares of the elem.e.nts of restricted model. error vector E(2r) Is 
, 1 1ignlf lf��tly:1�/ger 1 th.an th� �I.Im of 1quare1 of the erro,r vector E(2), Interaction exists, If

more lnterac;:Uon exists In Mo�el 2 (when compared to. Model 2r) .than ulsts In Model I 
,,·, , , ., l• 11' , , • • •  • • 

.(when compared. to Model Ir), the .'.'potential" catalytic predictors may be truly called 
' ,}\' 

\ 

catalytic. 

Comparing Models \\'Ith and Without Catalytic Predictors 

The catalytic ellect of predictors that have been added nonlnter1ctlvely to a 
prediction 1Jystem un be lnvcatigated by comparing the error ,um of 1quare1 from the 
four models (I , Ir, 2, and 2r). Alternately, the 1quared multiple c:orrelo1tlons, Rf, Rt, R�, 
R �r' from the four models can be compared, In each of these models we h11..,e1 

• 2 2 SSE 1 (sum of squares of error for Model I) • N&y(I-R 1 ),

82 2 SSElr (sum of squares of error for Model Ir)• N y(l•R1r),

SSE2 (sum of squares of error for Model 2) z N�(I-R �), and 

SSE2, (sum of squares of error for Model 2r) = N<,2(1-R 2 
Y 2r),

22 



Then, computin& the differences 
2 2 2 D1 = SSE1r-SSE1 "Nt\,(R1-Rlr)
2 2 2 D2 = SSE2r-SSE2 = N8y(R2-R2r)

provides a basis for examinin& the catalytic effect ol additional predicton, D1 Is the sum
ol squares associated with interaction without potential catalytic predictors and D2 is the
sum ol squares associated with interaction in the presence ol potential catalytic 
predictors. 

It Is necessary to devise ways to decide II the additional predictor variables have a 
catalytic eflect lor dillerential classification of people to jobs, Observe that 02 is larger 
than DI only w_hen (R� - 1--.�) Is greater than (R�r - R:r), This means that when the
potential catalytic variables are added to the Interactive form of the operational. . , 
variables, they must lncreo1sc the accuracy ol prediction b)· a larger amount than when 

. they are added to the noninteractive form of the operational variables. Therelore, even If 
(R� - R :, Is significantly large (i.e., absolut� prediction Is ltnproved with the addition of 
the catalytic variables), there could be a decre�_se In person-job Interaction when the 
potential catalytic variables are added (See Horst (19,1/1 19,.5) for discussion of 
differential vs absolute prediction), In this case, there would be less reason to consider 

' '  ' . ' 

using the additional variables In the catalytic form, On the other hand, If 02 Is larger 
than DI (and (R� • R:) Is greater than (R�r • R:r)) we can aay that there Is an Increase In 
the amount ol lnterc1ctlon with the Inclusion of the catalytic variables. In such a cue we 
would want to use additional variables In catalytic form. 

It Is possible to Introduce consideration of a super prediction model (Model S) and Its 
squared multiple correlation, R�. This model allows for the Investigation of the Increase 
In predictive accurucy and Interaction when the potential catalytic variables (Cs) are 
allowed to have dlllerent welghu across all jobs (i.e., to join the Xs), Other comparisons 
arnons the squared multiple correlations (Rf, R:r' R�, R�r• R�) might be helplul in
making decisions about the proper role of the potential catalytic variables. For example, 

II D2 is much larger then o1 (indicating Increased Interaction), and

if R� is much larger than R� (indicating an Increase in predictive accuracy), and 

ii I{�, is insignilicantly larger than R�, then we might conclude that the 
v;iriahlcs would perform very well using only their additive, catalytic lorm 
(Model 2). 

2) 



Further stud)' and experience Is needed to dc-velop descriptive, st.,tistkal, and 
.,, ' . 

practical methods of decision-making about catalytic effects. 

APPLICATION OF THE CATALYTIC VARIABLE CONCEPT 

The procedure for introducing catalytic predictor variables will be Illustrated with 
data from the military. The f.irst example Involves four jobs, one interactive variable 

, (aptitude test) and four potential catalytic variables. 

Description of the Information from Example I 

Y lj • Performance measure of Individual i on Job j:

There arci ,00 Individuals from each job providing a total of 2000 Individuals. 

• the observed int�ractive
1 

predictor (aptitude test �core) for individual
'
, 

{ who has performa�c� Y lj on Job j. (With one interactive v�riable,
k■I,) 

I ''l. J' 1 ,; '.- '·i\ ! 

■ the observed value for potential catalytic predictor variable -1.' for
:_;1' · r'. 1 ·, t. , ,. ,' ,h ."· � , ·'. , ' ·,, 

r,:rson l w�?;�r.' �r�ormance Y II 
on job I (i. ,, 2, ,, If).

I' · ,,,� ,.- �"i' .11'.•;1 '(:,�·-· '' 1 .i'. •, / •' , 11, '. 

(In the e,cample, each catalytic variable Is a mutually ucluslve, categorlcal, binary-coded 
piedlctor variable.) 

U • a vector of h with dimension 2000.

The e,cample data would appear as dlsplayed In Table 7, 

Developing Prediction Equations frorn the Interacting Variable 

For the e,cample, the least square1 regression weights can be determined In the u,ual 
manner by defining the predictor vectom 

Y • a vector containing the observed performance Y 11
. with N • 2000

elements. 

U(j) • I II an element of Y Is from job j; or O otherwise, j • I ,  2, 3, 4.

X(jk) • an ability test value II an element ol Y is lrorn job j; or O otherwise.

E(l) = an error vector. 
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Table 7 

Observed Information for Example l 
, ... 

. : ,, ......... ·.�--\ 

Performance Interactive Catalytic 
Data Predictor Predicton 

yij
u

i J
Xik

,
C1.L

2 3 " 2 3 " 

" 1 32 1 0 0 0 
63 1 6' 0 0 0 l 

o 
1. ,oo> 82 '2 1 0 0 0 

"' 0 0 I 0 
69 66 0 1 0 0 

·, 

. . 
(1

2
• ,oo) 72 I 38 0 0 0 l 

62 1 " 0 1 0 0 
'3 1 :,, 0 1 0 0 

• • • • . • 
u
,
- ,oo> 87 1 62 0 0 0 0 

I If) 1 '" 0 0 0 I 
76 I ,,, I 0 0 0 

. • • • 
u

,,
. ,oo> 82 :,, 0 0 0 I 

(N�2O00) 

Notice 
.
that the • In the V 

ll 
array lndlcatea unknown performance Information, 1lnce each 

person performs In one and only one job. However, the O values for the mutually exclusive 
categorlal variables represent nonmembershlp In the particular category. 



Then the regression coellicients can be determined by solving lor the regr<'ssion 

coelliclents .a.1, .a. 2, .a.3, .a.,., 811,021, s31, 8 ,.1 In regression Model I. Observe that K =
I invthis· example, since there Is only one Interactive predictor variable, Model I (for 
exa,nple) Is: 

Y = A I U(I) + 8 II X (11) 

+ A2 U(2) + 821 X (21)

+ A 3 U(3) + B31 X (31)

+ A If U( 4) + B If I' X ( If I) + E(I ).

As Indicated previously, this single regression model determines a prediction equation 
;, < • •v - " . � 

lor perlormance on each of the four jobs. However, the regression equation lor each job 
can be computed separately since the vectors associated with each job are orthogonal to 

• the set of vectors associated with the other three jobs. The vectors'are lllus1rated in
· Table 8,

y 

" 
6) 

. ' 

82 

"6 
69 

72 

62 

9) 

87 

4) 

76 

82 

Table 8 
Vectors for Determining the Regreulon Coefficients for Example I 

U(I) 

0 
0 

0 

0 
0 

0 

0 
0 

0 

X(l I) 

)2 

6) 

. 

,2 

0 
0 

0 

0 
0 

0 

0 
0 

0 

U(2) 

0 
0 

0 

0 
0 

0 

0 
0 

0 

• X(2 I)

0 
0 

0 

lf9 
66 

.

38 

0 
0 

0 

0 
0 

0 

26 

U()) 

0 
0 

0 

0 
0 

0 

0 
0 

0 

X(31) 

0 
0 

.

0 

0 
0 

0 

H 
'9 

62 

0 
0 

0 

U(4) 

0 
0 

0 

0 
0 

0 

0 
·O

0 

X(41) 



The regression coefficients can be displayed as shown In Table 9. 

Using the Prediction Equations for Example I 

The prediction equations can be used to determine the predicted performance of each 

of M persons on each of the four j�bs. The predicted performance matrix P of dimension 

M by I/ is computed by the matrix multiplication as shown In Table 10. 

The predicted performance array P can be put into an optimization algorithm to 

assign persons to jobs to maximize total system perfllrmance. In the example shown, 

there are only four jobs represented and M people. Usually, there are job quotas for each 

job such that the sum of the job quotas Is equal or very nearly equal to the total number 

of people to be assigned (M In this case). 

Interaction Between Predictor Information (ability test measure) and Jobs 

A-. mentioned above, If there Is no Interaction between persons and jobs, we would 

have1 

Since this Is never uactly true for any real data, some Indication of the utent of 

interaction can be obtained by Imposing the restrictions indicated above and 1ol¥ing the 

restricted no-Interaction regreuion model, Model lr1 

V■ A1U(l)+B1X(II)

• A2U(2) • B1X(2I)

• A3UO) • B1XOI )

+ A4U(4) + B1X(4I) • E(lr)
1

which can be simplified to 

\': A1U(l) + A2U(2) + A3
U(3) + A4U(4)

• B
1
(X(l 1) + X(21) + X(ll) + X(4 1)) + E(lr). 
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Predicted Performance Array for EKample I 
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x,, A
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letting X(l ) = X(l I)• X(2I) • XOI) • X(lfl ) give Model lri 

II the sum of squares of the elements of restricted model error vector E(lr) ls 
"significantly" (statistically and/or practically) larger than the sum of squares of the error 
vector E(l )  (R: r smaller than R :>, then interaction exists. If ,Interaction is not indicated,
individuals can be assigned (e.g., arbitrarily or randomly) to any job without affecting 
t>ltal predicted perfonnance, 

Introducing Catalytic Variables 

Catalytic variables were defined earlier as predictor variables that Increase Interac
tion between people characteristics (i.e., interacting variables) and jobs, but are not 
required for future operational use (i.e., do not Interact themselves with jobs) to optimally 
classif)• people into jobs. 

In our example, Model l will be augmented with four catalytic predictor variables. 
However, as indicated earlier, the regression coefficients associated with each of these 
four catalytic predictor variables must be the aame for all four jobs. There shouJd be no 
Interaction between catalytic predictor variables and jobs. 

Then, four catalytic predictor vecton can be defined In our example, 

C(I) ■ 1 vector for catalytic variable 1, which, In the example, ls a binary-
coded predictor having a value of I If the observation comes from the 
first mutually exclusive category and O otherwise. 

C(2) ■ a vector for catalytic variable, 2 which, In the example, ls a binary-
coded predictor having a value of I If the observation comes the 
second mutually exclusive Ciltegory from and O otherwise. 

C(3) = a vector for catalytic variable ), which Is defined similar to C(I) and 
C(2). 

C(ti) = a vector for catalytic variable ti, which ls defined similar to C(I), 
C(2), and C(3). 
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Then, the final fonn of regression Model 2 above can be written as: 

Y" A1U(I ) + 811 X(I I)

+ A2U(2) + s21 X(2I)

+ A3U(3) + s31 X()I)

+ A4U(4) + s41 X(4I)

+ W 1C(I) + 
.
\\' /(2) + \\' 3c0l + \\' 4C(4) + E(2).

The predictor vectors C(I), C(2), C()), and C(4) are generally not orthogonal to the 
other vectors. Therefore, the computational procedure for Model 2 is more comple>< than 
for Model I, It Is Important to note that the least squares estimates of the values for A1,
A2, A3, A4, s11, s21, B31, and B41 are filU generally the same In Models I and 2. After

,1• sol'llng for the coefficienu In Model 2, the predicted performance matri>< Q of dimension 
M b)' .4 from the ma trill multiplication, as shown in Table 111 c1tn be obtained, 

No-Interaction Between Predictor Information and Jobs Using Catalytic Predictors 

The hypothesis of no-Interaction c:an be lnvestlga ted as before by assuming In Model 2 
thats , .. 

and Imposing these restrictions obtain the restricted model, Model 2ri. 

Y ■ A1 U(I ) + B1 X(II)

+ A2 U(2) + B1 X(21)

+ A� U(l) + B1 XOI)

+ A4 U(4) + B1 XW)

+ WI C(l ) + W 2 C(2) + W
.) 

C(l) + W 4 C(4) + E(2r).

As before, If the sum of squares of the elements of restricted model error vector 

E(2r) Is "slgnlllcantly" (statistically and/or practically) larger than the sum of squares of 

the error vector E(2) (R�r smaller than R�), then It can be concluded that interaction

e><lsts. If more Interaction e><ists in Model 2 (when compared to Model 2r) than exists In 

Model I (when compared to Model Ir), the "potential" catalytic predictors can be truly 

called catalytic. 
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Table 11 

Predicted Performance Array With Catalytic Variables for Example I 

��I)

I 

(M�� 
Q : 

I 
X A' I 

(Mx4) I (Mxl) (I x4) 
I 

B' 
,0 x4) 

W' 
(4x4) 

I A I A
2 

A3 A 4QII Ql2 QI) QI 4 x11, c11 Cl 2 
c

l3 
Cl4

I 

Q2 1 Q22 Q2) Q24 X21 .: C
2I �22 

c
2J c24 . ... . .. . . . .. ... 

I• 

�i1- .�2J_ �n. �,,_. 
. . I •

I• 
I 

Qf\11 QM2 QM) QM4 XMl:cMI CM2 
CM3 

CM4 WI WI 
·WI WI

w2 w
2 

W
2 

w2
W3 W3 w

., 
w

., 

w 4 W4 w
,, 

w
,, 

Co,�p.1rlng Interactions With and WHhout Catalytic Predictors for Examples 

As Indicated abo'le1 the catalytic elfect of predictors that ha'le been added 
nonintcr.icli'lely to a prediction system can be IMesllgatcd by comparing the error sum 
of squares from the four models (I, Ir, 2, 2r). 

For the ex.:imple I data with N • 2000 we obtained: 

• N�2((1t2-R 2 ). (R2-R2 ))
y 2 2r I Ir 

No2((. I 9 30-.17 8 )).(.18 32-.17 0 ))) 
y 

No2 (.0018) = 200082 (.0018).
y y 
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The fact that D
2
-o1 Is greater than zero Indicates that some catalytic ellect Is due

.. to,,the lour predictors C(I), C(2), C(3), and C(4). Also, the Increase in absolute predktivc
accuracy (R� • R�) ls statistically signllicant. Other Information would be required to
decide II the catalytic variables are practically useful.

A second random sample of 2000 subjects was chosen and the analysis was repeated.
The difference from Sample 2 was:·

... 2 2 2 2 2 Dz-DI = Nay((Rz-Rzr) • (R,-R1r))

. 
Dz-D1 = N82 ((.1649-.t,39)�(.tm-.i471))

y 

• N8; (.0010) " 2000 �: (,0010). •

The second sample also indicates statistical!)' significant increase In absolute
pr�dictlon, an'd an Increase in tlie amount ol Interaction (D

2 
greater than D 1). This

suggests the possibility ol using the catalytic variables. 

�xample of Noncatalytic Effects ·'

Example 2 has been chosen to Illustrate "potential" catalytic variables that result In
, 

,l , ,. 

'decrease In Interaction and, therefore, become noncatalytlc variables. This eJCample
consists of three jobs, one Interactive variable (aptitude teat) and 2 potential catalytic
varlablu, There arc a total of 7043 people In the uample, 2)17 aubjects from job 11 1836
1ubjectt frorn job 2, and 2890 subjects from job),

For this uample we can compute the difference between the Interaction 1u1n of
aquares without and with potential catalytic varlablesi

�2 2 2 2 2 o2 • o1 • No
y 

((R2-R2r) • (R1-R1r))

o
2 • D1 • N8:((,3647-.3623) • (.'38).,3349)

o2 • D1 • N8;(-,0012)

= 704382 (-.0012).
y 
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Thl' "egative value of D2-o 1 Indicates that there b a decrease In person-Job

interaction (differential prediction) when the potential catalytic variables are added. 
However, there is a statistically significant increase in absolute predictive accuracy. It 

would be doubtful that' the addition of the catalytic variables would be of practical value 
In this case, 

Catalytic Effects in Operational Situaiions 

The actual catalytic effect In an operational situation depends on the particular set 

of people and Jobs under consideration. The predicted scores P (without potential 
catalytic predictors) and the predicted scores Q (with potential catalytic predictors) 

should be computed for a particular set of people and jobs. The Interaction sum of 

squares for the P matrix (designated D
P
) can be compared with the Interaction sum of 

squares for the Q m<1trix (designated D
q
) In the same manner as above, As before, It is 

suggeued that, if Dq is larger than D , then, for this particular set of people and Jobs, thep 
additional predictor variables have a catalytic effect. 

As the Interaction between people and jobs increues, It becomes more lmpor�nt to 
assign the "right person to the right Job," 

CONCLUSIONS 

II there Is no lnter.iction between people characteristics and Jobs In the prediction of 
job performance, then It makes no difference In overall system performance which people 
are auigned to which jobs. To Increase Interaction (and, therefore, differential 
aulgnrnent potential), it Is usually necesS.lry to add new variables to the operational 

v.1riables in the prediction system. The addition of new variables can be costly, time 
consuming, and frequently controversial, The approach described herein suggests adding 

predictor variables in a noninteractive way lo the operational (Interacting) predictors to 
increase the possibility of more Interaction between people and jobs. II these additional 

noninterdctive v,uiable� can Increase Interaction; they are called catalytic variables. 
Catal)·tic vMiablcs (which enter the prediction system In an additive way) are !l2.! 
required for use in the assignment of people to jobs to mhimize overall system 
performance. 
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The statistical and practical significance of the catalytic effects appro.ich should be 

.,. studied to develop guidelines for making cost-benefit declsiom about the use of catalytic 
t·i. � '� ., • ;t,-,. ' , • . .,, • . • ' 

• . 

variables. 

To gain ,1,nore "knowledge about the catalytic process, datJ already c_ollec ted for

people, jobs, and potential catalytic variables should be studied. 

Data sets involving performance measures requiring a wide variety of at tributes, and 

a large number or different jobs should be used to maximize the prospects of finding 

catalytic predictors. 
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SUMMARY 

Organizations have a fundamental problem of placing personnel Into jobs to maximize 
expected performance. \\'hether or not placing people in spec.Ilic jobs really makes a
dillerence In, overall expected system performance depends on the interaction of people
characteristics with jobs. '1t ls desirable to Increase the Interaction of the people 
ch.iracteristics, as measured by predictor tests, with the jobs. 

. ' 
' 

The purpose ol this effort Is to suggest a procedure for using one set ol perlonnance 
predictor variables In a sim�le noninteractiv� , way to enha'nce the dille�ential clas-. ' .  

sification potential (person-job Interaction) ol a, set ol operational predictor variables.
The nonlnteractive variables are required only In determination ol the .regression 
coelHclents (or the operational predictors, but are not· required (or operational use in 
future differential cl,usilication actions. 

Separate equations are developed to predict performance on each Job, The equations 
are determined so that the weights for the operation.al predictors are allowed (if 

, • 
• : ., � r ,,, 1 J ,, l 

necessary) to vary acrou the various jobs. However, one set of. predictors (the potential 
catalytic variables) Is required to have the same regression weights across all jobs 
(nonlnteractlv�). If this nonlnteractlve set of predlcton can' Increase the amount of 
person-Job Interaction In the new predicted performance values, then the potential for 
Improved aulgnment has been Increased. These nonlnteractlve variables are called 
catalytic, 

Since catalytic variable. are used In prediction 1ystem1 In a nonlnteractlve way, they 
are not required for future use In the clauillcatlon system, Therelore, this procedure will 
allow pcnonnel classification system de\lelopers to use a set ol catalytic predictors to 
enhance the dllferentlal classification potential ol a set ol operational (Interactive) 
predicton, but not require these catalytic predictors for luture claulllcation. If 
catalytic variables can be found, savings In time and money might be possible with little 
loss In classlf lea tlon e llec tlvencss of the opera tlonal predictors, 

This approach should be applied to prediction situations In which d.ita are already 
available and it Is desirable to enhance the classification ellectiveness of a set of 
operational predictors without requiring the operational use of the Ciltalytic variables. 
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