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One of the ■oat •PPt•lln1 aapecta or ■ulttple re1re11Jon to be1JnnJn1 

■ultJple re1re11Jon atudenta Ja the a■azJne fe�t perror■ed by a atepwJae

re1re11Jon co■puter proara■. The proceaa or 1electJn1 the "beat" co■bJnatJon 

or predictor, 10 errorlleaaly and errJcJently c'reatea an overwhel■Jne uree to 

uae thh procedure and the co■puter p'roera■ that acco■pl hhea it for a ■ult 1-

tude- of taaka ro� which St 11 Jll auJted,' Many textbook• on ■uJtJple reere1-

1Jon clat■ that abuae ot thia technique J1 co■■on, Draper and S■ith (1981) 

1Jve a ■tld 1tate•ent that "the 1tepwJ1e procedure Ja eaaJly abuaed by a■ateur 

1tatJ1tJclan1 Cp, 910), while Wllklnaon (1984) Ja ■uch ■ore dra■atlc: 

Stepwi1e re1re11lon 11 probably the ■01t abu,ed 
co■puterized 1tatl1tlcal technique ever deviaed, It you 
think you need 1tepwi1e re1re11ion to 1olve a particular 
proble■ you have, H h 1l■o1t certain that you do not, 
Profe11ional 1tatl1ticlan1 rarely u1e auto■ated 1tepwJ1e
re1re11lon, (p, 196) 

Cohen and Cohen (H7�) 1u111e1t that aodeJ bulldln1 1hould proceed 

1ccordln1 to dictate• ot theory rather than relyln1 �n the whl•• of a 

coaputer. But 1Jnce Jn the 1oclaJ and behavioral 1clence1 theoretical ■odeJ, 

are relatively rare (Heter et al,, 1983), Cohen and Cohen 1u11e1t that the 

1tepwhe ■ethod h a "1ore te■ptatJon" to replace theory Jn the11 1Huatlon1 

Cp, 103). 

The author■ or current ■ultlple re1rea1ton textbook■ 1u11e1t the ro)Jow­

Jn1 consideration■ for 1electJn1 a 1ub1et of predictor■ for a re1re11ton

■ode I:
1. SP)Pctton of vorloblea for o regreaalon ■ode) 1hould not be o

■echanlcol proceas (Chatterjee and Price, 1977: Draper and Saith,
IY81: Neter et el., 1983; Younger, 1979),
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2. No onf' procen will con11l11tentlv ■elect the "beet" 1111dt>I (Rf'rf'nko11 et
al., 1983; Gun1t and Mason, 1980; l<leinb1rn■ 1111d Kupper, J978;
Morrlaon, 1983; Pedh11zur, 1982; Younrer, 1979).

3. Th■re h no one "t,e■t" ■ode) ■ccordlnr to anl' co■■on criterion ■uch 111the ■axl•u• R2 (Chatterjee and Price, 1977; Freund and Minton, J979;
Neter et al., 1983).

•· The ■tepwl■e •rthod 1hould not be u■ed to build ■ode)■ for explanatory
research (Cohen and Cohen, 1975; Pedh11zur, 1982).

In addition, ■any authora point out that the 1tepwhe Hthod h111 ll■lted 

.uHfulne11 when the predlctora 11re hl1hly correl■ted (Chatterjee and Price, 

1977; J<lelnbaua and Kupper, 1978: Neter et al., 1983), If a key 1et or v11ri-

able■ wor� Jn coablnatlon (Youn1er, 1979), or when 1uppre11lon exht1 (Cohen 

and Cohen, 197,), Chatterjee and Price (197JI 1ueee1t that with aultlcollin· 
,, 

,earlty the backward aethod i• preferred althouah other author• 1u�1e1t that 

the backward aethod 1hould not be u1ed Jn thi1 c111e becau11 or co•putational 

inaccuracy that Hy occur U aulUcolllneulty h 11vert and a near 1in1ular 

aatrJx 11 inverted, 

In 1plt1 or the1e 1u1111tlon1, there are 1tlll aany r11earch 1tudle1 

reported In the literature ln which th••• 1uldellne1 are vlolatad, Re1uJt1 

are reported of a aodel •,elected" by the co■puter, u1ually u1ln1 the 1tepwl1e 

■ethod with no indication that thl■ ■odel •ltht not be lhe "correct" or "be■t"

one, The dhcunlon of the ■elected ■odel 11 done In a aech11nlcal h■hlon 

with no Indication 1lven of a careful critique of the adequacy or the 

co■puter-■elected ■odel, Explanatory lnterpret11tlon1 are frequently ■ede 

(Pedhazur, 1982) which often take the for• of con1lderln1 variable■ ,elected 

by the co•puter to be "good" predictor■ of the dependent variable becau1e they 

have 11 "1l1nlflc11nt rel11tlon1hlp" and v11rl11ble1 not ■elected by the co■puter 

are con■ldered to be "poor" predictor■ bec11u1e they do not have 11 "1l1nlflc11nt 

rel11tlon1hlp". A variable that ■11y be one or the beat predictor■ when ■tudled 

JndlvJdue)Jy and that fit• nicely into 11n exl■tlng theory will be considered 

to be a "poor" predictor al■ply because It doe, not occur In the ■elected 

■ode) even though Its o■l11lon ■uy be due to predicting the 1u11e variance 11& 
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other predictor■ already in the ■ode) that are no better predictor■ than it 

I■, 

There are ■any other co■petlne procedure■ that can be u■ed to ■elect 

variable■ for a reere■■lon ■odel other than the.■tepwl■e ■ethod. Three ■ajor 

one■ ■entioned In ■any reere11lon textbook■ are the forward, backward, and 

be■t ■ub1et1 ■ethod■,· Thi• paper will endeavor to coapare the ■tepwl■e ■ethod 

with the■e ■election ■ethod1 to deter■ine the type■ of ■odel•_that each would 

be likely to ■elect and in ■o dolne deter■lne the ■treneth• and weakne■■e• of 

each ■ethod. 

Method 

The procedure u■ed wu to apply each of the coHon ■elecUon ■ethod1 to 11 

nu■ber or date ■et■ or varJou■ type, and evaluate the difference, between the 

•odel■ cho■en, The 1ourc1 tor ■ach or the data ■et■ u■ed in the analy■l■ 11

de■crJbed below, In Table 1 the nu■ber of 1ubJect■ and nuaber of predictor■ 

for each data ■et 11 lJ■ted, 

Dptp 111\1 U,s,d 

1, OMAI Data Set Al fro• Oun■t and Ma1on (1980) 

2, OMA3 Deta Set A3 fro■ Oun,t and Ma■on (10801 

3, GMA6 Data Set A6 fro• Gun■t and Ma1on (1980) 

4, GMA8 Data Set A8 fro■ Gun1t and Ma1on (10�01 

6. GMlll Data Set Bl fro■ Gunst and Maaon (19801 

8, GMR2A-GMB2B -- Data Set B2 fro■ Gun1t and Ma1on (1080) 

7. TAL -- Project Talent data fro■ Lohne1 and Cooley (1066)

8, ENR1-ENR5 -- 1986 fre1h■an enroll■ent data fro■ Andrew, Unlver1lty 

9. LONG 

10, HALO 

Data fro■ Loneley (1967) 

Data fro• Draper and Saith (1081) 

lJ, SUI' --- Data generated fro• a contrived correlation ■atrlx 
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Nine or the date ■et, were 1.-lected fro• textbook• that uaed the data 

■et■ to llluatrate Jntere1tine and/or unu,ual application• of reereaaion thul

would be brou11ht out by the data. All of the variables were not included in 

■oae or the ■eta. So•e or the variable■ Jn the GMA3 ■et were not used because

there were aore variables than 1ubject1. One variable waa reaoved fro• the

GMB1 ■et due'to tolerance proble•• CH• tolerance wa■ .,below ,01, and thu■ was

autoaatJcally excluded fro• the BMDP2R proera■ althoueh Jt would not have been

included in"any or the ■odell H tolerance had been lenored). • The cateeorJcal

var Jab lee rroia the' TAL aet were not u1ed. i' 

The SUP data wa■ eenerated uslne a proera■ deacrJbed in Morr!■ (19711) 

fro• a contrived correlation ■atrJx,dcacrJbed below that included variable■ 

that Jllu■trated 1uppre11Jon. To eet a correlation ■a.trix with 1uppre11ion, 

three varJablea"were con■tructed co■poaed or rando■ nu■bera with the tJrat 

variable deal1nated 111 'the dependent variable and the other two deal1nated 111 

independent v'arhbloa, A Courth variable waa then conatructed which did not 

have a hi1h correlation with the dependent variable by itaelr but yielded a 

hilh ■ultiple correlation with the dependent variable when co■bJnnd with the 

two previoualy choaen Independent variable,. The correlation ■atrlx Cro■ thla 

data waa then u■ed III Input to the Morrh proera■ which 1enerated a new aet or 

data which 1ave the 11■1 correlation ■atrlx but waa "■1r1lnally nor■al," The 

correlation ■atrlx uaed wa11 

2 

3 

4 

1,000 
I 3 

,292 

4 
,397 

J,000 -,1911 -,088

J. 000 -, 1127 
1,000 

An alternate approach that would have elven an equivalent ■otrix would 

have been to uae the ■ethod augeeated by Lutz (1983). 
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GMD2 waa run twice u,ing a different dependent variable each ti■e. The 

F.NR data woa analyzed with 6 different aeta of predictor•. The variable• uaed 

for the ENH data act• were •elected fro■ 86 variable■ which in turn were 

aelected fro■ a lareer data ba■e that included ,ee variable■, A principal 

co■ponenta f�ctor analyai■ waa conducted uaine the 86 variable• and the 

variable• loadlnc on the 1, factor• with the. hteheet eieen value, (all above 

1 ,3) were ueed in the 6 aeta of predictor&, 
' ' 

ENRl had 1 predictor fro■ each of the first 7 factora, 

ENH2 had 2 predictor& fro■ each of the firat 7 factora. 

ENH3 had, predictor■ fro■ each of the fir■t 7 factors. 

ENR4 had predlct�r fro■ each of the 1, factor■. 

ENH5 had 2 predictor• fro■ each of the 1, factors. 
;1,' 

The co■puter proer••• uaed to ■elect the be■t •odel fro■ each data aet 
.,, • . a; .  

were BMDP2R for the atepwt■e, forward and backward aolutton■, and BMDP9R for 

the be■t 1ub1et1 ■olutton, The 1tepwt1e and forward ■ethod1 u1ed an 

P•to•enter lt■lt of 2,0 and the 1tepwl1e •ethod u1ed an P•to-re■ove ll■lt of 

1 ,99. These ll■lt• are In line with reco■■endatton1 •ade for proper u■e of 

1tepwl1e re1re•1lon which 1u1111t that the P·to•enter lt■lt aelected ahould be 

fairly low •o a■ to allow ■ore variable• a chance to ahow their worth Jn the 

final ■odel. The backward ■ethod uaed • co■pareblt F•to•re■ove lt■it of 2.0, 

The BM0�9H proera■ aelected the ■odel with the lowe■t Cp value, which J■ the 

default value of the proera■, An Ideal Cp value 11 one that la equal to or

lower than the nu■ber of pare■etera in the ■odel (pr�dlctor■ + 1), Dixon end 

Drown (19791 auggeat that thl1 criterion will rive ■odel1 in which the 

variable• in the ■odel have F•to-re■ove value, above 2.0, ■eking thl■ 

criterion ■l■ilar to that uaed in the other three ■ethod■, or cour1e, the 

1peclflc ■odels eelected would differ if other criteria were ueed, but the 

overall characteristic• of the four eelection ■ethoda should not chanee, To 

evaluate a different criterion, on ao■e co■pari■ons it will be noted what the 
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re1ult1 would have been If an F-to-enter/re■ove level of 4.0 had been used 

,:'rather than 2.0, 
, . ,�, i' 

Table 1 report, the ch11r11cterl1llc1 of the 1ub1el1 ,elected by the 4 

1electJon ■elhods with the 16 dote 1et1. _For the ■tepwile ■elhod the nu■ber 

of predictors ■elected le reported alone with the R2 for the 1elecled ■ode). 

For the other ■'ethode lnfor■atJon' h only pre■ented If 'the ■odel •elected wae 
., 

different fro■ the ■odel 1elected by thfl 1tepwJ ■e ■ethod. AddltJonaJ 
,- ; 'i � ', 

lnfor■atlon provided for these ■odel1 tncludea the nu■ber of pr�dlctor1 tn 
; \ 

that ■odel that were not In the 1tepwhe ■odel and the nu■ber of predlctora in 

the 1tepwl1e ■odel not Included In that aodel. 

Re1ult1 

On 9 of the J6 data Htl, the 4 ■ethod1 cho■e dUre're.nt ■Odeh ualne 

the Initial crJterJ·� of a' P-to-�nter/re■ove oC 2,0 and the Joweat Cp, In 
I • 

' ' J < ' • 

co■p11rl1on with the 1tepwl1e aethod, the forward ■ethod cho1e • different 

■odeJ on 2 date Htl, the �a�kw�rd iaeth�d choH a dlrterent' ■odel on & dote
i,• 

1et1, and the be1t 1ub11t1 ■ethod cho1e � different aodel on 7 data 1et1, The
,,,, 

backward ac,thod end but 1ubaet1 ■c1thod dlrrered on 4 dete 1ot1. For each or

the data 11t1 on which dlrterencu were round, the dJfferencu will be

deacrlbed In detail,

OMA3 The 1te11wl111, backward and but 1ub11tl aethnd■ ■elected the IIIH 

■odel which had I le11 verhblt then thel eelected by _the forward Hthod, If

P-to-enter/re■ove JJ■lll or 4 .O had been uaed, the etepwhe end backward

aethod1 would heve re■oved one eddltJonal verleble elvJne 11 4 predictor ■odel

while the ■odel cho1en by the forward aethod would not have chaneed, thu■

havlne 2 ■ore predictor■ than the 1tepwl1e and beckward aethod■.

GMA6 -- The backward and be■l 1ubeet1 ■ethode eave the ■a■e ■odel which 

had an R2 ■ore than twice ea ■uch a■ that found by the ■tepwile and forward 

■ethoda which irave the 111■e ■odel, The R2 value, found were .150 and ,347.
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The ■tepwi■e/forward •od�l had 2 predictor■ and the backward/be■t 1ub1et1 

•ode) hod 7 predictor■. The 1tepwi1e/forward ■ethod■ did not enter a third

variable because the )iehe■t P-to-enter wa■ 1,86. The wor■l variable in the 7 

variable backward and beat 1ub1et1 ■ode) had a P-to-re■ove of 3,211. If an F­

lo-enter li■it of 4.00 had been uaed, there would have been no variable• 

included in the ■tepwlae/forward •ode) ■ince the fir■t variable entered had an 

P-to-enter of 2,110 while the backward ■ethod would have re■oved the aeventh

variable leavine a 6 variable ■odel with an R2 of ,300, The atepwiae ■ethod 

eave ■uch lower R2 valuea at F-to-enter li■Jt■ of both 2,0 and 4.0. The Cp

value for the backward/beat 1ub1et1 ■odel waa 4,02 tor 7 predictor, while the 

atepwiae/forwurd ■ode] hod a Cp value of 11,114 for 2 predictor■, indicatJne the 

7 prodlctor ■ode] cho1en by the backward and beat 1ub1et1 ■ethod1 wa1 a ■uch 

bettor ■ode], 

OMA8 �- The 1tepwhe, forward, and backward ■ethod11 produced the 1aae 

■ode) which wa, different fro■ that cho1en by the beat 1ub1et1 ■ethod, The

beat 1ub1et1 ■ode) had 1 l••• predictor, the la■t variable cho■en by ,the 1tep· 

wl■e/torward ■ethod■ 1nd the varl■ble which would have been the next to be 

deleted by the backward ■ethod, The R2 valuee tor the 2 ■odel■ were ,886 and 

,87'1, The Cp valuee for the a ■odeh were about Identical (1.IIJ for th11 

1t1pwl1e/forward/backward ■ode) ■nd 1,110 tor the beat 1ub1et1 ■odel), The F· 

to-ro■ove for the fourth varlable_lncluded In the lareer ■odel wa, 2,28. 

GMRl •·The 4 ■ethod1 produced 3 ■odeh, with the 1tepwlle and forward 

aethod■ ■electJnr. the 1a■e ■ode). The R2 value■ for the ■odel1 were ,716 for 

the II predictor beat 1ub1et1 ■ode), ,727 for the 8 predictor 1tepwi1e/forward

■odel, and ,739 for the 8 predictor hackward ■odel� All of the variable• Jn

the best 1ubaet1 ■ode) were included in the atepwiae/forward ■ode) with the 

addltlonol voriohle in the 1tepwhe/forw11rd ■odel havine an P-to-enter of 

2.02. The bockward ■ode) used 4 of the 6 predictors in the 1tepwi1e/forward 

■udel and 4 addltional predictors. The Cp values were 3.27 for the
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elepwJee/forward ■ode) an4 3,14 for lhe beet eub1el1 ■ode), The backward 

■odel wa, nol )lated ae one of lhe 10 be1t 8 predictor ■odel1 Jn the BNOP9R

be1l eubeet1 1eleclJon even lhoueh it had an R2 of ,737 which wa1 hJeher than 

9 of the 8 variable ■odel1 lJ1ted. If the F-lo-enter and P-lo-re■ove ll■lt1 

had been •.o, both the 1tepwi1e/forward and backward ■odel1 would have 

Included G variable• but only 3 would have been co■■on to both. The G 

variable ■odel R2 would heve been .716 for the 1tepwl1e/forward ■ode) and .697 

for the backward ■ode). 

GMB2B -- The ■ode) ae)ected by the 1tepwJ1e and forward ■ethod, had only 

predictor _with an R2 valuf! of .176. No variable wa1 even cloee to beJne 

con,ldered for entry a, the F-to-enter value for the beat additional 1econd 

variable wa, 0,76. The backward and beat 1ub1et1 ■odel• were the 1aae with 5 

predictor, and an R2 of ,609, The wor1t variable Jn the G predictor ■odel had 

an F-to·re■ove value or 8,12, The rea1on for the dl1crepancy between the 

■odela wa, that 2 or the variable, were only 100d predictor, In co■blnatJon.

In the 1tepwl1e 1olutlon, one of thl1 paJr would have been the 1econd variable 

added with an P-to-enter or 0,76 and lncrea1Jn1 the RI fro■ ,178 to ,193, The 

third variable added would have been the other ■eaber of the pair which would 

have lncreaaed the R2 to ,371, The better predictor of the pair In the eer.ond 

1lep added only ,017 l,lt3•,116) while to11ther a■ 1tep1 I and 3, the pair 

added ,196 l,371-,178), The fourth and fifth predictor• lncre11ed the R2 fro■ 

,371 lo ,GOii, 

TAL -- All of the ■elhod1 •elected the aaae ■ode) but the order of entry 

of the variable• In the 1tepwJ1e/forward and backward ■ethod, were different. 

The la■t variable entered Jn the 1tepwJ1e and forward ■ethod, wa■ not the ■a■e 

a, the variable that would have been re■oved next Jn the backward ■ethod. If 

the P-to-enter/reaove JJ■ll had been 4.0, the ■ode)■ would have been different 

with the 1tepwl1e/forward aethod aodel havlne 4 varlablea with an R2 of .388 

and the backward ■odel havlne 6 varlablea with en R2 of ,396. The 111hlllionul 
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2 variable■ for the back�ard ■odel •ere included becau■a the■e 2 variable■ 

would not have been rood enourh to enter alone in the ■tepwl■e/forward 

■ethod■, but together they were rood predictor■, ■akine the■ re■ain in the

backward ■ethod. 

· ENR3 -- The 4 ■ethod■ produced 3 ■odel■, with the ■tepwt■e and forward

■ethod■ aelectine the ■a■e-■odel. The ft2. value■ tor the ■ode)■ �•re .,&20 tor

the 8 predictor beat 1ub1et■ ■ode), ,&21 for the 9 predictor 1tepwi■e/forward' 

■odel, and ,&25 for the 11 predictor backward ■odel, All or the variable• in

the beat 1ub■et1 ■odel were included 1n the 1tepwt1e ■ode) with the additional 

variable of the 1tepwi■e ■odel havlne an F-to-enter of 2.02� All but one or 

the vorlable■ In the 1tepwl1e/forward ■odel were included in the backward 

■ode) with 3 additional variable• added, The 3 ■odel■ ■elected.were the beet,

■econd be1t, and tied tor third beat .Jn the be1t 1ub1et1 ■ethod with Cp value■

of G,88, G.19, and 1,05. The other ■odel with a Cp of 6,05 w11 the 1econd

beat 8 predictor ■odel ,elected by the beat 1ub1et1 ■ethod. Thll Model had 1

predictor different fro■ the beat ■odel •elected, It appear,•• Jf the

additional 2 or 3 variable■ of the backward ■odel were not needed to 1elect •

rood ■odel but other co■blnotion■ of variable• would have riven equally aood

•••Iler ■odel1, If an P•to-enter ll■lt ot 4,00 had been u■ed, the

1tepwl1e/forw1rd ■ode) would have contained & predictor• with an R2 of ,GJ0

and the backward ■odel would have had 1 predictor• with en R2 of .Gt? with

only 3 of the 1a■e predictor, a■ the 1tepwi1e/forward ■odel.

ENR5 -- All or the ■ethod■ produced the ■a■e ■od,l but the 1tepwi1e/ 

forward end backward ■odel■ had a different order or entry. lf the 

F-to-enter/re■ove li■it had been 4.00, the 1tepwi•elforward ■ode) would have

had 8 predictor• with a ft2 or ,338 and the backward ■ode) would have had 9

predictor■ with a ft2 or .343 with 6 variable■ the ■a■e aa thoae ln the

atepwlae/forward ■odel. If the ninth predictor of the backward ■ode) had been
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re■oved, the re■alnln1 8 yarlablea would have had lhe •••e R2 11 the 

alepwlae/forwerd ■odel (,338) with 2 variable• belna different. 

LONG -- The alepwlae, forward and backward ■elhoda choaen by BMDP2R eave 

the aa■e 3 predictor ■odel with an R2 of .985 and the beat aubaeta ■odel had 4 

predictor, with an R2 of ,995, The additional predictor In the beal 1ub1el1

■odei'waa not Included In the other ■odela due to Ila hl1h lntercorrelatJon

ltolennce•.002) with the first 3 predictora In the ■odel1', BMDP9R (beat 1ub-

1et1) allows e 1reeter degree of ■ultlcolllnearlty then BMDP2R, 10 thia 

proble• wea not encountered wllh the ■ode) choaen by that proera■. The 

F-to-re■ove value of the fourth variable In the beat 1ub1et1 ■odel waa 6.95

Jndlceline H deaerved to be Jn the ■ode) U the low tolerance could be 

lanored. The Cp value for the 4 predictor ■odel waa 3.24 co■pared lo the 3 

predictor value of 21,86, The tlr■t variable entered In the atepwlae and 

forward ■ethoda wu the variable that contrlbuted:the ■oat to the hl1h 

tolerance value tor the fourth variable In the aodel (the correlation between 

the■ wa1 ,995). If a 3 predictor ■odel had been cho■en by all aethod1 

l1norln1 the tolerance proble■, the backward and beat aubaat aethod• would 

have choaen the 111■11 aodel with a hlaher R2 than that choaen by the 

1tepwl1e/torward ■ethod (,993 to ,9851, The Cp value tor the 3 predictor 

backward/beat 1ub1et1 aodel would have been 8,14 coapared to the 

atepwhe/rorw11rd value of 21 ,66. The backward/beat aubaeta aodel h better 

becauae the ■econd end third varJabln entered In the atepwl■e/forward aethod 

In co■blnatlon pair ■uch better with lhe fourth variable than the flrat 

variable entered. The ■odel choaen by the backward and beet 1ub1et1 ■elhods 

we■ never .·va I uated In lhc 1tepwhe and forward ■ethoda. 

HALD --The 1tepwl1e, backward, and beat ■ubsel■ cho■e the ■a■e 2 predic­

tor ■odel while the forward aethod ■elected 1 3 predictor ■odel, including e

variable that was the fir■t one entered but that later beca■e redundont with 

lhe addition of the 1econd and third variable,. 
46 



SUP -- The atepwiae �nd forward •ethoda did not allow any var1ablaa to 

enter the •odel. The lareeat F-to-enter value waa l,99. The backward and 

beat aubaet1 •odel• were the aa■e with 3 predictor• and an R2 or ,967, The 

loweat F·to·re■ove value or the 3 predictor• wa• 85.16 which ff re■oved would 

bring the R2 down to ,506. Each variable acting alone did not predict enoueh 

to be included but only ahowed it• hieh predJctJve power 1n co■bination with 

the other variable■. 

ConcluaJon• 

If •odela choaen by different aelectJon •ethoda were relatively 1J■tlar 

in the ·nu■ber of variable& tn the ■odel, the variable• included, and the 

a■ount of variance explained (R2), and the •odel wa■ to be uaed prJ■arJly for 

predtctton, not explanatory purpoaea, it would aee■ that the aueeeation of 

Draper and S■tth (198J) that the 1tepwt1e ■ethod ■1&ht be preferred becau,e of 

tta practical nature would 1ee■ rea1onable. The r11ult1 of th1• atudy 

au11i111t, however, that in ao■e caaea ■odeh that are aevereh inadequate are 

aelected by the 1tepwi1e ■ethod and other con1i1tent, but I••• t■portant 

dUferencea betwaen the ■odeh ■elected by the dUferent ■ethod1 aho appear, 

torward/1\•enl•• cv■eocl■on 

It would be expected that the forward ■ethod would be ■ore 1i■ilar to the 

atepwi■e ■ethod than the backward or beat aubaet1 ■ethod1 becauae the 1tepwiae 

■ethod Ja an extenaion or the forward ■ethod with the additional procedure of

re■ovin& variable• previoualy entered if they no loneeT contribute to the 

■ode I. In both of the data ■eh Jn which a difference exhted between theae

2 ■ethod■, the forward ■ethod eave a larger data aet by 1ncludine a variable 

th11t beca■e redund1111t when later variable■ were added by both ■ethod1. 

B11ckward/atepwl•� co■parlaon 

The b11ckw11rd ■ethod differed in a conahtent ■1mner fro■ the atepwhe 

■ethod in z w11ys. In each of the 5 d11ta ■eta in which they differed the
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backward ■ethod ■elected.• aodel with aore predictora. If an P-to-enter l1aH 

or ,.o had been used, the backward aethod 1110 would have frequently riven• 

larrer nuaber or predictor■. Where the HIie nuaber" of predictor■ were 

■elected but wHh dHCerent coabinaUon,, the 1tepwhe al'thod Ma■ •ore

efficient, renerally having the hlrher R2, Jn 2 or the 5 caaea In which they 

differed the R2 values· Mere fairly clo1e but for the other 3 the R2 value, 

Mere aerkedly dtrfe1·ent ( .347/. 15'0, ·.&09/. 176, and ,967/ ,000) Mith the 

backMard aethod ,electing the better aodel In each case, These 3 data 1eta 

all had a coablnatlon of variable• that acted Jointly to predict Mell but none 

of the variables entered the aodel individually In the 1tepwhe or forward 

aethod11, Theae data ,eta lllu1trate' that In certain clrcuHtance■ the 

1tepwJ1e and forward aethod• can ■elect very inadequate aodeJ1,

packward/be1t pub,etp coaparlpon 
I 

On 12 ot' the 16 data 1et1 the aaae aodel waa aelected by the backward and 

be■t aub■eta aethod1, The worat 'dhcirepancy between the aodeh ■elected by 

the tMo aethoda wa1 on the GMBJ d�ta aet In Which the'•odela had 5 and 8 pre· 

d I ctora and R2 or , 716 and , '1311 ,
1 

It aeeH aa Jr the backward and beat 1ub1et1 

aethoda can be counted upon to '11v, ■odela that are 'r1a1onably ai• llar in 

nuaber of predictor• and aaount or variance explained, althou1h if there ia • 

difference the backward ■ethod 1enerally will 1lve a larrer aodel, In the 4 

duta 11t1 in which the 2 ■ethoda 1ave dUhrent ■odeh, the backward attthod 

ael,cted I larrer aodel 3 ti■ea ■nd a •••lier ■odel once (althourh thia wa, 

due to a tolerance problea), 

&t1pwlpe/be1\ 1ub,et1 co■pprlpon 

Excluding the 3 c11ea in which the 1hpwhe ■ethod 1111 very inadequate 

and the ca•• with the tolerance problea, the nu■ber of predictor, ■elected by 

the 1tepwhe ■ethod wa■ the 111■e II that aelected by the be■t 1ub1et1 aethod 

in all but 3 case• where the 1tepwiae ■ethod rave 1 additional predictor in 

each case. The additional variable in each of the lareer aodela barely 
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entered over the P-to-enier of 2,00 level and the di1crepancv 1hould not be 

conaldered i■porlant but ■ore or an JndicatJon that the P-to enter level or.,. 

2.00 woa not exactlJ equivalent lo the crJterJon or the lowe1l Cp value that 

waa u1ed In the BMOP9R progra■. 

peal 1ubael1 1u■■ary 

The aleorJth■ uaed Jn BMOP9R, which ad■Jttedly doee not co■pare all 

pouJble ■odeh, wJll not always lJ1l all "eood" ■odeh. In the GMBl data 

1el, the 8 predictor ■odel choaen bJ the backward ■ethod wa1 not even lJ■ted 

•• one or the alternatives in the BMDP9R output even though Jl hod a higher R2

than all but one or the alternative, that were aentioned, The beat 1ub1et 

■et hod, however, doea eee■ to work the be■t of all of .the predJ cUon at:lhoda

with the data 1et1 used here, It ia e1peclally reco■■ended becau1e it 

encourage• a non-aechanical ,election proce11 by 1ivin1 aanv ■ueee■ted aodela, 

Bps;kward 1u-■arv 

Tho backward ■othod can be counted on to rive a ■odel which will explain 

about•• ■uch variance aa ■odol■ cho1en by any other aothod but Jt ■ay Include 

■ore varJablee than are nor.ouary to rot • "rood" aodol, A aaJor danror,

occurs with thl1 aethod, however, when there J• hJ1h ■ultJcollJnearJty. In 

thl• ca1e, coapulalJonal JnaccuracJea ••Y occur, 10 toleranca proble•• ahould 

be con1Jdor1d bororo runnJn1 a backward 1olutlon. 

111l!!fltn fY!!DO' 

The alepwlae ■olhod will 1enerally rive a ■odel that co1e1 clo1e to ■ox-

J■lzJn1 the a■ount or variance explalnad tor a elven nu■ber ot predlctora. 

If condition• of ■ultJcoJJJnearity, euppreaaJon, and 1el1 of variable, workine 

Jointly do not occur, the ■odel1 aalected by the 1tepwlae ■ethod can be 

expected to be a• eood as the ■odel1 ■elected by the backward and beet 1ubaet1 

■ethode. If the■e conditions do occur, however, the atepwl1e ■ethod ■ay etve

a aodel that la cu■vlelely lnodequole. To euard agaln■l this occurrence, the 
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atepwiae aethod ahou)d never be u■ed alone to ■elect a ■ode), but only in 

conjunction wJth the backward'and/or beat aubaet• ■ethod■, 

Forward au■iaary' 

The forward ■ethod, althouah dJ1cuaaed in a)■oat a)J re1reeeJon text­

book■, i• rarely, Jf ever reco■■ended a■ a rea■onab)e a)ternatJve to the ■tep­

wJ■e ■elhod, and lhJe paper 1upporle the idea lhal the ■elhod has little ■erit 

U the ■t'ej,w'J■e 'iethod is'evaUab)e. 

SelectJo�- pr�ce■a 

When a ■odel h lo be ae)ected, Jl h i■porlant to coneJder ■ore .than one 

procedure.' If one ■ethod h to be used, it would appear that lhe beat aub■et■ 

■ethod ia the be■l of the ■ethode exa■Jned here •Jnce the co■puler pro1ra• 

1enerate■ ■any ■odeh fro■ which a "be■t" one can be ■elected, The vJrtue of 

running a backward and/or atepwJae aolulJon 1n add.Ilion to the beat tubaet• 

■ethod would be ·to .Identify difference■ 1n the ■odel• that point out

characterJttJc• of the variable• and/or data ,et that ■Jaht be overlooked 

otherwlae, Uaina the be1t 1ub1et1 or backward procedure,, it 11 unlikely that 

an extre■ely poor ■odeJ would be cho1en, but thi1 J1 a real po11JbJlJty with 

the 1tepwhe and forward ■ethod,, , Por thh r111on H h reco■■ended that the 

1tepwi1e and forward ■athod1 NEVER be u1ed alone In 1electJn1 • ■odel tor any 

purpo■e, 
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Table l 

Rerre11lon Nodela Selected by Different Selection Nethoda 

DATA 
SET N IV'a 

GMAJ 40 8 

GMA3 13 8 

GMA8 110 14 

GMA8 33 0 

GMBJ 80 14 

GMB2A 40 8 

GMB28 40 8 

TAL 11011 18 

ENRl 11'.79 7 

ENR2 1179 14 

ENR3 1179 28 

ENR4 1179 U 

ENRII 1179 28 

LONG 18 8 

HALD 13 4 

sur 10 3 

INu■ber of Predictor■ Selected/Dlfferencea fro■ Stepwl■e/R2 
I Stepwlael Forward I Backward I Beat Subaeta

I I R2 I I + - R2 If + - R2 I I + - R2 

I --------1--------------1--------------1--------------
I a .4071 I I 
I I I I 
I 4 ,0001 11 1 o .eoo1 I 
I I I I 
I 2 .11101 I 7 a 1 ,3471 7 8 1 ,347 
I I I I 
I 4 . 886 I I I a o 1 . 877 
I I I I 
I e .1211 I 8 4 2 ,7301 11 o 1 .716 
I I I I 
I • ,8781 I I 
I I I 
I ,1761 11 4 O .11001 II 4 O .1100 

I I 
e .404 I I 

I I 
2 .0491 I 

I I 
7 ,3181. I 

I I 
9 ,11211 11 3 l ,112111 I O l ,1120 

I I 
II ,0191 I 

I I 
u .381 I I 

I I 
3 ,98111 I 4 l O ,9911 

I I 
2 .9791 s 1 o ,9e21 I 

I I I 
o , ooo I I s s o , 987 I s s o . 987 

, • nu■ber of predJctora aef'ected u1Jn1 P•2,0 tor entry and P•l,88 tor
deletion tor the atepwlae, forward and backward ■ode)1 and Cp•2.0 tor the 
beat 1ub1eta ■odel, 

+ • nu■ber or predlctora aelected Jn thh ■ode) that were not in the atepwhe
■ode)

- • nu■ber of predlctora ln the atepwlae aodel that were not ,elected Jn thla
■ode)
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