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Introduct ion

Dichotomous varjiables are frequently encountered in multiple regression
analyslis, bnlh_g;;lndepgndqnt_and'dgpendent vgrlable§. A dichotomous
lndependéng'varlable lQ uged to éeter-lne ubether group membership is related
to or yl)l predict a certain outcome (i.e., whether gender prgqlctu gpa). .A
dichotomous dependent variable is ufed to determine a combination of variables
that will predict group -e-ﬁernhip (I.e.. to predict dropping out of college).

ﬂ!u;ortcully. uhenevér a dlchgtbpoua variable was studied as an
lndepéﬁdent y;rigbleiwlgh one dependent varjable, a t-tesat, analysis of .
variance or analysis of covarlangq was coﬁducte&, ﬂﬁen a dichotomous variable
was studjed as a dependent varjable, discriminant analysis was used.

As multiple regression became more common, {ts advocates suggested that
it could or should replace the t-test, ANOVA, ANCOVA or discriminant analysis
Jln dealing with dichotomous varjables by using coded varjables,

Rocently, however, Cox (1970), Goodman, (1076), Aldrich and Nelson
(1084), and others have questioned the practice of using multiple regression
when a dichotomous variable is used as the dependent variable. The most
frequently lugge;ted replacement for multiple regression is logistic
regression.

In the introduction to Aldrich and Nelson (1964), it is suggested that
ordinary regressjion analysis is not an appropriate strategy to analyze

»

qualitative dependent variables, including those that are dichotomous. They

go on to express the limitations of multiple regression very strongly:
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.;Perhaps because of its widespread popularity,
regrestlon may be one of the most abused statistical
- techniques in the social sciences. While estimates
derived from regression analysis may be robust against
errors in some assumptions, other assumptions are crucial,
and their fajlure will lead to quite unreasonable
estimates. Such is the case when the dependent varjiable
is a qualitative measure rather than a continuous,
interva) measure. . . . For example we shall show that
regressjon eslimates with a qualitative dependent varjable
may serfously misestimate the magnitude of the effects of
independent variables, |and] that al)l of the standard
~statfstical lnferenceu uuch as hypotheslc tests . . . are
" unjustified (p. 0,'10).
The authors suggest that the failure of regression is “particularly
troubling in the behaviora) sciences” (p. 10), giving examples of qualitative
dichotomous variables from the fields of political science, economics and
sociology. ‘Similar criticisms concerning dichotomous dependent variables are
‘given strong emphasis in multiple regression textbooks aimed at economics and
loclology."but pdpular“rezbe.aion textbooks in the behavioral lcleﬂcea related
to psychology and education do not express this same concern. PoEVEXQiple.
‘néither Cohen & Cohen (1975) nor Pedhazur (1982) deal with weighted loast
squares ‘or logistic regression, two methods mentioned by multiple regression
critice as preferable with dichotomous dependent varjables. Both texts state
that multiple regression can be used for and Js mathematically equivalent to
discriminant analysis when the dependent variable Js a dichotomy (Cohen &
Cohen, p. 442; Pedhazur, p. 687), but nejther gives an indication that there
are criticiems of thivw use. Tatsuoka (1071) states that in the dichotomous
dependent variable case, multiple regression, discriminant analysis and
canonical correlation are al) mathematically equivalent and again, no
indication s gliven of any crltlcllno of this approach.
Neter et al)., (1963) list three problems that arise when the dependent
varjiable is dichotomous: 1) non-normal error terms, 2) non-constant error

variance, and 3) constraints on the response function. They state that even

with binary dependent variables, ordinary least squares stil) provides
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unbjused estimators under quite genera) conditjons, and "when the sample sjize
is large. Inferences concerning the regression coefficients and mean re.pdncec
can be made in the same fashion as when the error terms are assumed to be

normally distributed” (p. 357). They add, however, that thene éltfla(ofo'wllf
not be efficient, giving.larger variances than could be obtained with weighted

procedures.

The noiutlonn proposcd to these problems include using weighted leaat
squares to give constant error varjance and using a traneformatjon (such as
loglstic) that limite the response function to a range of 0 to 13,

In comparing the use of logistic regressjon or discriminant analysis with
dichotomous dependent varjables, éreno and Wilaon (1976) auggest that logistic
regressjon js preferred except when the'pdpuiatlonl are normal with jdentical
covariance nalrlcec They extend the crltlclanu of others to lnclude
situations in which dichotomous verlablel ‘are uued an lndependent varlablel
They stute that logtatic regreu.ton ia valld for alwlde varlety of underlylng
altulptlonl including l) all explonatory varlable‘ ar; lﬁlflvérl;le nornally
djatributed with equal covarjance -utrlceo. 2) all explanutory vurlablen are
independent and dichotomous, and 3) lone are lultlvarlate normal and some
dichotomous whereal‘dllcrlnlhant analysis is bnl;‘Qalid uhder the first set of
assumptions, These comments are not dlrected“at nultlble regressjon, but
would apply in those sjtuations where it js mathematically équlvalent to
discriminant analysis. Their conclulloh is that logistic regression with
maximum )iklihood estimation is preferred to linear dllcrl-inant analysis.
They state, however, that it is unllkeiy that the two methods will give
markedly different results or yjeld substantjally different ]linear functions
unless there is a large proportion of observations whose x-valuea lje in
regions of the factor space with linear logistic response probabilities near
zero or one. They go on to say that logistic regrelnlan ja preferred
when the normality assumptions are violated, especially when many of the
independent varjables are qualitative.
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--The critics state that in addition to the predictions made by’ the
regrellloﬁ.o;ha;fdn ;ith-a dlchotopouq depeh&ent variable, statistical tests
are alao Inv’lld. ‘Thla;gguld ‘99’"¢F the (_toat of the overall mode) and the
t valuei_for.egch predictor in the¢nodgl._;f

Cox (1970), In re(errlng to the use of multiple regression with
dlchotonouu‘dependentyvgrlableu; states that “the use of a model, the nature
of whose llﬁ}iatlona canlbe'fprenééhfs!lfhpi'wlno.fe*copi for very limited |
purposes” (b; 18). .lf these critics are correct, f{t apbéarn as {f researchersg
in education and psychology should discontinue the use of multiple regression
In these situations, .. RPN e B R S R o

Problem L T

Thll paper lo ;;hattenﬁt‘toua--eos the neanlng o( the chareos nude L

agalnut aultlple regrololon and to tuggent what the regrelolon community in
Y

oducatlon and poycholocy can do to come to terua ulth critice of -ultlple

regresa!on The purpose ot thls paper ls not to evaluate the valtdlty of the

crltlcllno but to deal wlth ao-e loglcal extonllonl of the-. lf these

crltlclo-o are valld aro t- teutc. analyulo of varlnnce. nnalyulo of
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covarlance. dllcrlnlnant analyulé. fan§nlcal correlatlon. nnd any use of dummy
varlableo ln lultlpl;hfengO‘};n1a};o‘ﬁallod lnto question?
The quoutlono ralled by thlo paper, then, oro:
1. To what extent do thoae crltlclolo affect the validity of other
conpnrablo statjstical procedures?
g. If othé; ut;tl;tlcal procedures using d{t!orent assumptions glve
identical folultl foknulglple regression using dichotomous dependent

variables, does this imply suspicion concerning the other proceduieu

or suspicion concerning the validity of the criticisms or both?

Procedures and Findings
To examine the validity and/or serjousness of these criticlsms,

fmplications of this situstion ure considered by examining & sct of duta taken
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from the A3 data set in Gunet & Mason (1960). This data set has 33 yearly
obaervatlons wlth 14 vorlables The year vurlable was dlchotonlzed by letting
the first 7 years be in one group and the last 6 yeare be the other group The
data is analyzed in § dlfferent caees wlth dlfferent arrangenenta of the

dlchotonous verlable with one or two quantltatlve verlablel from this data

set. The dlcho;onouehxenlable_le coneldered as both a dependent variable and
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an independent vaplablef

In Table ) dlfferent combinations of quantitative and dlchotonoue
lndependent and dependent vurlablee nhere nultlple regreallon hae been uaed
are preeented nlth a llltlng of conventlona] alternative otatlstlca] nethods
and methods recommended by nultlple regreeslonierltlcu. The crltlcs suggest
that in cases uhere a dlchotonoul dependent vurluble is used (ceeee 1 und 3)
multiple regrelalon Ie lnapproprlate. The epproech teken ln thle paper 10 to
compare the results of lultlple regrelelon in these cases wlth resultl of

cases where multiple regressjion has not been uttecked (caeee 2 and 4).
Table 1

Possible Statjstical Procedures to use with Different
Comhinations of Dichotomous and Quantitative Variables

_ 0 Posejble procedures

One Predictor
1. 1 Dichotomous 1 Quantitative Logietic regression

Pearson correlation
Pt. bis. correlatijon

2. 1 Quantitative 1 Dichotomous t test
Pearson correlation
Pt. bis. correlation

Two+ Predictors ‘
3. 1 Dichotomour 2+ Quantitative/0+ Dichotomous Logistic regression
Discriminant analysis
Multiple regression

4. 1 Quantitative 1+ Quantitative/i+ Dichotomous Analysis of Covariance
Multiple regression
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Tabld 2 pneaentu lhe recultu of the one predlctor cases with the
dlchdto:oun varlable au a dcpendent Varlab]e (case 1) and as an jndependent
varlable (case 2). ln thone¥lltnntlons the t value Ja the same whether the
“ dlchotonouu varlable is the‘lndependent or dependent varjable. A one
Ppredictor nodel is the sllplest case of nultiple regresnjon and the test of
a!gnlflcance of the relatlonsh!p is .atheuatlca]ly ﬂdentlcuﬂ to an Jndepcndent
means t‘test and a one«wuy ANOVA with two groups and the regression teat of
slgnlf!canee (t value) ls the same nhether the d.choto-ous varjable is the
independent or dtpendent vurlable...lf 8 tent of ileniflcunre ulth a
dlchotonous dependent varlable ls lnvalld then all tests of significance for
an lndapendent means t teat. a two~group one-way ANOVA and
correlation/regresnlon wlth an Independent dlchotououo variable are also

Sy

lnvnlld

. Table 2
dnt Prndlctorlﬂxdlploa

CASE 1: Multiple regression claimed to be invalid

Depondent vnrlania -2 (Dichotomous)
Independont varjable = 3 (Quantitative)

tg = =6.910 ~- same a8 case 2

CASE 2: Multiple regression fe valid

Dependent varjabje « 5 (Guéititative)
Indepondent variable = 2 (Dichotomous)

tz = ~§.0]0 -~ same 8e case ]
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Table 3 presonts the results of the two predlctor ceeel wlth the
dichotomous varjiable as a dependent verleble (case 3) and as an lndependent
verlable (cases 4a and 4b), Caee 3 ll a situation where lultlple regreeelon
and diecriminant analysie are both frequently uued but f{e consldered to be
fnvalid by the critics of ordinary least squares due to the presence of a
dichotomous dcpendent variable. The t values in case 3 are testing the

significance of the relationship of each quantitative predictor with the

~ Table 3
Two Predictor Examples

Nultlple regreellon clalued to be lnvelld

¥h

CASE a,

Dependent Verlable", - 2 (chho!onoue)
Independent Variables = 4 (Quantitative) °
- 3_(Quentlta;lve)

ty = -0.124 --_same as case da
ta = -6.460 -- same as case 4b

CASE 4: Multiple regression is valid

:e. Dependent Variable e 4 (Quantitative)
. Independent Variables = 2 (Dichotomous)
« 3 (Quantitative)

tg = -0.124 -- same as case 3
‘a - -o. 391

b. Dependent Variable « 3 (Quantitative)
Independent Varjables = 4 (Quantitative)
« 2 (NDichotomous)

ty = -0.397
ta = -6.460 -- same as case 3
[ ]
dichotomous dependent varjiable controlled for the other quantitative

predictor. Cases 4a and 4bL give identical t values to those found in cuse 3

for the relationship between the dichotomous variable (which is now one of the
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lndepondent varloblea and in a legltinate plnce according to assumptions of
d’ln;;lple regreuuion) nnd the dependent quantltative vnrluble 1t tho tests
'Hfor uhlch the t values ln Case 3 are 1nvalld. then ‘the tests for which the t
valuea ln cnlec 4a nnd 4b are used are alao lnvalld The t values in cases 4a
ond 4b are the nane as the -quare root of the F valuea that would be computed
wlth a onhe- uay analyais of covariance in which the lndependent guantitative
varlablé nas treatéd as the covarfate and the independent dichotomous varlable
as tne'grbunlng variable. So therefore {f Case 3 {s jnvalid, then'all one-way

ANCOVA'designé and any use of duiny variables in lultlplé regression would be

1nvalid also,

"’ Conclusion and Recosmendations’

It ls clenr'trnntthé nbOVSdennp!ei thd;*;no tests of tlgnlf!cande are
ldenilcal wnéinér)thewdlch6t610u1 variable ln.nn lndependent variable or a
dependent variable, lt appears._therofcre. that 4f the critics of uulne
multiple regression with a dichotomous dependent varlable are to be taken
serfously, they must aluo.deaj‘nlth all nlcnlf!cande testing with t tests,
enalysis of vurjnnce,ﬂnnnlyllc of cdvaf;anqd..dlcqunlnunt analysis, and any
use of du--y"Vnnjnblfn'ln“nultlpicJréf?elolnn. “fhbre.nay be other statlstics
reported in a multiple regnonllonhgnnlyllc. |udh as the standard error of
sstimate or predicted values for which the Interpretations mey not be
appropriate when dichotomous dopondont variables are used, but this puper will

not deal with thdio {ssues,
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