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MULTIPLE LINEAR REGRESSION 
\ 

AND LARGE SCALE INTEGRATION 
• TECHNOLOGY 

APPLICATION TO T-HE TEXAS 
INSTRUMENT Tl-.59 

William c. Croom 
The University of Akron 

The use of MLR as a general modei-testing system has, 

over the last few years, provided the user with a powerful, 

flexible research tool (Newman, 1976' McNeil, I<., Kelly, 

F.7 McNeil, J 1975). Except for the most simpfe cases (e.g. 

two or·three variables), MLR ha~, unfortunately, been 

limited in application to those who have easy access to 

a large computer, or at least to those who are in contact 

with individuals who have such access. Thus, the smaller 

agencies, private practitioners, consultants, schools and 

the like may well have information which could be evaluated 

by MLR but is evaluated (if at all) by more traditional 

statistical procedures which may be inappropriate for the 
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research question being asked, or suffer from insufficient 

power to discriminate real differences (Roll, S.; Hoedt, 

K.; Newman, I. 1979). 

The,program below was written to allow the occasional 
' ,. ' ',f ' • ' 

user of MLR to take advantage of the features of the 
\ : ,,.,r, ',\ ~ ,,, ,: , ,i; ,; \:t ,, ";'ti ., • •• ,~~',•, .~ ". 1 '' ·' , 

, "!l'exas )Instrument TI-,5~ ,hand-:held pr9grammable calculator. 

The program may be recorded,on ~agnetic ca,ds which are 
. ., • .. ,,./: \ .J '":;·,\.~;;I·~(,.) f'\ '\,.:· .:·,:~1 ; 

supplied with the calculator; at the time of this writing, 
•f >', ( '.liJI',,<> -,,, •, J'. ,',; :,,•' ,,.• -,'C !• < ,• ',;,, •, / I• 

the, il!strument. se.lls for approximately· $225.00. 

Once so equipped, the user may then perform up to 
'·• .,.,,., . ·~r ~ , J 1 .if,: ·;· .• 

seven-variable regression routines with unlimited replica-

tions - since all other regression routines for hand-held 

calculators manipulate at most two independent variables 

the gain may well be worth the cost. 

Definitions: string - one ordered aeries of data (x1 , 

x2 • • • Y) 

!,!! K atr~ngs, where K • number of repli­

cations or aubjecta 

vector - K replications of each variable; 

e.g., all x1 scores 

Description of Program 

This program takes ordered strings of data and 1) 

creates a raw-score sum-of-squares-and-cross-products 

matrix (SSCP), 2) provides a fast, efficient method of 

constructing a correlation matrix from the SSCP matrix, 

3) computes means and standard deviations for all variables, 



3 

4) calculates slopes and intercepts for any combination 

of two vectors taken as a X-Y pair, 5) provides a least­

squares solution for a multiple regression analysis, 

where predictor variables (N = 1-6) are regress~d on one 

criterion, then computes regression coefficients (raw-score) 

for these predictors, and 6) computes R2, the variance in 

the criterion accounted for by the linear combination of 

predictors. Input data may be any combination of discrete 

or continuous variables. 

Limitation, Error Recovery, Notes 

1. Thia program uses the matrix-inversion method of 

calculating the regression coefficients. If a singularity 

(determinant• 0) exists in the data, computation of the 

coefficients and R2 will result in serious errors. Means, 

standard deviations, slopes, intercepts and individual 

correlations, among score vectors may be calculated without 

error. However, the user is encouraged to examine the 

data for "logical" perfect correlations (e.g. 1 if male, 

0 otherwise, etc.). If the optional TI print cradle is 

used with this program, the determinant of the SSCP matrix 

will be printed and may then be easily examined. 

2. Program execution of each string (X1, x2 ... Y) of raw 

data requires approximately 10 seconds per variable: 

3. Error recovery before the final variable of a string 

is entered ~ith the R/S Key merely involves pressing SBR yx 
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and re-entering the string beginning with the first variable. 

If an ei:rbr is discovered 1iter value Y is entered in the 

calculato·r with the R/S Key, the matter is considerably more 

complicated. Recovery now involves expanding that parti-
' •. 

cular data string into its own SSCP matrix arid subtracting each 

value fr~rn the corresponding me~ory location in the cal.:. 

culator. This pro~ess i~;'~b:r:i:;~gthy and error-prone, it 

is recommended that the user ir~~s E aha start over. 

Note that the use of th; optlonal printer greatly reduces 

the chanae of key punch error. 

4. Note that it is not necessary to perform all steps 

if only regression coefficients are required - the user may 

jump directly from step 7 to st~p 19. 

On the following pages appears the'program, *TI-59 is a 

registered trademark of Texas Instruments, Inc. 

- ... ·~--.~-,..---._..,_,.,.__..,,.. .... -~--·-,-·~~-..... ~·-·-· __ .,,., -· ... ~----,,.... ... __ ,_,.., ... ,,.._ --"".,..,, ............. ""*""' .... '""4 .. 49"1_•"'-.f:"".' _pt .. ,k(!l!l .. ~:,.!!!l.~~""'.)-f!llll!!lll!'l'!lll!!IIJ!!l!'l!ffl'i 
'!..'' 
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STEP 
STARTUP 
1. Repartition calculator 

2. Load side A/card 1 into Bank 1 

3. Load side B/card l into Bank 2 

DATA LOAD 
4. initialize , 

s. Enter# of predictors 

6. Enter predictor raw scores in 
order; e.g.,~• x2, x

1 
... x, 

then criterion score ( ) wt&ch 
is defined as Xn+l 

7. Repeat (6) until all 
replications are entered 

TO COMPUTE CORRELATIONS 
Perform steps 1-7 first. 

8. initialize correlation sub-
routine 

9. compute r;j 

10. To compute additional car-
relations, repeat 8-9. 

.ENTER 

8 

1 

2 

-
N 

~ 
.2 
• • 

Xn+l 

-
i 
j 

PRESS msPLAY COMMENTS 
-

(2nd) OP 17 n9.79 320 Dl!:m steos/80 memories 

RST 1 Bank 1 read from side A of card l 

- 2 Bank 2 read from side B of card l 

.E (current) clears memories and T-register, resets 
SBR counter 

A 0 N!!:i 6 

R/S - at X +l' calculator will process the set of 
R/S - ~cor~s. display will blank, then display K, 
• - the number of that data set (where K = 1, 2, • • - 3, .•. K = number of sets of scores) 

R/S K 

B 0 r;j = correlation between variable i and j 

R/S i enter data so i,j; e.g. (1, 2) not (2, 1). 
R/S qj note: j =- n+l where variable n+l--;-y, the 

criterion variable, thus, with 2 predictors, 
1,3 would calculate correlation between 
~ and y 
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STEP ENTER 
MEANS, STD. Ji.EV~., SLOPES, 
INTERCEPTS, X, Y 
11. Perform steps 8-9 first. 

12. Compute X. 
J -

13. Compute X. -
J. 

14. Compute SD. 
J -

15. Compute soi -
16. To compute slope and intercept 

of ij pair~ perform steps 
8-9 first, then: --

17. Compute~ from X X 

"' 18. Compute X from Y y 

CALCULATE REGRESSION COEFFICIENTS 
J9. Perform steps l-7 first 

·, 

20. Save raw-data matrix on.•' ' 
magnetic card 3 - insert side A 3 

•. 

21. Insert Side B 4 

22. Read side A of card 2 into 
Bank l l 

23. Calculate regression -
coefficients: , ., 

CALCULATE R-
24, Calculate regression 

-coefficients first 
,, 

·J 

fiiZ~<.:EiilBt..-t~~ii&& ~--- ,_,W_:.Sik--4f:W~ 

·,. 

. .,,j ... ; ;,.:, 

PRESS 

R/S 

R/S 

R/S 

R/S 

(2nd) OP 12 
X :I t 

(2nd) OP 14 

(2nd) OP 15 

(2nd) vrite 

(2nd) vrite 

RST 

C 
R/S . 
• • 

• R/S 

-

DISPLAY COMMENTS 

x. mean of 2nd variable entered 
J 

X. mean of 1st variable entered 
1 

SD. standard deviation of 2nd variable entered 
J 

SD. standard de,.-iation of 1st variable entered 
1 

a intercept, a 
b slope, b 

A 
y estimate of Y computed from X 

"' X estimate of X computed from Y 

3 Bank 3 vri tten on side A of card 1 

4 Bank 4 written on side B of card 3 

1 Bank l read from side A of card 2 

a constant (au) 
0 regression ~fficients for\ :"i 

• . 
• • a. " regression coefficient for X 

1 
Note: press R/S until a "O"nappears in the 
display-this insures all coefficients are 
calculated and stored in the calculator 
memory 
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25. 

26. 

27. 

28. 

r-

·' ,. 

STEP 

Read side A of data card 
3 into Bank 3 

Read side B of data card 3 
into Bank 4 

Read side B of card 2 into 
Bank 1 .,. 

Calculate R2 

,. 

ENTER !'BESS DISPLAY COMMENTS 

3 - 3 Bank 3 read from side A of card 3 
.. 

-· 

4 - 4 Bank 4 read from side B of card 3 

1 - 1 Bank 1 read from side B of card 2 

- R2 proportion of variance in Y accounted for 
D by the linear combination of predictors 

r~~ U~H 

~~ ~ 

~ 
Mt.R CA'tb :,.... 

~ .... 1 R~ I ~ 
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SIDES A & B, CARD 1 

LOC CODE KEY COMMENTS LOC !CODE KEY COMMENTS LOC CODE KEY COMMENTS 
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!1 I .:2. I 1,7 . -~. '. "~- _op 
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. ,1 oP !SD ;)..'/- .. . ' 

,~ A-l>Y 
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'13 c.L. :l'/ C. • 15 e. 

30 oo 00 ~~ 08" '"' '17 ~s ,1 Et:? gt • .;>.'t 
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'I G-TO .. :,..o ;2,0 7(, L.~L-

' ,o 00 , SJ 
~~'I 

/l. 
I 't I C\ "It) ?!., ~~ ~
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'\I 
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t!c.t.. pi o I 01 '(J "I I 
oo 0 70 70 "t'I 

ST0 
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SIDES A & B, CARD 1 (cont.) 

LOC CODE KEY COMMENTS LOC CODE KEY COMMENTS LOC CODE KEY COMMENTS 
II, 6 ~" ,~ 71 5e.~ :>,1t> 3.2. }5,'l!i "C 

II!, Ac..c.. ~5" i/~ 9.it PA.T 
'fl, '-t1 &/"2. STO c, I A/s 
'l2. &TC> ot. Ob :12. tN\I 
o-, oi c./) ~C..L. 71 ~ 
71 58~ :n.o D~ o.g t.\~ Pfl ~5 •I~ '# l. $TO DI I 
'12. s-ro c:>3 c:>3 32. 

~
.11:T 

O'f t:> 'I- ,, G-TO ctCI\ A.,. 
1/3 Ac.L- 7t z..., tiii. RTW __ 

171> "' ,s. 71,, L.&'- ~o ?C, C..~1-
tl'J. $TO ct" WR.T 35' , )( 
C>O t:>O C#) Re.&.. 1/) Rc:.c.. 
71 ~aR. 71 71 o-r 07 
?.15' 1/x Wt STO ,s l C/'l- STo 130 bl a:, I ~~ ., o.r: ,,., 7 &/?, Ru:. 
il3 AC'- 02., .:l. 5''1 SC!I ,. 

5Cl\ 50, "bS' + '$'$' ... 
,e; ... 1/J lltC.'- 01 ' ~c, OI ' SC, fS)"t ol'tO 6'/: ) 
6lf ) 6" -&S' t-

,, ~,.. )('~t .. 1./Z. ~To. . .. lf3 ~,,_; 
1/S Re.&- e>O 00 f>O 00 '. 

'" '" 71 ~C.¥ .. ·~ i" ,, tS t1il ~,(o 00 00 e1. 

' "" W~T &/'L ~TO 5., .. ,,/; 

,. 

~- C.P 0'2.. . e, :2. '12. STO 
.. 00 0 ., -, ~7 t-.7 

,f i. STO ol I ?) ~c,. 
14\0 o, t;,"7 ~~ + !DO ,1 "'1 

, .. 

I/~ Ac.L. 11:J Ac.&.. t\'2. R-rAJ. 
,c1, •q ,'6. ~9 

oti' '12- $TO 5-, ) l;:i ~D c.."'- ~o a;_. 
• 00 t!:) 0 "2. ~TO s cl~s. A C\.Ald _g 

.. 71 S8/\ ,.,o c:>O co 
as 'Ix 73 A.C.4' 

,,,, 

.. ....... 
1/-2. s-ro 00 00 
Cl> I 01 «#'2.. $10 ,:t• 

... .. 
t/3, R.c.t.. , D" 06 ''i.1, . -:~ ,"' ' 

.:to• 'q t;q • "3, Rc._t.. ·' ~: .. 
. . ... 

1/2- &_TD 0~ c:>1J. ,: 
--- ,:• '. 

t>1 07 t/_2. $TO. -··· 
Ir, 

··-- .. -•-.• 

'.· ., I S/i8.~ 
, o.) 03 (", I' 

... .. , 
2.6 ' f. I. I. ~T.0 .. 

~o . .. , 

1/2- ST'O .7i ~+ 
.... 02., 0.:;2. .. ,c. '-!.'; ~. -· - .. . ,. ~ .. • i/j A.ct.. 7~ 

'(J '-'9 ~ c,p 
'+2. $TO , .s 13 

;l(O f>7 Rc.l ctC\ P~T i 
'-13 q I A./$ 

.. 

"" "-'\ 7'\ '5?' 
~'2. ~T'O ctC\ PR.T .. ',/ 

t?O 00 C\ \ fVs 
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SIDE A, CARD 2 

LOC ~DE KEY COMMENTS LOC CODE 'KEY COMMENTS LOC ~ODE KEY COMMENTS 

oo<> ,, L.6L. 4' I I ... 
/3 C. ' tN SV"1. 
,-,; C.&..~ 7~ i"\ •' - -· ,n 6'1(L '"" OP 
60\ 5q :20 ;J.. 0 

.... 3-2. x~t· o,o &#.S P.c.~ .. -.. . .. ·-· .. ., 

'-6 C.L."- ,, .7'L 
()(. ' 67 a~ ... 
()2. ::,. "" S,t,14-\ ... ... .. 

1/2. ~TO ,, G,:To . -... .. .. 
0/0 ,, 61 .. 5,- e e. '. ...... - ··-·--

r 
32. )(S, -t_. ?'- t..8L. -· •,• _ .. , .. ,- - ... ----
'i6 t- ... ""' SUM . . .. .. .. •••••H• "'-·-·· ..... ·--· . ---

01 
~-

:l,.t{ • _c:;:.A··· 
·--- , ..... ,~ 

Stf 3, (JG,r,\" . 
- <'• .. .. .. . 

'12. S'TO o,t> 01. 0 2.· ... -··- '' -~-. •· .. --~-,., 
P
7C\ ,, I!! .. ... .. -, . . ·-·· .a, G,.M .. .. C>I i ··• ~'.~- ... ... 

0( e, l~ .. ,!., ; -~""\, ..... .. .. •· 

71 S6 02,, C,2. - .. . .. 

c.t..A. 
-~ .. .... , .. ·- ~- . 

026 :).~ 'C. A.· .. ··-· ·····-· -- ... 
01 l 7.'- t..&L ·•. "";'"'"' -

~~ ' ~~ ~5 
~· 

... - , .. ·-·-- _ .. - ,,. 
-IJ .3', ~· .. .. . •· .... 

)'\ 7'1 ··• 02- ~~:··· 

,la. ~TC> 0,0 cu 
ll~ ... 

... ·• .. . .... 

01 t!>? .. q I - - . .~, 
3£, Pc;i-1 7Z. f>T'..,,, ' 
•1. C> :1, ·, ~· 61 .'. - «·•• ,., c.. ., l _.. . .. 

OIO ., l "" Sc>'4\ ,, .. ... •·'' 

'ti# 
~ - '"' 61 

&#Z. ~o "' ~TO 
7'1 7/t ,~ )( .. 
07 c,z, JlTN ... 
01 I 010 
Cfl. s-ro ··-. 

"" t:>O I= vi> OF fi,,1 l:)S A ., I . c 1\4 b .::>.. ~L ~&-~ . 
o-{I (!'» .. 0 .2. . . . . 

'" 1> .. ... . ... .. ... -·· ·~ --- " 

'" L.GL- ......... .. .. . . .. -· .. . ... ·•· ... ·- ... 

5l. t!e! l ,~ ~c.~ ' 
4 -

or> 00 .. -a, Pt;,., ... 
02. o ::i.l 
I\' A s. 
113 /tC.'- ...... 

o&e: 0"'7 0"7 
?S -t>I I 
SI# ) 
a2. ')(~f"" 
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SIDE B, CARD 2 

LOC CODE KEY COMMENTS LOC CODE KEY COMMENTS LOC CODE KEY COMMENTS 
Of> ;e,, l..6C... ~· ~o 

/I 0 II ~ 

'" D .37 ,,, I 

~" Pr;M .,,. ·L6'- :\I, p~,., 
0\ en t{'f PRr> D;l 0.3 
71 -&d~ ,a ~C.L 1:2. e 
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,., ., 
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.. 
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'" Smi/,. oo oo t>'I 0.3 
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SIDE B; CARD 2 (cont.) 

LOC !CODE KEY COMMENTS. LOC CODE KEY COMMENTS LOC CODE KEY COMMENTS ,,o ao 30 .. 
2,f!{ C.c...R. , 

12. ,cg-t 
11$ encc.. 
?>o ~o 
'-7 e~. .:l:lO 

-ao G-~D 
&/I e,cc. 
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MULTIPLE LINEAR REGRESSION VIEWPOI!ns 
November 1980, Volume 10, Number 4 

RELATIONSHIPS AMONG PREDICTORS 
IN LONGITUDINAL DAT A: 

TEMPORAL-SEQUENTIAL ANALYSIS 
BY REGRESSION - TSAR 

Thomas F. Jordan 
University of Missouri - St. Louis 

In analyses of longltudlnal data attention Is approprlately drawn to 
criterion measures of growth. However, It seems appropriate to consider 
predictor varlables, and to do so In a fashion which helps understand their 
Interrelationships. A method of arranging predictors Is described which 
draws on regression analysis, and so uses powerful lnferentlal tests of sta• 
tlstlcal significance. E)(amples are given of patterns of predictors educed 
by representative analyses. Data are drawn from two data sets with btten• 
tlon to several measures In the first S-6 years of life of a particular cohort, 
and to demographic data on childhood from several countries of the world, In 
the second Instance. 

INTRODUCTION 

In analyses employing data across a span of Interest In the cycle of 

development there Is a not unreasonable concentration on the criterion mea• 

sure. This Is because study of the criterion Is the step which leads to 

assessment of a hypothesis about'a stage of growth. To a lesser e·)(·tent we 

concentrate on the factors which explain the criterion data, with a ~lew t~ 

understanding the quantitative Influences on a particular level of attainment. 

Study of pred I ctor var I ab I es tends to focus on them as sources of var 1-

ance, and combines them In the form of statistical Interactions as a parti­

cular mode of analysis will permit, and as reasoning can subsequently deci­

pher Into non-mathematical, operational propositions. We tend to neglect 

15 
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the total array of predictor variables In a set, except as we engage In 

path analyses. In such studies the goal, however, tends to be pursuit of 

the criterion and the linkage via regression weights to the dependent mea­

sure.· ln,add)li~A,,use of'.p~'th anal;s·ls pre~umes stability' o/regressr:o~ 

weights; also, It has tended to slight Inferential tests of significance 
' " 

and Ignores statistical Interactions, 

It Is Interesting to consider how predictors In longitudinal data sets 

may relate to each other, We can give each the status of a crl terlon whose 

variance may be 'understood In the constellation of all predictors, with In­

ferential tests of statistical significance, To this end It Is helpful to 

draw on regression analysis, and on multiple linear regression (Bottenberg 

and Ward, 1963; McNeil, Kelley, and McNeil, 1975) In particular, The latter 

technique has been particularly useful In analyses of longitudinal data (Jordan, 

1980), The origin of this Interest emerges from analyzing the data set of the 

St. Louis Baby Study (Jordan, 1981a), an Inquiry Into the developmental span 

beginning at birth a~d continuing Into adolescence, In these analyses pre­

dictor variables are typically arrayed from a variety of domains In order to 

test hypotheses of relative Influence on a developmental criterion (Jordan, 

1978). Theoretically, predictors are Independent of each other, but there 

' may be dependencies due to the conceptual or practical relevance of a given 

predictor In the presence of another variable for which the case Is equally 

strong (e.g. from another theoretical domain of Influences). This equivalence 

of a claim to significance may be due to the nature of the model we are exa­

mining, despite the statistical shortcomings that situation may precipitate. 

However, we mention that In passing; the greater point Is that predictors as 

a data set may need as much attention as the larger aggregate which includes 

the cri terlon. 
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PROBLEM 

The particular topic we addres~ here Is the matter of an empirical 

structure of relationships among predictors based on Inferential statlstl• 

cal significance (F·tests) and employing regression anal~sls because of Its 

utility for longitudinal data. We start by noting that measures gathered by 

prospective case studies are time specific, and occur In a sequence as a con• 

sequence. Our problem Is the search for an empirically derived schema which 

reflects the sequence of predictor variables In their temporal order, We do 

so without prior commitment to structures which will stress the dependent 

variable, as In path analysis to which our approach has a superficial slml· 

larlty In use of diagrams with arrows. 

METHOD 

In multiple linear regress lo~ (McNeil, Kelley, and McNeil, 1975), a re• 

gresslon equation Is developed In order to predict a criterion, A critical 

element Is deleted or col!apsed, the res~ltlng equation Is designated as an 

alternate mode, and an F value ls computed for the loss of predictive effl· 

clency traceable to the altered vector. The basic model may be Illustrated as 

Y: a0 u + a1x1 + a2x2. , anxn + e, where Y = a criterion of continuous or 

discrete data, u = a unit vector which when multiplied by the weight a0 yields 

the regression constant, a1a2 . . . an• partial regression weights arrived at 

by multuple linear regression techniques and calculated to minimize the error 

sums of squares of prediction (re2), x1x2, .. xn = variables In continuous 

or discrete form, and e = error In predicting a criterion. 

When applied to a temporal-sequential data set Y becomes each variable 

1 inked to Its temporal antecedents and successors, In a regression model which, 

Ideally, Incorporates al 1 relevant predictors. Our goal, however, Is not to 

report all significant outcomes, but to schematlze those relationships which 
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are statistically significant In the temporal sequence, By this we mean that 

(e.g.) SES level at conception and perinatal complications may well be statis­

tically significant as predictors when the other Is a criterion, However, the 

logic of examining perinatal complications as a statistically significant 

source of SES variance nine months before makes no sense when compared with 

the opposite proposition. The putative contribution of SES to vari'ance asso· 

clated with complications at birth nine months after conception would be a 

rational statement of hypothetical Influence and Its temporal direction, 

FINDINGS 

We wish to Illustrate some Insights gained by using multiple linear re· 

gresslon to derive a temporal-sequential analysis by regression (TSAR) with 

data from the St, Louis Baby Study, We begin by reporting an analysis of data 

at birth, 42, S4, and 66 months employing some predictors (a TSAR schema) of 

mental test performance, The predictors shown In Figure I were derived from 

previous research Into salient Influences In several Independent domains on 

cognitive attainment. 

In Figure I we see data from the developmental histories of 54 bright 

children. This TSAR schema was derived from a set of five predictors and shows 

the simplest of all linkages, one In which a predictor In a temporal sequence, 

perinatal SES (McGuire and White, 1955), Is linked statistically to another 

predictor, the level of education of the head of the household at age 66 months, 

and then to the criterion,' In this analysis three predictors In the full set 

did not play a statistically significant role, and are not evident In the schema. 

In Figure 2 Is a schema of four predictors, none of whl.ch Is the sta­

tistically Insignificant Apgar score (Apgar and James, 1962) at birth, and 

a criterion score at child age sixty six months. In this TSAR schema we see 
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sever a I th I ngs. There Is a sequential link from perinatal SES score. through 

54 month STIM (Caldwell, 1970) and the number of slbs at 66 months to the 

criterion. This schema also shows both direct and Indirect links as 
0

SES also 

connects directly to the criterion. 

In Figure 3 we see two anomalies Illustrated. In the perinatal data 

we see a two-way statistically significant link between Apgar and .SES scores. ' • 

Of these two mathematically correct findings only one Is conceptually valid, 

since p~yslologlcal conditions of an Infant In the first few minutes of life, 
' the Apgar score, cannot Influence an SES score based on parental characterls-

t I cs, The second anoma I y Is that we can trace .a 11 nk backwards from the er 1-

ter I on to a 66 month variable, the educatlonaJ level of the 'head of the house­

hold,' but we can not go back any further since the linkage breaks off, At the 
1 

same time there are two other antecedenU,;t,he 54 and 42
1
month variables, which 

go back !n the developmental sequence to birth SES score, 
' 

In Figure 4's TSAR schema of five predictors we ice that four of the pre­

dictors can be linked to each other; the only predictor variable not arrayed 

In Figure 4 Is a 42 month variable, number of siblings. Moro Importantly, 

we see that the schema links predictors, but the set does not connect to the 

criterion. In this cue we see linkages which extend from birth to age 66 

months. However, there Is no link from any of the predictors In the schema to 

the criterion. The constellation of four predictors from perinatal Apgar score 

to education of the head of the household at sixty six months hinges on the 

perinatal McGuire and White (1955) SES score, However, there Is no linkage 

from the perinatal SES score to the WPPSI Vocabulary scores of children selected 

because of their low scores on Raven's (1950) Colored Progressive Matrices (1947). 

The practical Import of this Is that the developmental Influences we have seen 

) 
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In the previous three ~chemas continue to cluster among themselves, but have·· 

no functional relationship severally or collectively, to the criterion scores 

of the children. 

·The examples given so far use clinical data from child development. A 

parallel example Is given In Figure 5; It uses data on social conditions sur­

rounding childhood In fifty six countries and employs 1975 gross national 

products In United States dollars as the crlterJon. We provide this analysis 

of data from a work In progress (Jordan,, 1981b) In order ·to show that economic 

and social data which have a temporal-sequential flavor can also be explicated 

·In a fashion which Is schematic, and which makes use of Inferential tests of 

statlstlcai;slgnlflcance. 

DISCUSSION 

The TSAR schemas are based In regression analysis and It Is Important to 

note that only statistically significant variables and their contribution In 
,,, 

2 • 2 full regression models Is reported, R values of the full models (RF) vary a 
' ' 

great deal In size; this Is In contrast to uniformly low R2 'values In models 

•• whose crl terla are measures of early development (Jordan, 1980), 

The TSAR arrangement of data can be applied to any number of predictor 

variables. The computational and model-building aspect of the regression anal• 

ysls can be handled by any regression package, In the examples given hero the 

data were analyzed In models In which all predictors were treated as criteria 

In the presence of tho other predictors as co-variables, which Is• the usual 

arrangement In multiple linear regression analysis, It Is helpful to recall 

that a number of such combinations could violate the canon of logical order In 

temporal sequence, with the predictor occ.urrlng later In the developmental se­

quence, At that point the theory guiding selection of variables and their hypo­

thetical relations limits analysis to regression models which are logical and 

) 
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LTIPLE LINEAR REGRESSION VIEWPOINTS 
vember 1980, Volume 10, Number 4 

BUDGET ALLOCATIONS AT MSU: 
LINEAR .REGRESSION POLICY 

CAPTURING ANALYSIS 

William Rosenthal and William Simpson 
Michigan State University 

Steven Spaner 
University of Missouri - St. Louis 

Within higher education circles, the 1960 1s are already being wistfully re­

,,d to IHI the "golden decndn", During these halcyon years the major problem 

,1g mor.L CAt<'lhlished univnrsitieo was how to take advantage of the available 

, to achicwu 11111ximum growth, MSU was no exception to thia phenomenon. The 

·cupation wlth growth left little room fot· concerns nbout efficiency, and 

wns rc!'lcictccl 1.l the University' ti 01anage11,ent atyle, Ample .l'undo relieved 

• :il 1irlmtniutr11toro of the need tti make hard allocation docisions. At M3U, 

,uly ruqulr<!llll'Ut pl.1ccd on dc•pnrtmcnte snc! col.lcs;os by the Provr,11t. wau onr cf 

,ding hiru w1th a gcnornl account of wh«t th~y wore doing. Tho formnt of th1s 

1..tl n 1 por.t 11 wai. J.cf.t completely op'ln and the unitH typically used this opr,or-

Y to port;r11y thcJ.r accomplhl,1mmta 111'.cl lever for more funds by hinting at 

11chlcveru1m tfl werr just around tl1e corne1·. With the start of the 19 70 'a, cun-

. ned l:,i,dge.ti,; suclde1!ly mnteri.:ilized. The economi,:; problems that pli:gueJ r.nti.cr,-

;ented at AERA 1980, MLR Special Interest Group 
refereed by editorial staff 
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al and state governments alike put the large, state supported, research oriented 

uni.veuitics '.'under a double1oss as both state' appropriations and fc,dcrally-
,} r.l/,,,1, ~ . I ' ! ! , '.' ,' • •Cl:,, '· , . ' " . ' \ '.,; 

sponsored research funds began to lag. At MSU it became immediately obvious that 
\ :.c; 

the annual rep~rt p~6vidcd neither the i~formation nor the mechanism by which the 

Provost could make alloc~tion dtcision~. ·. This situation provided the impetus to 
f '• • • " • • ' ' • L. ' 

develop a university-wide system called the Annual Evaluation and R~po~t (AER), 

which combine<! .the functions of program evaluation, academic planning, unit bud­

geting, and fund allocation, 

THE PROllLEM: 

Under the AER process, the allocation of new funds was proccdl!.~!I. d,,pendcn t 

upon the rcsult11 of a very detailed analysis of unit, department, and collcl$C data, 

Obv:l<'uuly, i10 1allocation prucese ~~n operate .totally on ,quantit11tive data and so 

the 11dmission, of .highly subjective j udgmen~s ,into the allocation process was eascn­

tiftl; howcvet, the amo\mt by which the subjective considerations offset the quanti­

fied i11formntlon is not easily controlled or even determined, Thi11 then :I.a the 

:f.oHur l\l: hnnd, Jlow closely hnve fund allocations followed the roco111111crnda ti one 

n•aul.ting only frora an cx11mination of h.urcl data? Bo!oru· laking this queatfon on 

d1rcr.tly, it wus nocaeeury to take into ,:onAidurution aomo artifncts or thu AER 

prnccclure it1clf in ordor to devalop a nerica of reasonable l~potheaes. 

!!Q'Jill11NA_J!_Y CONS TD ERA TION[ 

Although data portninlng to ~J_!!.cndomic 11nH ue thoroughly analyzed, and 

judgl!'ents are made as to the need for further staffing and support, the finlll 

aUocnt1.ons from the Provost are n<?l. made on a department by department basis, 

) 
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~r, the allocation decisions are made at the college level, In cases where 

the departments within a college arc consistently high or consistently 10.1 

•eed for additional resources, the aggregation of these departmental judgments 

he college level will result in a similar, clear-cut indicator, However, 

, the departmental needs and performances are widely divergent withln one c.ol-

the final allocation d.ecision that can develop from a synthesis of such a 

·d pattern is much more subjective and unpredictable. Another complexity of 

relations between d~partments and their colleges is the fact that although 

-cations ~re made to the college on the basis of specific de.parto.ental needs, 

AER procedure_ does not restrict the dean's flexibility i~ reallocating funds 

is/her departments, .Thus there is no mechanism to ensure that the depart~cuto 

lve the funds that central administrators intended fo~ them. 

Out of consideration of the above, what might have b,~en our original qucRtion 

c,, the degree of match between allocations to departments and de-partmentnl 

--naw expands into a series of 9uestiona: 

1) Over a period of 5 years how well can we predict department budget 

increases from the key data elements reflecting upon the operation 

of the department? 

2) Does our prodlctive ability J.ncrcaeo if we know what college a de­

partment belongs to? 

3) How well are colleg'e budget increases predicted from tho college 

level data? 

4) Does there seem to be a halo effect associated with the allocation 

process, i,e,, docs knowledge of a unit's (department or college) 

previous year's allocation enhance the predictiv\i power of the 

data? 
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METHOD: 

'McNdi', Kelly, and McNeil discuss policy capturing· (pp. 405-419) as an appli­

cation of ~ultiple lfo~ar.regression. The pro~ess involves seeking variables 

which coii·elatc ~1th the result~ of some decision m~king process. They present, 

by w~y of example',' Christal Is 'f~ble "Seleel:i~g a Harem". the point of which 

(stated f~·r more, a~~singly in the original than here) is that if a characteristic 

adds to the ability to p~edict the decision/then it must have been considered in 
l ', 

the making of 'the decision. We have; in the AER process, a clear set of decisions 

(change
1 

'in budget) a~d a; g~oup of "characteristics" which were intended to' be a 

part of the decision making pr~c
1

ess. We know beforeha~d the explicit components 
. . "' . 

of the budgeting policy and procedure,. From' the$e kno~ elements we can, by :j,n-

duction, make •~~Jeral ~s~ui.rptio~s regarding the patterns by using regress'ion tech-

'1 • ( , ,;, 1 >,f''H:,(, / ! ['..,1° ''"cftr,, ;J, ,, ,,,,, :, t f' '"1. •· , I. ' 1'/' 1., '. ,, ' r' · . 
niques, Each of the four questions calla for some ata~istical evidence· that the 

known elements of the budget policy h~;_;-~: 
1

the';er'tecta which should '~oat obviously 

occur, :Our interit:j,ori was to adopt the McNeil, l<elly, McNeil-Christal 11pproa()h to 

,, 
thia situation by rcforcncina'each question in terms of a full and restricted 

modal to doterminc t.o what decree (if any) avaflahlo informat.ion influenced the 
' '· 

dcc:i,dc:m maker11, 

Seventy-two dapartmcnt» fit our criteria for complete data, We knew from 

the start that it could be d Lf.Cicul t to. find a tat ill tic al significance for a sma 11 

eamplo with largo numbers of prodictc>rs, Indl!cd, we wore awnrc as we started 

that at least Ofin model would requiro that we use an N of 12, the number or col­

lccco in our study, Since thero was no way to increase the sample size (it was, 

save for departments and colleges deleted to eliminate reporting inconsistencies, 

) 

,. 
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the same as the population), it seemed reasonable (meaning that we saw'no alterna­

tive) to approach significance from the view of replication: "The proof is always 

in the prediction; and whether or not a finding from a small sample has meaning 

rests in empirical replication" (McNeil, Kelly, and McNeil, p. 352). We felt that 

our sets of annual data allowed for a kind or replication. If certain variables 

accounted for a large amount of R2 in every year, and if the total'R2 was consis­

tent, then we might claim to have at least trailed and treed the policy if not 

exactly to have captured it. (Trailed•' R2 .25, Treed• R2f .50, Captured• 

R2 over 75, by unilateral and rather arbitrary definition.) 

Statistics were ca!culated by program REGRAN, a routine in the Veldman Library,, 

,It contrasts full and 

F (R2f - R2r)/dfn 
• (1 R2f)/dfd 

restricted models through the calculation of 

The first column of Table 5 was calculated on SPSS because 

of thfl need to transform variables, an option we have not yet had time to build 

into Veldman, 

The next two sections describe the details of the variables and the hypo­

theses used to answer each of the four policy questions. 
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THE MODEL VARIABLES: 

Dependent Variables:· 

Bi(t) • Unit's budget change, from your (t-1) to year t, expressed.as a 

percentage of the total budget. 

i • 1 for the model using departments as the units (hypotheses 

1, 2, 4), 

i • 2 for the model using colleges as the units (hypotheses 3, 4). 

Independent ·Variables • 

Ei(t) • Department enrollment change measured in St~dent Credit Hours (SCH). 

EPi(t) • Department's enrollment change expressed as a percentage. 

Ri(t) • Outside grant and contract research funds attracted by the department. 

RFi(t) • Outside grant and contract research funds per full time equivalent 

faculty .(FrE) member in the department. 

Pi(t) • Department's published outputs per.FIE. 

AAUi(t) • Department's SCH/FrE workoad C'!mpared .to AAU departments average 

workload, The comparison is expressed in terms of% change in 

faculty.etaff needed to match the AAU workloads, 

PBESi (t) • Department' 1 SCH/FTE workload ·compared to Bimilar MSU departmentl 

average ,workload• in a manner identical to AAU(t), 

COLk(t) • Memberehip variable indicating to which of the twelve colleges the 

department balonge, K • 1, 2, ,,,, 11, 

THE HYPOTHESES: 

Hypothe1is la, b, c, d1 a: For each of the five budget years, certain AER 

variables are significant predictors of annual departm~nt budget change, 

Full Model: B1(t) • AoU + C1E1(t) + C2W1(t) + C3R1(t) + C4RF1(t) + 

9ssP1(t) + C6EP1(t) + C7MU1(t) + CgPBES1(t) + E 

) 

ft 
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Restricted Hodel: B1(t) • AQU(t) + E t • 1, 2, 3, 4 

(Models 1, b, c, d, e, related to years t + l(FY 1976), ... , 5 (FY 1980) 

Hypothesis ·2a, b, c 2 d 1 e: College membership is a significant-predictor 

of annual department budget change over and above the effects of the AER 

variables. 

k • 1, ... , 11 

t • 1, , 5 

Hypothesis 3a 1 b1 c 1 d, e: A subset of the predictors in Hypothesis 1 

will significantly predict.change in the college budget (given year). 

Full Model: B2(t) • AoU(t) + C1E2(t) + C2W2(t) +.C3R2(t) + E 

Restricted Model: B2(t) • J.oU(t) + E t • 1, ••• , S 

Hypothesis 4a 1 b, c 1 d: The previous years' departmental budget changes 

are significant predictors of annual department budget change. 

Department 

Full Hodell B1(t) • AoU + C1B1(t-l) 

Restricted Model1 B1(t) • Ac,U (t) 

College 

t • 2, 3, 4, 5 

Full Modol1 B2(t) • ·AoU(t) • C1B2(t-l) + E 

Restricted Modoll B2(t) • AQU(t) + E 
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Results 

Table 1 
Hypothesis 1 ,, 

(8 Basic Predictors) 
'i 

Year R2 Full R2 Restricted _F_ _P_ ..M!L __!lli!__ 

1974 ,0838 .oo . 721 ,6741 8 63 
1975 .1611 .oo 1.512 .1707 8 63 
1976 .1931 .oo 1.884 .0778 8 63 
1977 .0502 .oo .416 ,9071 8 63 
1978 .2178 .oo ,2,192 ,0394 8 63 

' •.Table 2 
Hypothes~. 2 

(College Over and Above a.Basic Predictors) 

Year R2 Full R2 Restricted _F_ _P_ ..M!L __!lli!__ 

1974 .2897 ·,0838 1. 372 .2140 11 52 
1975 ,4110 , 1611 2,006 .0463 11 52 
1976 .2410 ,1931 1.299 ';9a28 11 52 
1977 .4385 ,0502 :J,270 .0021 11 52 
1978 ,3352 ,2178 .835 .6076 11 52 

>. ,:i 

Table 3 
Hypothesia 3 

College Level Data 
Budget with Outside Dollar,, Student Credit Hours, Enrollment aa Predictors 

I!.!! R2 Full R2 Restricted _L,. _P _ ...cU'.!L.. ~ 
1974 ,4086 .oo 1.612 ,2707 3 8 

1975 ,2843 ,00 ,927 ,5223 3 8 

1976 ,6388 ,00 4,127 ,0559 3 8 

1977 , 1943 ,00 ,563 .6589 3 8 

1978 ,2537 .oo , 793 .5369 3 8 

I 
': 

) 
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Table 4 
4a 

Hypothesis 4 
(Previous Budget Change - Department) 

Year/ 
R2 Predicted bI_ R2 Full Restricted -L -L -.!!!!L -AfE._ 

1978 by Prev. 4 .0990 .oo 1.868 .1252 1 68 1978 by 1977 .0074 .oo .521 .5202 1 70 1977 by 1976 .0083 .oo .584 .5464 1 70 1976 by 1975 .0075 .oo .532 .5249 1 70 1975 by 1974 .0139 .oo .985 .6746 1 70 

4b 
(Effect 'of Previous Budget Change - College) 

Year/ 
Predicted b)'. R2 Full R2 Restricted F -L . ..M!L ~ -19.]8 by Prev. 4 .2621 .oo ,533 ,7190 4 6 1978 by 1977 .2238 .oo 2,595 ,1392 1 9 1977 by. 1976 .0988 .oo .987 .6518 1 9 1976 by 1975 .1057 .oo 1.063 .3307 1 9 1975 by 1974 .• 0933 .oo ,926 .6366 1 9 

DISCUSSION: 

Variance accounted for by the eight predictora ie fairly em«ll, about 20% in 

the year it 1• largest (197~) (Table 1), We were concerned that this seemed to 

suggest that very little of tho decision was baaed on the data, This concern lend 

to aome IMnipulations which we ahall describe further on and the "College over and 

above" hypothesis, In 1976 and 1978 the variance accoun.ted for may be considered 

' Variance accounted for by college membership in addition to the other vari-

ables ·ranges from 28 to 44%, a considerable improvement (Table 2). F probabilities 
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in 1975 and 1977 are .0463 and .0021, respectively, which adds to the credibility 

of the pattern. The suggestion of these hypotheses seems to be that a department 
,, ' 

is more dependent on its collegiate affiliation than o~ its departmenta~ merits 

in certain years. To some degree, experience and the data tell us that this is 

true. Inspection of weighting coefficients identified exactly those colleges 

which have received large budget increases because of very heavy enrollment demands . 

. Apparently, in a given year, such conditions reduce the Provost's flexibility and 

leave less money to be distributed through the rest of the system. The most ex­

treme form of the result would be the low P,roductivity department in a high b';ldget 
I, 'l," 

college receiving extra funds simply because they are available to the dean and the 

high productivity department in a college which is not at the positive end of the 

need cycle. receiving a, v4:ry small, or no, increase as the dean attempts to stretch 

the resources around his or her units. 

The ''1ow R2 's for la throu
1
gh le motivated us to also build a model using ~urvi­

linear relationships, , Using the ten most commonly recurring pred,ictors, line~r 
I ' ' ' ' 'l 

and curvilinear, aC:ross the fiv.e years as ~~e predictors pt'oduced reaiults which 

wei:e notlall that ;different'from those obtained in la through le (Tabie 5). This 

would again seem to indicate' 'that the department is often not the focal unit in 

this proceas. 

Table S 

!!!!. 10 Modified R2 8 Originnl R2 

1974 ,1344S ,0838 

197S ,11023 , 1611 

1976 ,24694 .1931 

1977 ,10332 .0s02 

1978 ,20089 ,2178 
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Perhaps another point to consider is that it is likely.that central _admini­

strators suffer from such intense information overload that they are forced to 

make their decisions on the basis of data aggregated in the most c'oncise manner 

and to assume that deans will distribute funds in the most meaningful way. A 

promising route for future study would be to attempt to capture 'deans' policies. 

The number of colleges was too small to allow us to test the hypothesis that 

the eight basic predictors aggregated at the college level accounted for larger 

amounts of variance than when aggr_egated at the department level (a fairly obvi­

ous corollary of the previous hypotheses). To test for the general idea, we 

chose three variables which appeared to be heavy contributors (outside dollars, 

student credit hours, enroll~ent) ,(Table J);the results showed that even this 

small number of predictors 11,ccounted for fairly 
0

large prop~rtio'ns of variance 

at the collegiate level, which tends t~ ·confirm the ·previo~s results relative to 
. . ·' ." 

collegiate influence and the role of the·college in the decision making process. 

Table 4 shows the results of teats to determine the "carry over" or "halo" 

effects of budget changes to subsequent years. Probabilities are very low; how­

ever, the patterns are consistent with the other results: little predictability 

st the department level, more at the collegiate level, 

No one should be totally surprieed that provo1t1 or other budget levol offi­

cial■ are forced by the complexity of their ta1k1 to focus their decision• at the 

highest level po11ible, Thc10 findings may, however, co~firm the suspicions and 

feelingY of 1n11ny department chair■ that they are at the mercy of forces outeide 

their control. 

,I 
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EVALUATING TITLE I 
EARLY CHILDHOOD PROGRAMS: 
PRO.BLEMS, THE APP_LICABILITY 

OF MODEL C, AND SEVERAL 
EVALUATION PLANS 

Keith McNeil and Emily Findlay 

NTS Corporation 

The enactment of the 1974 amendments to Title I expresses .the growing con­

cern for developing ~dequate evaluation strategies for assessing the effective-. 
ness of Title I programs. The current Title I E~aluatfon and Reporting System 

(TIERS) was designed for use 1n grades 2-12. However, Title I programs are also 

present 1n the early childhood. grades (prekindergarten, kindergarten, and .first 

grade). Huron· Institute 1s currently 1nvestfgat1ng alternative evaluation 

strategies to assess Title I programs 1n these grade levels (Bryk, Stren1e, and 

Weisberg, 1979). 

Although many evaluation models exist for evaluating early childhood pro­

grams, this paper will focus on the "Special Regression Model," Model C in the 

TIERS. We first present factors Yttlfc~ make evaluating early childhood programs 

partfcu1arly difficult. The paper concludes with several feasible evaluation 

plans utilizing Model C. 

Factors Which Make Evaluating Early Childhood Programs Difficult 

Several factors make assessing the effectiveness of Title I early childhood 

41 
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programs more difficult than in the upper grades. Factors that contribute to 

this difficulty include: 1) Scope of Programs, 2) Instrumentation for Early 
<; 

Childhood, 3) Developmental ';Characteristics of Early .Childhood, and 4) Student 
' ':• " ' 't ,\ ', ;, '}: ' 

Selection. 

Scope of programs. The, scope and content of early childhood programs vary 
', ' ., . ' 

~ ~ :, ' I ' j, ~' '.' ;' • ' f 

widely across programs, ·, Some"of the variation is a result of grade levels. Most 

prekindergart~n prog~anis are glob~l '.i,:i natur'e~ placing \ti; greatest emphasis on 

early intervention and exposure to ,the school environment.·. P~rental involvement 
• ' ',; ,:! j· ,,>\1 ': :,.) \~ -·~: ' 'i ,r, 

in the students' education 'is 'also 'stressed. In contrast, kindergarten programs 
,' ' '~ t" 

emphasize readiness skills: prereading, mathematics, language, and socio-

emotional development. First grade ~ograms begin to approximate J)l"Ograms found 

in upper' giadeT1t1~ I .,programs, by ·~~ncentrating on supplementing regular school 
,,.1(,1, ·';,J ,,~~:_, ,'·-~'.·., ·•,1'. .. ,,-,'·:'•,,.:::,,.-·, ~ "•. • :. ,,~'•' ' 

programs and bolstering the readiness skills taught·fn kindergarten. 
, , <' J '•:·.·:, "'•·/ '. i ; '•,¾(4 ·) ::4H :¥:\. ,' ~." ,,} " ' , • : • • ! 

•• Instrumentation. Serious concern has been voiced regarding the technical 
j: ,,-~/- ,..r~,,.~1-,:,r-v1,:r ,;,1. ~t" ,,.·'i'!/:·•t·'1J'1r~'i1H .. t{ • t·: • 

excellence·· of early" childhood measures. The majority of measures do not meet 
' ,,,, I (,,'t•,, ,~•~J\,\\,•,~;,r• ►~•:,f<jt~f•,:1, ('¥•171~••;,:{1- '.) ,),,,••••,/ > ,' 

minimum standards for validity, rel f ab11 ity and appropriateness of norms 
' I: <', ' 'i: ') \; ,·'' ~ :,- . ' 1 

(Hoephner, Stern, and Nummeda1, 1973). Measures which meet mfn1mum crfterfa are 
• '/ '·:· J, " ,, 

of a cognitive nature, the majority being "IQ" type instruments. In many 

instances, these instruments are inappropriate measures of the goals and obj ec­

t 1 ves of T1 t 1 e I programs. Furthermore, cogn 1 t 1 ve growth 1s so rapf d at th 1s age 

level that ft cannot be measured, pre and post, by most instruments. 

• Developmental Character1stfcs. Young children have mfn1mal experience fn 

formal assessment situations, As a result, many of the prerequ1sfte skills for 

test taking are lackfng, In addition, egocentricity, emotional reactivity, and 

fluctuations fn attention span may influence performance on assessment instru-

Presented at AERA 1980, MLR Special Interest Group 
Not refereed by editorial staff 

,,. ".<¾?~,·;·¥At :,·'•1•.;··~~~'.'t<,'! ,:c'.~\r"·;t;., -~.~"'t;~-'!(.\;.,!,~~'f."•·:,iq,C:,~{f·_;.·~:--.: ·:.: ·:~};;,rv=:~t,'.h/;J'A:.~·-,-,;:-1;;~~~•;~,!''('~,f.'~i!~~;::,~).;;f,';~t~~~-~~!.~jR~~-~;-_· .·.. . .,_, .: 
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ments: 
'' • ;·, ,; • ('1, i '/ ' ' ··: i: .: .• '\ > ,' ' •,j ·~ .} !', , 

Therefore, scores obtained from these instruments "inay not accurately 

measure the ·student' s actiievement level in the cont~~t area'. 

techniques may be'needed to measure the student's achievemenL 

,. ' 
I ', ~ 

Other. assessment 

Student Selection. The last factor which' contr.ibutes 'to. th~ diffic:'ulty .fn 
:, l ,, ' 

assessing the effectiveness of Title· I programs is student selection. Because 

instrumentation is problematic, test scores used as the ,sole .criteria •for. 

selection, ma,r identify many students as needing the program, when. in fact some 

students, do not. Li_kewfse, many students .are identfffed as not needing the 

program,: when in fact some of those students do.'· Thus,' the' ·selection of 'the.'. 

appropriate students is problematic. The design one chooses ·to evaluate ihe 

early -childhood program must avoid this hazard, as well as deal with· the 

prev1ouslY, mentioned factors. • 's r. •. 

Totspec'ial Regression Model -- Model C 
. : , , ,')'1 ! ): . · I • \ ,,{' '1· 

The Special Regression Model (Model C) 1s a form of the regression projec-
• •;1 j .• ,. ; 

tion model pro.posed 'i,y C~pbell· and Stanle~ ( 1963). The remarks 1n this paper 
~ " ' . 

;, 1 

actually pert:'ain to Model Cl, the "norm-referenced version of Model C" (referred . 
to as Model C in this paper-see Tallmadge and Wood for complete d1sc~ss1on of the 

models). Many of the remarks do not apply to Model C2, the Model "'11ch uses a - ', ' 

non-normed test for posttest. Expected posttest performance of the Title I group 

is b4Sed on the projection of the regression line from the comparison. group., 

(See Figure 1.) If the Title I program 1s not effective, over and above the 

regular program, then the Tftle I effect will be zero. If the Tftle I program fs 

effective, then the performance of the Tftle I students will be higher than 

predicted from the comparison group. • Model C regufres that a11 students in 

grades served by Tf t le I fn a target schoo 1 be tested, and that the students who 

J 
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score lowest on the pretest be placed in the Title I program with the remaining 

students serving as compariso~;• students ..• The cutoff 1«>uld ~ based on the number . :, '.. . ',,: . • • '' ' 

ot', student·~ t~at can\; ,~e~ved, and ideally 1«>uld be the same fo al} buildings in 
. ·.·~ ,i,,'" 'f '\ ' " • '. • ' 

a school· district. Actually .• the. pretest/selection measure may .be achievement 

te.st s.cores, independe~~.ly"'m,~e t~ac~er. ratings, classroom grades, or some 

com~ination of these or other types of ,measures. 

Reasons for Using Model C 

.The first major reason for using Model C is the fact· that students learn 

quite rapidly in the early years of schooling'/ This very often necessitatei the 

use .of a different test, at posttest time than th.at used at pretest time. Model C 

all9ws for.the use of a different test at the two sessions. 

Secondly, .selecting students .for the Title I program 1n these early years 

can be difficult. Since most testing must be accomplished individually, testing 

takes a lot of time, it is usually very costly, and there are very few good 
• •. . ,, h . , ·'., ;, ,.i-!'< :'•. . , • i 

screening devices available. /In >addition, the longer· 'lt,e""screening takes, the 
:'f•~t~·"',,t,:,..,.~<:-.::.{·>,i,i, .. /(: }ti,J V.:,:,y;·.::ri·"._11:; i• ... {~ .. - , ✓,':, , ·> :'.1 ,,' • -1 ~ 

less time there is for instruction; Because Model C uses the pretest IS the 
; ,'. ' ,, ' ,, 

·:.1·!1"· '; ,' I _.· . , ,.., 'i ,,!',•,,·: ,, 

selection device, Model C 1s preferable over other Title I evaluation Models 

which ~eqJire that pretest and ~~lection be separate. Because ft 1s difficult to 

get ~ne good screening device, 1t ~uld be an additional burde~ to get another 

device which could be used IS the pretest. Model C does not require two proce­

dures for student selection and pretest, but requires that student selection be 
' based on the pretest. 

A third advantage of Model C 1s that ft does not make any assumptions about 

the effectiveness of the regular program. Indeed many schools are not as 

effective with their regular curriculum as the average curriculum in ,the 

country. Because Model C uses the actual results from students in the regular 

) 
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P,rogram, it yields an accurate 1nd1cat,1on of the Title I effect, over and above 

the regular program, in a particular school. 

Fourthly, the' procedure· used for' pretest/selection in 'Model C does not. have 

to be a norm-referenced test. Therefore, teacher judgements, norm-referenced 

tests, or non-norm referenced test·s could be used individually, or ·as part of a 

composite score. A composite score would most ·11kely identify more ac·curately 

the students who are most in need of additional educational services.· One way in 

which some Title I programs are implementing Model C is to use a non-norm refer­

enced test at pretest, and· a norm-referenced test at _posttest. 'The pretest. ranks 

students for student, selection and provides diagnostic/prescriptive information 

in terms of the kinds of sk 111 s the students lack. •• ·Thus posttest norm-referenced 

cutoff situation have pretest scores below some Title !•students. Thus,·there is 

a wider range in the· ·comparison group over which · the regression -slope is 

determined. • >: • • .i 

Model C Evaluation Plans 

Figure 2 contains three possible evaluation plans using Model C. For each 

p\an, the testf~g time, test, and purpose of test are identified. For instance, 

those interested fn testing only every Spring would find evaluation plan 2 appro­

priate. Since ft would be unlikely that a pre-kindergarten spring score would~ 

available, the kindergarten evaluation would probably have to be a Fall-Spring 

evaluation. But the kindergarten Spring score could also be used for the pretest 

for the grade 1 evaluation. 

Figure 2 indicates that evaluation plans 1 and 2 both result in once a year 

testing. One should also note that the test used at any testing time may be the 

same as previously used, or a different test. 
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Sunmary 
• .. ', . ,ilJ>,. 

Because the purpose of Titl~ I evaluatfon is. to ,determine the effect of 

Title) over and above the,r~gular curriculum, Model C seems.most app\"opriate. 

The ·,adva,:itages of ,the. Special Regression ._Model .. (Model C) for· early childhood 

evaluation seem to outweigh _,the disadvantages. Those advantages are: 

. • Scope of Program - Model C allows for the use of a different test at 

posttest than used at·pretest 

• Instrumentation - non-norm referenced test can_,1be administer:_ed -at pre-

.• 5., . . 1 :test, .providing diagnostic and presc;:rfptive information as well as 

,. baseline and .. student selection information 

• Developmental Characteristics - Different test levels can be. used pre 

. and post, even ff.they are not linked by a c011111on scale 

• Student selection - a separate selection/pretest 1s not needed and the 

selection/pretest can be a composite score 
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Evaluation of 
Eval.wttion Plan# l - - - Fall-Fall IC Gradel ,it~ 

Testin! Time Test Puroose 

Fall of lC A Selection (IC} pre (IC) 

Fall of l A or B Selection U) post (K) pre (1) 
Fall of 2 A or B or C ,, .. ,, Selection (2) post (1) 

Evaluation Plan #2 - - - Sertn1-senn.5 
; 

Testing Time 

Fall of IC 

Spring of K 

Spring of l 

,Spring of 2 

!valuation Plan 

Iuting Time 

F&ll of K 

Sprina of IC 

F&ll. of l 

Sprina of 1 

Fall of 2 

Sprina of 2 

.. 't!!s. PUrt>ose 

A •. Selection (.le) pre (IC) 
', ·, A or B Selection (1) post (K) pre (1) 

A or B or C Selection (2) post (1) 
A or B ~r .. c Selection (3) 

or D 

113 • • • Fall•Serin5 

Tut· .PU£20H 

A Selection (K) pre (IC) 

A or B post (K) 

A or B or C Selection (l) pre (l) 
''t' 

A or B or C 
post (1) or D 

A or I or C Selection (2) 
or D or E 

A or B or C or 
Dor E or r 

Figure 2. Model C evaluation plans for early 
childhood programs 

) 

Grade 2 

pre (2) 

pre (2) 

post (2) 

pre (2) 

post (2) 
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AN ESTIMATE OF POWER FOR 
INT ACT GROUPS AND FOR INDIVIDUAL 

SUBJECTS: A NOTE 

Isadore Newman, The University of Akron 
Carolyn R. Benz, The Un_iver~ity of Akron 

The problem of intact·groups has been clearly delinea­

ted in a variety of texts and papers (<;:ampbell and Stanley, 

1962; Kerlinger, 1973; Newman and Newman, 1978; Poynor, 

19771 etc.). Cohen (1977) has popularized the concept and 

importance of power for the applied practitioner. In cal­

culating power, one has to consider four parameters: 
. ' 

alpha (o(), N size <N), effect size (f2), and power (P). 

ALPHA 

Alpha is the probability of making a Type I error. It 

is generally set of .OS, .01, or .001. If one has no other 

reason, traditionally in educational research, alpha is a.et 

at .OS for a two-tailed test. 

EFFECT SIZE 

Effect sizo can be thought of conceptually as how far 

the means of two groups are apart in terms of standard devia­

tion units (i.e., one standard deviation, 1/2 standard devia­

tion, etc.)·. Another way of looking ,at it is in terms of r 2 

51 
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(proportion of variance accounted for). For example, is 5% 

being>8:c~ounted 'for; is'.,30%' being accounted.for, etc; Cohen 

(1977) uses f 2, to represent effect size. He subjectively 

defines three 
1

effect sizes: large (. 35), medium ( .15), and 

small (. 02). 

Effect size in reality is subjectively set depending 

on how well you know your area and what you are looking 

for. Effect size that is large in one instance may be small 

in another. Cohen's guidelines are subjective . examples.·. 

POWER 

Power is defined as (1 - probability of making a Type 

II error). Another way of saying this is that power is the 

probability of detecting a difference when a difference 

exists. For example, if the power of a test is ,76, this 

means that 76 times out of 100 the· statistical procedures 

will be capable of detecting the relationship if it exists. 

N SIZE 

N is the total number of subjects used in the study. 

CALCULATING POWER FOR INDIVIDUALS 

The following formulas are used to calculate powers 

L • f 2 V 

wheres v • df2•(N - m1) 

u • df1:(m1 - m2) 

u is needed to enter the table. The two values needed to 
enter the table are Landu. Alpha helps you determine 
which table to enter. 

fl 
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The following is an example. 

Let's assume we have one hundred subjects (N = 100). 

We want to be able to detect a medium size effect (f2 = .15). 

Let's assume we have ten linearly independent variables that 

includes the unit vector. We're interested in asking the 

following question, Do these ten variables account for a 

significant amount of variance in the criterion over and 

above no information?. Let's .assume our alpha level is set 

at . oL· We now can determine power. 

The first step is to solve for L, 1 = f 2v. Since 

v = df2 , which is (H - m1), or (100 - 10), then v • 90 .. 

And F2 = ,15, Then, L = (,15) (90) = 13,5, Alpha is 

equal to ,01. u is equal to df1 or (m1 - m2) • (10 - 1) 

- 9*. The·refore, we have: 

L • 13.5 

u - 9 

o<- .01 

Since alpha• .01, we would use Cohen's Table 9.3.l, We 

enter it at a u of 9. We look for an L value of 13.S, 

This would fall between L values of 12 and 14, or an esti­

muted power of 49.~ 

*Newman, I. and Thomas, J., "A Note on the Calculation 
of Degrees of Freedom for Power Analysis using Multiple 
Linear R~gression Models." Multiple Linear Regression 
Viewpoints, 1979, !, 53-58. 

I 
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· If we are interested in doing this same problem at an 

alpha~of .os, we would use Cohen's Table 9.3.2. Look at 

u = 9, L = between 12 and 14, we have an estimated power of 

72. We can see that as alpha becomes less stringent, the 

power increases. 

SOLVING FOR N 

Given the same research question, :in this case we 

are interested in determining'N size.· Given the follow-

ing, then: 

alpha= .0l 

' f 2 ... 02 (small effect size) 

We subjectively set power equal ·to .80. (Cohen recommends 

a power of .80 if no other information is given. This -is 

comparable rationale to setting alpha equal to .OS). 

The formula we now use is: 

N • L 

'' 
To determine the L size for an alpha of .OS, we use Cohen's 

Table 9.4,2. We enter the table for a given power and a 

particular u. Since power is set at .80 and u is 9, our 

L • 15.65. Using the above formula, we solvo for N. 

N • 15,65 
.02 

N • 792,S 

+ 9 + 1 

The suggestion is, that whenever you are solving for N and 

you get a decimal, you always round upwards, so N would be 

equal to 1082. 

If 
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CALCULATING POWER FOR INTACT GROUPS 

If one wanted to use the intact group, on the other 

hand, as the unit of analysis instead of the individual 

subject, a.problem arises. 

When the researcher has a group of five, the N is 1 

for intact group analysis. When the number in the group 

is ten, the N is 1, and then the number in the group is 

twenty-five, the N is 1. A problem occurs because stabil­

itt of scores varies from a group of five to a group of 

twenty-five. This has implications for power analysis. 

A key underlying consideration in any analysis is 

the determination of the independent unit of analysis. 

When one analyzes individuals, the assumption is that each 

subject is performing independently of any other subject. 

The unit of analysis is the subject. However, when one 

analyzes subjects in a classroom setting or therapy groups, 

it is unlikely in most situations that the individual per­

formance is independent of others in that group. The unit 

of analysis in this case, then, is the~• 

In considering power analysis, it is important to be 

aware of the conditional effects on the decision ·to analyze 

subjects or groups. The research design will usually deter­

mine the unit of analysis. The power analysis, then, must 

be consistent with that unit of analysis. 

],, 

1. 

I 
\ 
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Under certain conditions, analyzing individual sub­

jects may result in more power due to the larger N for sub-
i; 

jects than groups. In other conditions, analyzing groups 

instead of individuals results in a smaller N, but may give 

greater power due to the decrease in variability. A study 

by Malinke (1~80) illustrates this difference. Data was 

analyzed both as from separate subjects and as from intact 

groups. More statistical significances were found when 

the intact group was the unit of analysis. 

Darcikowski (1980) is one of the few researchers.who 

has addressed the analyses and estimations of power for· 

group m~ans for different numbers of subjects in
1
groups and 

different effect sizes. When the researcher uses the sug-

gested effect sizes of . 02 (small effect size), , 15 . (medium 

·effect size), and ,35 (large effect'size) as,sugge~ted by 

Cohen (1977)1 also discussed by Newman and Benz, 1979) one 
• •, F • 

can use the tables developed by Barcikowski and estimate 
• ,1;_,,£i) l ·,.,,,·' ~",!( ,,;; ,·,, t• , 

what the power will be for alpha levels of ,01, ,05, ,10 
' !· i 

:• ' 
when the number of subjects in each group is either 1, 10, 

15, 20, 25, 30, 35, or 40, and when the population inter­

class correlation is ,01 and ,05, 

As one can see from the considerable increase in power 

analysis emphasis in the last few years, and the value to 

such insight, it is evident that powor analysis for intact 

groups must be an important consideration for researchers. 

) 

f 
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TABLE 9.3.1 

foWER AS A FUSCTION OF L Al<D u AT a - .01 

l 

u 2.00 4.oo ,.oo 8.00 10.00 12.00 "-00 16.00 18.00 20.00 25.00 J0.00 

I 12 28 45 .• '° • 72 81 88 92 95 97 99 • 2 OB 20 JS 49 " 72 80 87 91 94 98 " J 07 " 29 • 4.~ 54 65 74 82 87 91 97 99 
4 °' 14 25 37 49 ,o £9 77 84 89 96 ,a 
s OS ·12, 22 3J : 44 ss £5 74 Bo 86 9'' '· ,a 
6 OS II ·:," )O 41 '' 51 " 70 77 SJ 93 97 
7 04 • 10 18 27 J7 48 SB 67 74 • 81 ,, 96 
8 04 09 " 2S JS . 4S ss £4 72 78 90 ,, 
9 04 08 IS 23 33 42 52 " 69 76 88 • ,s 

IO 03 08 14 22 31 40 49 SB " 74 87 ,~ 
II OJ ,, 07 .. 13 '20 29 38 47 S6 64 71 BS 9J 
12 '03 • 07 ' 12 ,; 1,' 27 36 . 4S S4 62 69 SJ 92 
13 03 06 • ,12 IB 26 34 4J 52 60 67 82 .,, 
14 03 06 :11' 17 25 33 41 so 58 6S 8o 90 
IS 03 06 10 

• " 23 31 40 48 56 64 79 a, 

" 
, 03 ' 06 :10 J.ii" 22 30 38 46 54 62 77 89 

20 02 OS ' 08 )'•·13 , ',, 26 33 41 48 56 72 84 
24 02 04 07 12 17 22 29 36 43 SI '7 BJ 
28 02 04 07 10 IS 20 2, 32 39 46 62 76 
32 02 • 04 .:·o,. 09 -13 . 18 u 29 32 42 58 n 
40 02 03 OS 08 II 15 20 25 
so 02 03 OS 07 09 13 16 21 
60 02 OJ 04 06 08 II 14 18 ·ao 02 02 03 OS 06 • .09 II 14 

100 01 02 03 04 06 07 09 ,.JI 

• ,.;._., ,·, .. 1er th•n .'95 . 

';l 
TABLE 9.3.2 ,. 

POWll\ AS A FL'SCllOS Of L ASD u Ai a' .. ,0$ .. ; :.;.,, ·" , 
S ' ',~ : ·< , •,· , ,,i,, / ,-.;' ..... 1, .. 1'< .) .,/ t'i- '• 

• y' 2.00 4,00 ,.oo '.'..8.00 10,0Q 1:.00 14,00 16.00 18,00 '20.00 '25,00 J0,00 ', ,, 

. ,, ~ ., ·,{ 1 ~ ., ' .• a, 
96 ' f;se ; ;, " ;: :·,, ~" ,. l 2' 52 ' 81 " 2 aJ 42 58 72 82 u 9J 96 97 " .. 

J " 
,, ,t~ 6S 76 ,, 90 93 ,, 98 " 4,, • -17 12 J 40 72 ·~ 87 91 . 94 96 99 

5 .1.6 29 43 56 68 77 e4 a, • ,, ,s ' ,a 
'. ,, ;,. / 

4o· 
;, 

' IS . 27 53 64 74 81 87 91 94 ,a 
7 14 25 )8 50 61 71 79 as 89 ,, '1 
8 IJ 24 J6 48 u " 77 a, 88 92 97 
9 IJ 23 J4 45 56 " 7- 81 86 90 96 

10 12 21 Ja 4J 54 64 ,72. 1, IS 8, 96 

II u ZI JI 42 51 64 70 78 8J .. 9S 
12 II 20 JO 40 so ,o ,, 76 82 87 94 
lJ ll " 29 J9 49 s• 67 74 80 as ,, 
14 II 18 21 J7 47 57 ,, 7J 1, 84 ,, 
IS II 11 Z7 ,, 46 ss 64 71 78 8J ,2 

" 10 17 a, ,s 45 54 '2 70 76 82 ,, 
20 10 " u JI 40 4, ,, 6S 72 78 .. 
24 o, IS ZI 29 H 4S SJ ,o tl 74 a, 
28 o, 14 20 27 41 49 S7 70 82 
J2 08 IJ ,a 25 J2 " 46 SJ 60 ,, 80 

Ito ~, u 11 u 28 40 41 u ss 41 74 
~o 08 II 15 20 25 JI J7 43 49 ss " 60 07 10 14 18 2J 28 JJ J9 4S so 64 
80 01 09 11 14 20 24 28 33 38 4J S6 

100 07 o, II 14 18 21 25 2' )4 )8 50 

• Power 9re1ter th•n .,,s. 
Note. From Statistical Power Analysis for 

Behavloral Sciences by Jacob Cohen. New York: 
Press Inc., 1977. ·Reprinted by 'permission • 
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17 

" 
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27 
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ao 
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TARLE 9.4,1 
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u ,ZS ,SO ,60 2/) , ,70 ,75 ,80 ,8$ ,,o ,,s ,9' 

I 
I 
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' 10 
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J2 

40 
' so 
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80 
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,.07 ,.o 
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I), 70 
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19,)9 
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24.54 
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,,.,o 
20.20 
20, 78 
21, J4 
21,81 

U,40 
24,U u.o, 
27,65 
29. IJ 

JI .8~ 
J4.86 
)7,59 
42.4) 
'6,70 

I0,56 11,'8 
12,64 ,, ... 
14, 12 IS,4' 
IS,J4 16,75 
16,l10 17,17 

17,)4 18.17 
18.aO 19,79 ,,.oo 10,6' 
"· 75 21.,, 
20,46 22,18 

21,IJ U,89 
21, 77 u.s, 
u.,a 24.21 
22,97 24.1) 
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31, 19 JJ.S) 
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LAS A Fi;xCTIOS OF POWER AND u AT a - .OS 

,_,,' 
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14 . s.46 :g::i ':ti: 14.34 15.22 16.67 !8.H 20. 36 23,02 21.20 3S.81 
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,, I',' ,,, 
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80 12,56 U.67 ,· 26, 7S 129. 70 31,29 33,88 36,83 0.3% ,44.89 SI ,89 6S,8J 
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2' ,25 10,02 11,4 I ,25 15,14 ,,.es , •• 70 20,94 ZJ,18 28,48 )7,88 
28 4,SI 10,73 ,,. J2 IS,ZI ,,,u 11,95 1,.,0 u.as ZS,JJ JO, 14 n.,, 
Ja , .. , 11,)9 14, II 16, IO 17, 19 11,97 21,0I 2).46 26.U 31.,, 41,81 
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UNMEASURED VARIABLES IN PATH 
ANALYSIS: ADDENDUM 

Lee M. Wolfle 

Virginia Polytechnic Institute and State University 
'1" ' • ,,. ,' !' \. 

A minor error in Wolfle (1979) should be. not.ed fr, order to correct a 

misunderstanding about the measurement reliabilities C>f educational, 

attainment in the national longitudinal s.tudy. (NLS) of the high school 

class of 1972 (Levinsohn, et al., 1978), and to prevent readers of the 
'/ '' ' • 

original paper from ill-advisedly replicating the error. 

Tables 3, 4, and 5 in Wolf~e (1979) indicate that reliability 

coefficients may be estimated by the equation: 

).ij ( a~ I ap ' 
j 

where >. 1j is a regression coefficient estimated by LISREL (Joreskog and 

Sorbom, 1978) of the i-th manifest variable on the j-th latent factor, or 

true score, In fact, the reliability estimate of xi fs given by: 

).~j ( a~ I ap ; 
j 

that is, the square of the standardized coefficient, or correlation, 

between x1 and its true score, This 1s not a mere typographical error, 

because ft led the author to incorrectly calculate the estimated re11ab11-

1ty coefficients. 

tor example, Table 3 (Wolfle, 1979) indicates that the reliability 
' of Vl627, a composite variable of father's educational attainment, exceeds 

the reliability of a straightforward single question about father's 
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educati .. on. • In fact, the reliability of the latter variable ( ,96) exceeds 

that,''of th~ c~m~osite (:as). ", '' N 

"""',' I: I~ 

Among the manifest indices of educational attainment, Wolfle (1979, 

p. 40) was led toc·~·nclud; \hat a 6~nip'dsite variable of ed~cational 

attainment constructed at the National Center for Education Statistics 

by Fran Melone did not measure the same latent dimension as measured by 

NLS variables Vl854 (educational attainme~t.as of 10/1/76) and Vl855 

(educational expectations as of 10/1/76). In fact, the reliability 

coefficients of these three variables are, respectively, ,85, .83, and 

.73, indicating that the most reliable indicators of educational attain­

ment among whites 'are the NCES composite a'nd Vl854, 

Fortunately,·· these errors were restricted to the measurement 

portion of the model• and do not affect any of the coefficients or 
, , .. '. ,' . ! , r( ;'< 

interpretations of the structural portion of the model , 
'i 

- ,, 



Joreskog, 
1978 

63 

REFERENCES 

Karl G., and Dag Sorbom 
Analysis of Linear Structural Relationships by the Method 
of Maximum likelihood. Chicago: National Educational 
Resources, Inc. 

levinsohn, Jay R., Louise B. Henderson, John A. Riccobono, and 
R. Paul Moore 

1978 National longitudinal Study Base Year, First, Second and 
Third Follow~Up Data File Users Manual, Volumes I and II. 
Washington, D.C.: National Center for Education Statistics. 

Wolfle, Lee M. 
1979· "Unmeasured variables in path analysis." Multiple linear 

Regression Viewpoints 9: 20 - 56. 

I 
I. 

l 

, .•. v., ... .,. ·< . J 





50613 

' I< 

4t..::....-.: ........... ~·-·-

J 

• 




