
TABLE OF CONTENTS 

Title Page 

DECOMPOSING THE COEFFICIENT OF DETERMINATION 
IN MULTIPLE REGRESSION . . . . . . . . . 1 

Lee M. Wolfle, Virginia Polytechnic 
Institute and State University 

CAUSAL MODELS WITH UNMEASURED VARIABLES: 
AN INTRODUCTION TO LISREL . . . . . .  . 

Lee M. Wolfle, Virginia Polytechnic 
Institute and State University 

TIME TO SECURE EMPLOYMENT ANALYZED BY SETWISE 

9 

REGRESSION ANALYSIS . . . . , . . 55 
Jole A. Williams, The Grafton State School 
and John D. Williams, University of North 
Dakota 



MULTIPLE L
°

INEAR REGRESSION VIEWPOINTS 
VOLUME 11, NUMBER 2 FEB., 1982 

DECOMPOSING THE COEFFICIENT OF 

DETERMINA.TION 

IN MULTIPLE REGRESSION 

LEE ·M . .  WOLFLE 

In multiple regression, the coefficient of determination (or R­

square) has a very useful interpretation. The statistic Is the ratio of 

the variation. that is explained by the regression equation to the total 

variation of the dependent variable. For example, a coefficient of 

determination equal to .45 indicates that the, Independent variables can 

explain 45 percent of the variation In the dependent variable. 

It follows Immediately that a person's next Instinct Is to want to 

allocate among the several Independent variables the explained variation 

In the dependent variable. For example, many people would like to say 

that If the regreulon of a dependent variable on three Independent 

variables explalna 45 percent of the variance, that (say) 25 percent wu 

duo to tho first Independent variable, 15 percent to the second, and 5 

percent to the third, While this Interpretation Is tempting, It should be 

avoided. Tho reason for avoiding It Is that there Is no unique way of 

decomposing the explained variance, and If there is no unique way of 

doing so, then there Is no meaningful way of doing so. 

For example, consider the regression of fne dependent variable,

Y, on two independent variables: 

Y = a • bX + cZ • u, 
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where Y is the dependent variable, X and .Z are independent variables, 

"a" is the intercept, "b" and "c" are partial regression coefficients, and 

"u" is the disturbance or error term. From this regression, one would 

obtain the coefficient of determination, R2y.xz, which is merely a 

convenient notation for R-square of Y regressed on X and Z. By the 

• method of part correlations, it may be shown that:

R2y.xz = R2y.x • R2y(z:x) 

where R2y. x . is the squared zero-order correlation of Y and X, and 

R2y(z. x) Is the squared part correlation of Y with Z residualized for X.

(This equation is analogous to formula 5.10 in Kerlinger and Pedhazur, 

1973.) 

But it is also true that: 

R2y.xz = R2y.� + R2y(x,z), 

and in general R2y.x does not equal R2y(x.z). If these two quantities 

are not eq�al, by which quantity therefore does one measure the unique 

contribution of X to the explained variation In Y? Because there are two 

answers, two different answers, there ls no unique solution, 

These quantities may appear mysterious In symbolic form, but they 

are familiar quantities, which appear in the SPSS regreulon output. 

They appear In the summary table In a column of numbers entitled, "R­

Square Change." People often want to Interpret these quantities as 

measuring the amount of variance explained by each Independent 

variable, This temptation 1hould be avoided. 

Suppose, for example, that one regresses educational attainment on 

two Independent variables, father', education and father's occupational 

II 
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status. Suppose the coefficient of determination for th is equation is 

equal to .31. If father's education was added to the regression as the 

first independent variable, then one would learn from the SPSS summary 

table that the R-Square Change for father's education was .27 and for 

father's occupation was .04. If, however, father's occupation were to 

have been listed first, then one would learn that the R-Square Change 

for father's occupation was .23 and for father's education was .08. 

Question: Does father's education explain 27 percent of variation in son's 

education, or does it explain 8 percent? The answer is, "Yes, it does." 

That is, without a unique way to decompose the explained variance, 

there is no unique answer to the question. 

Let us try another approach. It is well known (e.g., Kerlinger 

and Pedhazur, 1973, formula 4.17) that the coefficient of determination 

may be decomposed Into the sum of the products of the zero-order 

correlations and their associated beta-weights. One may, therefore, be 

tempted to Interpret the product of say Ryx times Byx. z (where Ryx Is 

the zero-order correlation of Y and X, and Byx. z is the beta-weight of 

Y regreued on X controlling for Z) as the amount of variance in Y 

explained by X. The problem with this approach, however, 11 that the 

zero-order correlation and the beta-weight are not constrained to have 

the ume 1lgn. In such cases, one would have to Interpret tho product 

as being a negative component to the explalned variance, which 11 a very 

troubleaome concept. 

For example, consider the regression of son's occupational status 

on his educational attainment, his father's ed1.1cation, and his father's
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• occupational status. The correlations of son's occupation with these

three independent variables are in one sample, .respectively, .47, .38,

and • 73. The corresponding beta-weights are, respectively, . 21, -. 11,

and .69. The coefficient of determination may be decomposed:

R2 = .56 = (.21)(.47) + (-.11)(.38) + (.69)(.73) or 

R2 = .56 = .10 - .04 + .50. 

It is with no relish whatsoever that one should interpret the amount of 

variance explained by father's education as being minus 4 percent. That 

is equivalent to saying that the addition of father's education to the 

regression equation takes away four percent of the variance in son's 

occupational status. Not only does that interpretation not make any 

sense In a substantive way, It is mathematically impossible. 

Finally, consider the decomposition: 

R2y,xz = B2y.x + B2y.z + 2(By.x)(By.z)(Rxz), 

In which B2y. x Is the square of the beta-weight of Y regressed on X 

controlling for Z (and analogously for B2y. z), By. x Is the beta-weight 

of Y regreued on X, and Rxz Is the zero-order correlation between X 

and Z. Thl1 decomposition teemingly contain• a portion (the 1quared 

beta-weight) that can be uniquely attributed to the Independent variable, 

but the decompo1itlon also contains an explicit term (or more than one 

term If there are more than two Independent variables) repreuntlng the 

contribution to the explained variance In Y that Is shared by both 

Independent variables. What this decomposition Indicates 11 that the 

explained variance In Y cannot be decomposed Into unique separate 

components due to each Independent variable (unless Rxz = 0, a very 

rare occurrence). 
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If the coefficient of determination cannot be uniquely partitioned 

into amounts of variance explained by each independent variable, how 

then does one measure the contribution of each independent variable to 

the dependent variable? The solution would appear to be to use either: 

(1) the metric partial regression coefficients; or

(2) the standardized partial regression coefficients,

or beta-weights.

Notice that neither of these are interpretable as components of explained 

variance. Metric partial regression coefficients are to be interpreted as 

the amount Y changes for a one-unit increase in one independent 

variable while the other independent variables are held constant. 

Standardized pc1rtial regression coefficients are interpretable as the 

number of standard deviations Y changes for a one standard deviation 

increase In one independent . variable while the other independent 

varlables are held constant. 

The standardized regression coefficients have the advantage of 

being standardized. That Is, the size of the metric regression 

coefficients depend upon the metric In which the Independent varlables 

have been measured. If one of the Independent varlables Is Income, for 

example, the metric regression coefficients will be different If Income l1 

measured In Increments of thousand dollars versus Increments of slngle 

dollars, In any event, these coofflclonh will be different from those of 

another Independent varlable measured In, say, years of schooling, 

Standardized coefficients get around this problem by measuring all the 

variables In standard deviation units. Thus, the standardized 

. \ 
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coefficients are comparable among independent variables. A beta-weight 

of • 5 for one independent variable means that Y changes twice as much 

as it does when another variable, which has a beta-weight of .25, 

changes. 

Seemingly, 

better than the 

therefore, the standardized 

metric coefficient. But 

regression coefficient is 

wait( The. standardized 

coefficient has to be standardized . in terms of something, and that 

"something" turns out to be a quantity which is not invariant across 

either samples or populations. I am referring to the ratio of the 

standard deviations of the Independent to the dependent variables. That 

is, 

BETA = B (Sx/Sy), 

where BETA is a beta-weight and B is the corresponding metric 

regression coefficient. If, for example, one is interested In comparing 

the effects of one independent variable on a dependent variable, and 

wants to compare the size of this effect across two populations (e.g., 

freshman versus sophomores, men versus women, blacks versus whites, 

etc,) then the beta-weights can change as a function of a change In the 

ratio of atand�rd deviations; oven while the structural coofflclenta, tho 

metric coefficients, remain conatant acrou populations, 

Therefore, In reporting regression results one should always 

report both the standardized and the metric coefficients. The former are 

useful In comparing the relative effects of Independent variables within a 

sample or population, while the latter are useful for comparing the 

relative effects of independent variables across samples or populations . 

•
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In any event, the amount of variance explained by each independent 

variable is not a quantity that can be uniquely estimated; the use of 

such estimates is to be discouraged. 

(Kerlinger and Pedhazur, 1973, pp. 297-305, discuss a method 

called "Commonality Analysis," which can sometimes be used to estimate 

amounts of variance explained by each independent variable. In 

essence, the approach measures the portion of explained variance for a 

single independent variable as that portion unexplained by all of the 

other independent variables. The method results in measures of unique 

contributions and common contributions. In most real-life cases, the 

common portions far outweigh the unique portions. Another problem is 

the proliferation of higher-order commonalities. With five independent 

variables, commonality analysis produces five unique components, and 26 

common components. In my view, metric and standardized regression 

coefficients are to be preferred in reporting the results of regression 

analyses.) 
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CAUSAL MODELS WITH UNMEASURED 

VARIABLES 

AN' INTRODUCTION TO LISREL 

LEE M .. WOLFLE 

ABSTRACT 

Recent methodological advances (Joreskog and Sorbom, 1978} now 

allow the estimation of causal models which incorporate .structural 

relationships among latent variables, and confirmatory factor pro­

cedures to estimate latent variables and the measurement properties 

of their manifest indicators. The examination of structural effects 

among theoretical variables not directly measurable offers great 

promise for developinq and testing theory in educational research. 

This paper presents an introduction to such models, 

(Thfs pa�er won the outstandin� award at the 1981 annual meetfnq of t�e Ameri­
can Educational Research Assocfatfon Dfvfsfon �. The naper WAS nresenterl 
at the MULTIPLE LIMEAR REGRESSION SPECIAL PHfREST nROUP 11EETI�r; anrl, accorriinq 
to policy, 1s beinq DUblfshed without review.) 
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CAUSAL MODELS WITH UNMEASURED VARIABLES: 

AN INTRODUCTION TO LISREL l

Whenever one uses ordinary least squares {OLS) regression, one is 

making an implicit assumption about measurement error. As Blalock 

{1964, p. 49) noted, one assumes that "there may be errors of 

measurement with respect to the dependent variable Y, but that all of 

the independent variables have been measured without error." Such an 
�""'""'' • .,,,��•-•w�••«••"•-• •""••�•••• 

assumption is obvio��Y �nr:eali_stic for most social data. Until 
·-·-.---•" 

recently, one had three a_lternative methods for estimating such
---

regression models. By far the most c_o_mmon was to naively assume that 

the variables were measured without error, and wistfully hope the 
" "• . 

resulting estimates were robust, A second alternative was to correct 

correlation coefficients for attenuation, and use the corrected estimates 

as inputs to the regression analysis, The procedure, however, required 

.! priori knowledge of the reliability coefficients for the variables; 

furthermore, one had to assume the reliabilities were invariant from one 

application to another, These restrictions have severely limited the use 

of regression analyses based on correlations corrected for attenuation, 

Yet a th�rd alternative was to measure implied coefficients between latent 

variables for which one had multiple manifest indicators. Siegel and 

Hodge {1960), for example, explicated several such models in their paper 

directed to sociologists; furthermore, they noted that correlations 

corrected for attenuation were merely special cases of their multiple 

indicator models. (One should note that the sociologists' preoccupation 

- If 
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with path analysis and causal models as approaches to measurement error 

were anticipated by Sewell Wright nearly sixty years ago. For a summary 

and appreciation of Wright's seminal work in structural modeling, see 

Goldberger [1972).) 

The problem with the third alternative, as noted by Hauser and 

Goldberger (1971) and Long (1976), is its casual approach toward statis­

tical estimation and hypothesis testing. The problem results from 

overidentified models, which yield multiple estimates of the associations 

among latent variables. In response, some authors have chosen to ignore 

one or more of the identifying equations (e.g., Blalock, 1970; Land, 1970); 

others have averaged the estimates from the several equations (e.g., 

Hauser, 1970). A better alternative would be to obtain estimates of the 

. overidentified parameters by maximum likelihood estimation (l1LE). These 

procedures grew out of the work of Lawl.ey ( 1943), but the immense compu­

tational load required for their iterative estimation prevented their 

application fn practice. Thus, the application of more adequate statistical 

procedures languished until Joreskog (1966, 1967, 1969) discovered an 

efff cf ent MLE computational procedure, soon to be fo 11 owed by a computer 

program for con ff nnatory factor anal.ls 1s ( Joreskog, Gruvaeus, and van 
, ., 

...... , , .. . ..,,_ .. ___ --

Thfllo, 1970). The resulting variances and covariances ot the latent 

factors could be used to estimate tho parameters of a structural model 

assumed to exist among the factors, and'Joreskog and S6rbom (1978) have 

provided a program which incorporates maximum likelihood estimation 

procedures for both the conffnnatory factor analysis measurement model, 

and the linear structural model among the factors'. This program is called 

LISREL, an acronym for linear structural relationships, and possesses the 
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potential for revolutionizing the way social scientists test hypothesized 
-,. -·, ··-· ' -·- ·--.. , .. • .  "" ___ .,.,. _, ,..,,, . ... (• • · - ·�· ·· ,• • ••• '"" ''·" .. -·~·-- ·•-·�•"•> "•"• ·· •••. , .

relationships among theoretical, unm�_a_5.ured latent variables. Yet I 
'� - ..... �.-..-·· . .  ' .. . ... , . 

ha,��.". .. �o caution both user� of LIS REL, and those who would uncri ti ca lly
. ., ., ., . , ... ,.,., 

accept LISREL solutions; strong models, which yield useful infonnation, 

result from researchers who know their subject matter, and who postulate 

disprovable hypotheses (Pla_tt, 1964). As Cooley (1978) reminded us, 

sometimes a simple contingency table analysis provides better causal 

estimates than more complex estimation procedures, when the researcher 

using the contingency table uses the right variables, and thereby controls 

for alternative explanations for observed associations. LISREL is, 

therefore, like most estimation _procedures, an aid to thinking about one's 

subject matter. It is not a substitute . .  Readers (and editors!) should 

not be lulled into the belief that USREL. solutions are .1el2. facto good_
research. Duncan (1975) drew the useful distinction between the easy part 

of causal modeling (the estimation of causal parameters, and their algebraic 

manipulation) and the hat:cl. pa_r.t (knowing one's subject matter, and having 

a stylish appreciation of alternat1,ve explanations), Solving the easy 

problems should not mislead anyone to believe that the hard problems have 

been resolved, This paper will become difficult enough both symbolically 

and algebraically, but does not even approach the complexlty involved in 

doing good research,

The purpose of this paper is to p�ovfde a nonmathematfcal fntroduc­

tfon to LISREL. Those interested fn the baste papers that develop the 

mathematics of LISREL may read Joreskog and Sorborn (1979). Those inter­

ested fn reading well-founded applfcatfons of LISREL (or earlier versions 

of the program) may read Mason, et al, (1976) and Mare and Mason (1980), 

- .
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who analyzed the errors involved in children's reports of parental 

characteristics; Bielby, et al. (1977), who analyzed a LISREL model of 

status attainment and compared the resulting estimates with OLS estimates; 

and Werts, et al. (1977), who develop a simplex model of academic 

achievement over time. For those interested in alternative introductions 

to the analysis of covariance structures, see Burt (1973) or Long (1976), 

SPECIFICATION OF A LISREL MODEL 

In presenting any causal model, it is convenient to use a path 

diagram. One such model is shown in Figure l, In Figure l, variables 

enclosed in ellipses are latent, unobserved variables; variables enclosed 
•-H - • • -· ' �•· • � • 

in r���_a_ngl_es_.are manifest, observed variables; the unenclosed _v_ariables 

represent errors of measurement and residual errors of prediction. A 

on�:-:��t-�rr�w represents a hypothesized causa 1 eff��-�; the arrow points 

toward the affected variable. A cu rye�, doubl_ e'.".h.eaded .arrow .represents 

a correlation to which no causal interpretation is attached. Oashe� JJ11_e$ .. 

represent associations added to the model in subsequent analyses; these 

will be explained below. 

Before proceeding to discuss the model in Figure l, let me explain 

why the discussion is couched fn matrix notation represented by Greek 

letters. These merely follow the tradition established by Joreskog; thus, 

learning the notation once pays off when reading any of the basic papers 

on confirmatory factor analysis. Moreover, setting up the LISREL 

computer program involves specifying the type and size of several matrices, 

and involves specifying whether the elements withJn these matrices are 

fixed at prespecfffed values, or are free parameters to b� estimated by 
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the program, The program's n_otation for these matrices is representative 

of their Greek names; for example, the A (lambda-x) matrix, which relates 
.,._.�-- � .. -•- - '" ... - . 

factors to manifest variables, is referred to as LX in the LISREL program. 

Thus, a little effort invested in learning the notation system will aid 

in reading the LISREL literature, and in using the LISREL program. 

There are eight matrices in the LISREL model, and a listing of 

them will help to understand the discussion to follow. One basic distinc­

tion to keep in mind is between exogenous variables, whose causes are
�-·---···---·--- ·-··-·" _., . .,,_, .,._.,., 

unanalyzed in the model, and endogenous variables, whose causes are 

included in the model. Another distinction is made between those matrices 

that define the measurement portion of the model, and those matrices that 

define the structural portion of the model. The measurement model is 

defined by two regression matrices, and two variance-covariance matrices 

among errors of measurement: 

l) �Y (lambda-y, or LY) is a p by m regression matrix, which

relates the m endogenous factors to each of the p

endogenous manifest variables;

2) �x 
(lambda•x, or LX) is a q by n regression matrix, which

relates the n exogenous factors to each of the q exogenous

manifest variables;

3) 0 ( theta-epsilon, or TE) 1s a symmetrical p by p�c 
variance•covariance mat�ix among the errors of measurement

for the p endogenous manifest variables; when one assumes

these errors of measurement are uncorrelated, 0 may be
�£ 

specified to be a diagonal matrix pf order p;

I' 
I 

I:,'• 
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4) 00 (theta-delta, or TD) is a synmetrical q by q variance­

covariance matrix among the errors of measurement for the

exogenous manifest variables; when one assumes these

errors are uncorrelated, �a may be specified to be a

diagonal matrix of order q.

The structural model is defined by two additional regression matrices, 

and two variance-covariance matrices, one among the exogenous factors, 

one among the residual errors of prediction: 

5) r (gamma, or GA) is an m by n regression matrix, which

relates the n exogenous factors to the m endogenous

factors;

6) B (beta, or BE) is an m by m matrix which contains ones

on the diagonal, and on the off-diagonal contains negative

regression coefficients which relate the m endogenous

factors to each other;

7) t (phf, or PH) 1s an n by n symmetrical variance-covariance

matrix among the n exogenous factors; and

8) , (psi, or PS) is an m by m symmetrical variance-covariance

matrix among the m residual errors of prediction for the

m endogenous factors.

In addf ti on, n1 (eta) denotes the i • 1 ... m endogenous factors• each

of which has a �1 (zeta) residual error of prediction; CJ (x1 or ks1)

denotes the j • 1 , , , n exogenous factors, Nota that tho c j exogenous

factors may be standardized by inputting correlations and specffyfng 

the diagonal oft to be ones. The LISREL model does not, however, permit 

! priori specification of the variance-covariance matrix among then;
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endogenous factors. This is not a shortcoming of the LISREL model, but 

is inherent to the model's mathematical logic. Thus, LISREL estimates 

are unstandardized even when analyzing a correlation matrix; standardized 

solutions are available in LISREL by adjusting the unstandardized 

estimates by estimated standard deviations for the� and n factors. 

The exact specification of these solutions is given in Joreskog and 

Sorbom (1978, p. 60). 

THE STRUCTURAL MODEL 

With these matrices in mind, we may again consider the model 

depicted in Figure 1, and then express the relationships in matrix terms. 

Figure 1 represents a longitudinal model of the development and stability 

of attitudes toward work and family. Respondents in the National 

Longitudinal Study of the High School Class of 1972 (see Levinsohn, et 

al.• 1978) were asked "How important is each of the following to you in 

your 11fe?" 

A. Being successful in my line of work,

B, Finding the right person to marry and having a happy 

family, 

C. Having lots of money,

E. Being able to find steady work,

H. Living close to parents and relatives,

I. Getting away from this area of the country.

Items A, C, and E were used as indices of attitudes toward work, while 

items B, H, and (the additive inverse of) I were. used as indices of 

attitudes toward the family. (Items omitted from this list dealt with 

I,, 
,, 
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measures of co11111unity orientation.) The respondents were asked to indicate 

whether these statements were either not important, somewhat important, 

or very important. The items were thus scaled or rescaled such that 

higher numbers reflected more importance; but item I was scaled to its 

additive inverse, There is little reason to be concerned about the 

ordinal measurement of the manifest indicators; they are assumed to be 

imperfect indicators of underlying interval-level scales. It is granted 

without question that the ordinal measures are not exactly isomorphic 

with the underlying latent variable, assumed to be normally distributed, 

and therefore efficiency is lost to the extent that there is a lack of 

correspondence. This may be thought of as a form of measurement error, 

and in no way suggests that interval-level statistics are inappropriately 

applied to these data (see Borgatta and Bohrnstedt, 1980), 
2 

These attitudes were measured twice (in this application in 1973 

and 1974), and the model specifies at time 1 that latent attitudes about 

work and family are caused by the respondent's ability, sex, and the 

socioeconomic status of their family of origin. At time 2, work and 

family attitudes are specified to be caused by the previous expression 

of these attitudes, Thus, socioeconomic status, sex, and ability are 

assumed to cause work and family attitudes at time 2 only to the extent 

that these exogenous variables affect the development of the same 

attitudes at time 1. Furthermore, no causal nexus is assumed to exist 

between work and family attitudes at either time 1 or tfme 2. Tho causal 

model among the latent variables is therefore hierarchical, but not fully 

recursive; in another context Wolfle (1980a) has called such models 

block-recursive, 

- ff 
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The specification of this causal model is arguable. For example, 

how realistic is the postulation that the exogenous variables have no 

direct influence on work and family attitudes at time 2? In this case, 

the postulation is·easily testable. One may simply respecify the model 

with the appropriate paths included, and determine if the parameter 

estimates are equal to values within appropriate ranges expected by 

chance if the parameters were in fact zero. In another instance, why 

specify that work at time 2 depends upon family attitudes at time 1, 

and conversely that family at time 2 depends upon work at time 1? 

Why not instead specify that work and family at time 2 are reciprocal 

causes of each other? In this case, there is no statistical test to 

fall back upon. To permit both sets of effects creates an underiden­

tified model, which has no unique solution. Thus, one must choose between 

models on the basis of one's knowledge about the subject matter, or the 

analytic purpose of the model (see Wolfle, 1980a, pp. 203-204). To the 

extent that the reader finds these choices implausible, thus will the 

results be implausible (regardless of the method of estimation). In my 

view, the advantage of path diagrams and analyses of structural models fs 

that their presentation requires a degree of explicitness which allows 

readers to decide for themselves how plausible or implausible are the 

models. 

In essence, all we have considered so far in this discussion of the 

structural model are the two matrices of regression effects, gamma and 

beta. There are two further matrices to consider, phi and psi. Phi is 

the syMmetrical variance-covariance matrix among t.he three exogenous 

factors; this matrix will have five unknown parameters·to be estimated--

'' 

J.J
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three covariances, and the variances of the socioeconomic and ability 

factors. Here, sex is shown to be a manifest variable, hence its variance 

is known 2-_ priori. Psi is the variance-covariance matrix among the four 

i;i (i = l ••• 4). ·In an inHial estiriation, this matrix is assumed to

be a diagonal matrix, implying that none of the residual terms are 

correlated. Later applications will relax this assumption. 

These relationships may be expressed algebraically: 

Tll = Y11t1 + Y12t2 + Y13t3 + t1 

Rearranging the equations so that all of the eta variables are to the 

left of the equality, allows the expression of this set of equations in 

matrix notation: 

B is a 4 x 4 matrix such that: 

f
l.O

 0 0 

n·B

0
31

1.0 0 
6 • 

•632 1.0 
I I 

L
·B,, I. 

•642 0 1.0 
J 

r is a 4x3 matrix such that: 
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Y11 Y12 Y1 3 

Y21 Y22 Y23 
= 

0 0 0 

0 0 0 

Furthermore, let 'I'= diag(i/11, 1/12, 1/i 3, 1/11+) ' and: 

in which ajj denotes the variance of tj, and ojk (j 
f 

k) denotes the

covariance between tj and ck; 3

Estimation of the free parameters of these matrices in LISREL requires 

that the user specify for each element in each matrix whether the element 

is free (a value to be estimated by the program), or fixed. If the 

latter, the user has to specify the fixed value. For example, the 

diagonal of a is to be fixed at unity, but other elements of a and some 
-

-

1n � are to be fixed at zero. Furthermore, a22 is to be fixed equal to 

the variance of the manifest variable, sex. 

THE MEASUREMENT MODEL 

In the structural portion of the model, the vectors n and tare not 
- . 

observed, but ( • (y1 ... y12) and x' • (x1 ... x8) are observed, such

that: 
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and 

X = A t + o 
... ...x ... 

22 

in which£ and o are vectors of errors of measurement in y and x, 

respectively. These errors of measurement represent both specific and 

random components of variation (Alwin and Jackson, 1979), The vectors 

£ and o are assumed to be uncorrelated with n, t, and t, but may have 
.. ... ... ..

elements internal to each which are correlated to other elements of the 

same vector. (LISREL does not permit elements in£ to be correlated with 

elements in o, but this is easily overcome by specifying all of the 

variables to be endogenous.) The matrices �Y
( 12 x 4) and �x ( 8 x 3)

are regression matrices. 

In this analysis, socioeconomic status of the respondent's family 

of origin is indexed by father's occupational status, father's educational 

attainment, and mother's educational attainment. These manifest indicators 

were taken from the NLS data file, V2468, V1627, and V1628, respectively 

(see Levinsohn, et al,, 1978); these measures were composite variables of 

the father's Duncan (1961) socioeconomic index, and father's and mother's 

education, This, model specifies that these three variables have a common 

cause, assumed to be familial socioeconomic status, The model is not 

deterministic, however, and assumes that the underlying factor docs not 

completely determine the observed variation in the three manifest 

variables; this specfficatfon fs represented by tho throe �1 (f • l, 2, 3).

These error terms have been loosely called errors of measurement, but 1n 

fact contain both random and specific errors of prediction from the 

underlyf ng factor. 

- II 
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Alwin and Jackson (1979) have discussed the several measurement 

• models that are applicable to such models. There is therefore no need to

go into such a discussion in detail. A brief review, however, will

sensitize us to assumptions being made about the models of measurement.

Consider the three equations from socioeconomic status:

in which the x
i 

are the three manifest variables specified above; �
il 

are 

regression coefficients; c1 is a latent factor of socioeconomic status; 

e
i are random components of error; and u

i 
are components of error specific 

to each manifest variable. In practice, the e
i 

and u
i 

are inseparable; 

all one is able to estimate are the <5
i 

" e
1 

+ u
i 

. 

A metric for c1 fs imposed by setting �11 • 1.0; as a result the 

�fl 
have arbitrary levels, but regardless of which one of the �

fl 
are 

specified to be unity, the ratio of the �11
to each other will be 

constant. If the equations above are squared, and expectations taken, 

one obtains: 

This fs called a co11111on-factor measures model; for each manifest variable 

there exists a component of error that fs due to random error, and a 

_J 
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c omp on e nt speci fic to e a ch manife st variable. LISREL assumes as the m o st 
ge n e ral ca s e  t he common-f a cto r  mode l , wh ich is .!!Q! a classical true-s co r em odel. T her efo r e, i f  o n e  wants t o int er pret t he coe fficients in terms ofclassic al tr u e-s c ore t he o ry, o n e  has to make restrictive assumpt io n s
abo ut t he n atu r e  of t he error te rm. Joreskog (1971) wed the common­
fa c to r  m odel t o  classic al tr u e-score theory by defining the congene ricmeasures m odel. In s u ch a m odel, eac h of the manifest variable s, xi,
is a s s

u

m ed to ha v e  a s eparate tr ue s c o re, t11, which are perfectly
c o rr elated w it h  e a ch ot her, wi th the implicat ion that a rando m  v a riable,
t1, exists s u ch t h a t  al l  of t he t1 1  a r e  )in e a rl y  related to i t: 

B y  m a
k

ing t he fu rt he r  a ssum ption that the errors across measures ar e
en t

i

r ely r a ndo m  (i.e., u1 • 0 ), a nd because x1 • t1 1  + e1, ft fol lo w s
t hat: 

xf • µ1 + � 1t1 + et
I f  t he s e  t hr e e  equatio n s  a r e  squared, a nd e x pe cta tio n s  take n, o n e  ob tains :

Alwin and Ja cks o n  (19 7 9) su gge st that ft ts difficult to 1mag1ne a late nt 
fa cto r  s o  p ur e  t hat al l  v a riat ion between its mani f est ind i cators is du e
to t h e  fa cto r  alo n e, T he c ongen e ri c me asure s m odel ts thus an ideal to
be s oug h t  af te r  (Bohr n sted t  a nd Bo rgat ta, 1 98 0). As w e  wil 1 s e e  belo w, 

-

,
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the model being discussed in this paper exhibits some congeneric 

constructs, but others definitely fall short of the ideal, 

If one is willing to make a further restriction in the measurement 

model, namely that·A11 = A21 = A31, the model becomes: 

which is called a tau-equivalent measures model. The LISREL program 

allows users to specify, in addition to fixed and free parameters, para­

meters that are equivalent. Thus, the tau-equivalent model may be 

estimated 'by specifying Ail " :i.21 "A31 , on the assumption that ui = 0, 

which implies that a
6 6 

• O for all i r j, 
i j 

Finally, by specifying not only that ui • 0, and that ;i.11 • ;i.21 • A31 ,

but in addition that a2 • a2 • a2 one obtains the parallel measures e1 e2 e3' 

model: 

This is the most restrfctfve, least seldom seen in appl fcation, of the 

measurement models. 

Of these models, this analysis assumes that father's occupational 
' 

status, father's education, and mother's education are• congeneric measures 
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of socioeconomic status. This assumption implies that ui (i = l, 2, 3) = 0; 

that is, the only.error of prediction is random. A test of this assump-

tion is possible to the extent that the overidentifying restrictions in the 

measurement model may be relaxed by permitting covariance parameters 

among measurement error terms to be free parameters in the model. 

A second exogenous variable, sex, is included, not as a latent 

factor, but as a single manifest variable. This variable is a composite 

measure of sex (Vl626) taken from the NLS data file (Levinsohn, et al., 

1978). It is incorporated into the LISREL model by specifying: 

that is, >.42 = 1.0, and <54 = o. 

Several ability subtests were administered to the NLS respondents 

during their senior year of high school. Four of these, reading (V618), 

letter groups (V619), vocabulary (V614), and math (V620), are assumed 

to be congeneric measures of a latent ability factor. 

The measures of the endogenous latent factors, work and family, have 

been described above, Here we adopt a colllTlon-factor measures model, 

because it seems. unlikely that the ui • 0, since errors of measurement

of a particular attitude at time 1 are likely to be correlated with 

the corresponding errors at time 2. 

The measurement portion of the mo�el is defined by 20 equations, 

relating each of the 20 manifest variables to its respective latent factor. 

These have been omitted here; the measurement model is more easily 

represented in matrix notation. For the exogenous variables, the 

appropriate equation is: 

,. 

---!!lll .
.. 
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0 0 0 

>-21 0 0 

>. 3 1  0 0 

0 1.0 0 
-X 0 0 1.0 

0 0 >-s3

0 0 >.73 

0 0 >.93
• Furthennor e, let 0 be t he s y11V11e tr ica l vari ance-covariance m at rix among_15 the o

1 
(
1 • 1 • • •  8 ) ,  In iti a ll y, th is mat rix fs a s su me d  to be diago nal

(a ll off-diagon al eleme nts are fix ed a t  zero) wit h  t he fur t her sp ec if ica­
tion that 

0� • 0,u4 4
For the endog eno us var iables, the m e asureme nt model is def ined by:

y • A 11 + c 
.. ....

y
,_, .. 

1 n which y' • ( y

1
,, • •  , y

1 2
), 11 '  • (n1, 112, 11

3
, 11

4), c '  • (c 1, . .• , c 12),
a
nd
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l.O 0 0 0 

>-21 0 0 0 

I 
>-31 0 0 0 

0 1.0 0 0 

0 >-s2 0 0 

0 AG2 0 0 

A = 

-Y 0 0 l.O 0 

0 0 >-a3 0 

0 0 A93 0 

0 0 0 1.0 

0 0 0 >-11 4 

0 0 0 >-12 4 

Furthermore, let 0 be the symmetrical variance-covariance matrix among 
_c 

the c1 (1 • 1 ••• 12), Initially, this matrix is assumed to be diagonal.

This completes the definition of the initial LISREL model. Below 

we will consider certain alterations of the model, some to be made on 

practical grounds, some to be made on the basis of more theoretically 

oriented concerns. 

IDENTIFICATION OF THE MODEL 

Before the model 1s estimated, the fdent1f1catfon problem must be 

examined. In the ffrst case, an equation such as: 

X • 

cannot be directly estimated, since everything on the right side of the 
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equation is unobserved. Thus, the covariance structure of the observed 

variables is analyzed in terms of the postulated causal structure. If 

the equation above is multiplied by x', and expectations taken, one 

obtains the variance-covariance matrix of x: 

In a more complicated way, the variance-covariance matrix of y, and the 

covariance matrix, E y' may be derived (see, for example, Long, 1976).
-X 

Analysis of the model in terms of covariance structures does not,

however, resolve the identification problem. The model will be under­

identified unless certain constraints are made. Specifically, there must 

be no more free parameters than there are elements in the lower triangle 

of the observed variance-covariance matrix, including the diagonal. 

If there are t free parameters in the model, then: 

ts (�){p + q){p + q + 1) 

In this model, p • 12 and q • 8; thus t must be less than or equal to 210. 

As specified above for the structural portion of the model, there are 4 

free parameters in R, 6 1n r, 5 in �. and 4 in 'I', In the measurement 

portion of the model, there are 8 free parameters in �y• 5 in �x•

12 1n !c• �nd 7 tn ��· Thus, t • 51, which ts clearly less than 210.

Unfortunately, this condition ts necessary, but not sufficient, for 

identification. 

In addition, each and every equation tn the model must be identified. 

In the measurement error portion of the model, \his !!@l be accomplished by 

setting one element in each column of the two A matr,ices to some fixed 
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value, usually 1.0 .4 This becomes the reference indicator, and serves to

provide a metric for the underlying factor. One may alternatively fix 

the variance of the underlying factor; this is commonly set to unity when 

analyzing standardized-solution models. Notice, however, that this is 

possible only for the exogenous factors in the t matrix. The variances 

of then factors may not be fixed. Thus, reference indicators must be 

specified for the endogenous factors even when analyzing ·a correlation 

matrix. In each column of A and A there must also be one fewer zeros_x -Y 
than there are n and m factors respectively. Examination of A and A 

-X -Y
reveals that there is a 1.0 in every column, and at least 2 zeros in each 

column of Ax and 3 zeros in each column of A .  Satisfaction of these rules- J 
is still only a necessary condition for identification. 

The structural portion of the model must also be internally 

identified. This means that excess degrees of freedom in the measurement 

model may not be used to identify an underidentified structural model. 

In this case there are (�)(m + n)(m + n + l) • 28 variances and covariances 

in the structural model, and 19 free parameters; thus the structural 

model satisfies the counting rule for identification. Unfortunately, 

it is often didicult to determine if every parameter is estimable, and 

there exists no general set of rules that applies to every model. Rules 

have been developed for certain types of models (see references in Joreskog 

and SISrbom, 1978, p. 10), but the solutions are often tedious. 

Users of LISREL should be aware that the program does provide 

solutions for underidentified models. Underidentification simply means 

that there is no unique solution to the model; the LISREL program simply 

stops when it finds one of the solutions. Use different starting values, 
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and one would obtain another solution. This foible of LISREL has caught 

at least one author unawares, who published his substantive interpretation 

of an underidentified model. Fortunately, LISREL does provide a check 

for identification. The iterative subprogram that calculates the 

standard errors of the estimates begins by calculating the information 

matrix for all the independent unknown parameters. 

If this matrix is positive definite it is almost certain that 

the model is identified. On the other hand, if the information 

matrix is singular, the model is not identified and the 

following message will be printed 

THE n-TH FREE PARAMETER MAY NOT BE IDENTIFIED . 

This is a strong indication that the n-th free parameter in the 

pattern vector is not identified. The n-th parameter is usually 

the last parameter in a group of parameters connected in an 

indeterminacy (Joreskog and Sorbom, 1978, p. 11). 

As a result, it 1s recommended that one always request on the program's 

output parameter card that the standard errors be calculated and 

printed. Publishing these standard errors is in good taste, and 

should also be encouraged. 

ESTIMATION AND TESTING 

The independent parameters in the model are estimated by the method 

of maximum likelihood estimation as described by Gruvaeus and Joreskog 

(1970). This method assumes the distribution of (y', x') 1s multivariate 

normal; the loss of efficiency by violations of this assumption has not 
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yet been established. The estimation problem is essentially that of 

fitting the variance-covariance matrix imposed by the model to the sample 

variance-covariance matrix. A fitting function (see Joreskog and Sorbom, 

1978, p. 13) is minimized by using first and second order derivatives, 

and converges rapidly from most arbitrary starting points. If there 

are several local minima of the fitting function, however, there is 

no guarantee that the method will converge to the absolute minimum. 

Users are well advised to reestimate models with different starting 

values in case the program has converged to a local minimum of the 

fitting funcation. 

When the maximum likelihood estimates of the parameters have been 

obtained, a x2-measure (as distinguished from x2
, which is the sampling 

distribution to which x2 is compared) of overall goodness-of-fit of the 

model is calculated. This statistic may be regarded as a test of the 

specific model against the most general alternative that the estimated 

variance-covariance matrix fs any positive definite matrix. The likeli­

hood ratio x2 statistic fs ( N/2) F
0

, where F
0 

1s the mfnfmum value of 

the fitting function, and N fs the sample size. In large samples this 

statistic fs distributed as x2 with degrees of freedom: 

df • (�)(p + q)(p + q + 1) - t , 

where t 1s the number of independent parameters, This test tells ff the 

model fits or does not fft, but ff the latter cannot tell where the 

mode 1 does not ff t. 

The likelihood ratio x2 statistic is sensitive to even small 

deviations from perfect fit. Particularly when the sample size is large, 

\ 
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it is coll'lllon to find large, or even very large, values of x2 relative to

the degrees of freedom. When the sample size is large, one common rule 

of thumb is to adopt as appropriate a model in which x2/df is less than 5.

Another alternative is to fit a more restrictive model against a 

less restrictive model, and to compare the resulting two x2 measures.

The difference between the two likelihood ratio x
2 

measures is distributed

approximately as x2 with degrees of freedom equal to the .difference in the 

number of independent parameters in the two models. If there is a large 

drop in x
2 

from one model to the other relative to the difference in

degrees of freedom, then the changes made in the second model represent 

a real improvement in fit. These procedures will be illustrated below; 

Bentler and Bonett (1980) have investigated significance testing in 

models such as these. 

Sometimes changes in models can be suggested'on the basis of logic. 

For example, the model under consideration fn this paper postulates no 

direct effects from the three exogenous factors to work and family 

attitudes at time 2. If the initial model does not fit, perhaps ft 

would be wise to relax this restrictive assumption, and see ff the new 

model produces a real improvement fn the fit. In the measurement portion 

of this model, the initial model as specified assumes that the errors of 

measurement for work and family attitudes are uncorrelated from time 1 

to tfme 2. However, ft is often the case that such errors of measurement 

are correlated. Accordingly, a new model may be estimated with these 

covariances included as free parameters. The difference in x2 measures

would tell us whether the errors of measurement were in fact correlated. 

J • ;,, 
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At other times, changes in the model may be suggested by an inspec-

tion of the first-order derivatives of the fitting function with respect 

to the fixed parameters. This table is available in LISREL, and it is a 

good practice to request its printing. Sorbom (1975) has published a 

useful example describing how the procedure works in practice. One may 

want to relax the restriction in the model which is least probably zero. 

The table of first-order derivatives suggests which fixed parameter if 

set free will give the largest decrease in the fitting function. If 

doing so does not violate the logic of the causal structure, one should 

find the fixed parameter whose absolute value of its first-order derivative 

is the greatest. A new model is then fitted with the restriction removed, 

and the x2 measures from the two models compared to see if the less 

restrictive model provides a significant improvement in fit. In any 

event, ft fs wise to keep fn mind Joreskog's advice, "Ultimately the 

criteria for goodness of the model depends on the usefulness of it and 

the results ft produces (Jijreskog, 1969, p. 201)." 

THE DATA 

Data for the model depicted fn Figure l were obtained from the 

National Longitudinal Study of the High School Class of 1972 (Levinsohn, 

et al., 1978). The NLS was designed to provide data on the development 

of the educational, vocational, and personal aspects of the lives of 

adolescents as they make the transition from high school to the adult 

world. The population analyzed here includes only those white respond­

ents who completed the study's ability tests in their senior year of 

high school. There were 12,844 such respondents. From this group, 

) 
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starting values more likely to be close to those in the final solution. 

(By the way, a mistake I find myself repeating is to forget that 

elements in Bare reversed in sign.) 
-· · .,,,,.. -�··· . .  '"• ., .. . 

We will now turn to the presentation of results for the model 

described above. Surmiary goodness-of-fit statistics will be presented_ 

for a number of specifications. When a model is found deemed to be 

best, its parameter estimates will be discussed in substantive terms. 

The surmiary measures of goodness-of-fit are shown in Table 1. 

Model A of Table 1 assumes errors of measurement are entirely random, 

and imposes a causal structure among the latent factors as shown in 

Figure 1. The likelihood ratio x2 value for this m�del is 715, 29 with 

159 degrees of freedom, At first blush, this value suggests the model 

does not fit the data very well, but there is more wrong with this 

model than a mere lack of fit, An examination of the LISREL estimates 

(not shown here) reveals that the residual variance for family at time 

2 is a negative number. This occurrence, all too frequent, is known as 

the Heywood Case (aprocryphally after the Rev, Christopher Heywood, who 

kept coming up with a negative number of angels who could stand on the 

head of a pin). Variance estimates zero or greater are logically 

perm1ssable; negative values are not. It' is entirely possible, however, 

as in this case, for maximum likelihood estimates to converge at a value 

less than zero. The standard fix for the Heywood Case is to constrain 

the offending variance to zero, or a small positive number, In this 

instance, �44 was set to zero, and the model reestimated, Substantively, 

this means that family attitude at time 2 is assumed to be perfectly 

predicted by some linear combination of family and work attitudes at 

) 

- .
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Table 1. Goodness-of-Fit Statistics for Models of Development and 

Stability of Attitudes toward Work and Family 

Model x
2 

cl. f. Prob. d.f. Prob. 

A. Random errors 715.29 159 o.o

B. Random errors; t/i44 = 0 744.81 160 o.o

c. Random errors; t/J44 = 0;

ip21 free 733.97 159 o.o 10.84 .001 

D. Random errors; t/i44
= 0;

t/J2 l • Y 3 3 free 731.02 158 o.o 2.95 .086 

E. Random errors; ip44 • 0;

ip21, ip43, r free 728.00 152 o.o 5.97 7 .543 

F. Covariance between work

and family errors time

1 and time 2; ip4,, • 0;

ip21 free 333.85 153 o.o 400,12 6 o.o

G. Model F, with 0 free 
£31 

321.57 152 o.o 12.28 ,001 

H. Model G, with 0 free 
c7s

315. 13 151 o.o 6.44 ,011 

I. Model H, with o free 
c,♦ 1

.313.04 150 o.o 2.09 .148 

... 
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time 1., The new result is shown in Model B of Table 1. By setting 1/11+1+ = O, 

one degree of freedom has been gained, and the likelihood ratio x2 is 

744.81 with 160 degrees of freedom. All of the LISREL estimates in the 

new model are logically permissable, but the x2 value suggests a poorly 

fitting model. How should the model be changed to see if a better 

fitting model is possible? One reasonable strategy, suggested by Kenny 

(1979, p. 161), is to fit a just-identified structural model. Any lack 

of fit of the model to the correlations could therefore be attributed to 

specification errors in the measurement model. This was done in stages. 

An examination of the first-order derivatives among the structural 

matrices produced by Model B suggested that the covariation between 

r;1 and 1;2 (i.e .. 1/121) was the value most likely not to be zero. 6 In

substantive terms, this indicates that the three exogenous factors have 

not explained all of the covariation between family attitudes and work 

attitudes at time 1; ft is lfkely that the multiple partial correlation 

between WORK73 and FAMILV73 1s nonzero. Permitting thfs parameter to be 

freely estimated fn a new model, Model C, provides a significant improve­

ment in the fit of the model; the x2 value is 733.97 with 159 degrees of 

freedom. The difference between the x2 measures for Models B and C is 

10.84, which is distributed as x2 with one degree of freedom; the value 

1s significant. 

An examination of the table of first-order derivatives from Model C 

revealed that, among the fixed structural coefficients, y33 was the new 

value most likely not to be zero. This is the direct effect of ability 

on work at time 2 , Model D was estimated with this value set free, but 

the improvement of fit between Model C and Model D was not significant • 

,, 
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Model E was estimated (as suggested by Kenny, 1979) with the structural 

portion of the model completely identified. These results reveal two 

items of interest. First, the x2 value of 728.00 suggests a severe

lack of fit, but because the structural model is completely identified 

(save for �44 = 0) we now know that the lack of fit must be in the 

measurement portion of the model. Second, comparing the x2 measures of

Model E with Model C reveals that.the seven additional parameters set 

free in Model E do not yield a significant improvement in fit. That is, 

the seven additional parameters differ from zero only as a matter of 

chance. Thus, our initial postulation that the background factors do 

not directly influence work and family attitudes at time 2 .is confirmed. 

Furthermore, the covariance between work and family attitudes at time 2 

is almost completely explained by the previous expression of these 

attitudes. The only change we have made in the structural portion of the 

model is to allow the residuals of work and family at time 1 to covary; 

this merely represents the inability of the three exogenous factors to 

completely explain their covariation. 

Model C represents the best fHting of the structural models, but it 

must be admitted that it does not fit very well. The model assumes that 

errors of measurement are random, but the model's lack of fit suggests 

that the assumption is not tenable. The model contains the same variables 

measured at two different times. It is well known that when the same 

measuring instrument is used at two or more occasions, there is a 

tendency for the errors in each variable to covary over time because of 
• 

memory or other re-test effects. Accordingly, Model F was estimated with 

the errors for each of the three work manifest variables allowed to covary 
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with the equivalent errors for the questions repeated at time 2 ; the 

equivalent parameters were also set free for family attitudes. Compar­

ison of the fit of this model will be made to that of Model C, since 

Model C was the accepted structural model. The difference in x2 measures 

was 400,12 with 6 degrees of freedom. This is a major improvement fn 

fit, and suggests that we were well advised to consider the possibility 

of correlated errors over time. 

It is still possible, of course, for there to be other sources of 

covariation among the errors of measurement. For example, respondents 

who express a desire for being successful in work may systematically 

overidentffy that response with the desire to have money. Thus, the 

errors of measurement for these two questions wi 11 covary to the extent 

that the underlying factor is unable to explain the covariation between 

the manifest indicators. The choice of example was prophetic. An 

examination of the first-order derivatives of the fixed parameters in 

Model F revealed e was the value most likely not to be zero; this is 
c31 

the covariation between the questions at time 1 about being successful 

in work and being able to find steady work. Model G was estimated with 

this new parameter set free. The difference fn x2 measures between Model 

F and Mode 1 • G was 12. 28 wf th one degree of freedom -- a s i gnf ff cant 

improvement- fn fft. 

The process continued, The first�order derivatives for Model G 

were examined with the result that 0 was discovered to be the va 1 ue • 
C76 

most likely not to be zero, This is the covariation between the errors 

for the question about moving away from one's family, asked at time 1, 

and the question about being successful in one's work, asked at time 2. 

- .
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One can see how this may be plausibly explained; respondents who 

systematically overstated or understated their desire to move away at one 

time may be those who overstate or understate their desire for success 

at another time. If I had been unable to construct a plausible explan­

ation, I would not have estimated Model H, which allowed this parameter 

to be free. This decision obviously went beyond the statistical 

information available (see Blalock, 1972, p. 448), and reflects my belief 

that no model may be said to fit, which produces uninterpretable results. 

Model H, when compared to Model G, suggests a significant improve­

ment in fit. An examination of the first-order derivatives from Model H 

revealed e was the value most likely not to be zero. Model I was· 
£41 

therefore estimated with this parameter set free, but the improvement of 

fit ov�r that of Model H was not significant. Thus, Model H is accepted 

as the best fitting model to explain both the structural and measurement 

properties of a model of the development and stability of attitudes 

toward work and family. 

EMPIRICAL RESULTS 

This section presents the results from the measurement and structural 

analysis of Model H. The measurement properties will be discussed first. 

These results are shown in Table 2, and mfrror the LISREL solutions 

reproduced in the appendix, which also contains the LISREL program set 

up used to generate the parameter estimates. Table 2 contains the 

parameter estimates for the true score variances, error variances, and 

the slopes of the manifest variables as reg�essed on the latent factors. 
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Table 2. Model H Measurement Parameter Estimates 

Latent 
Factor 

Work 73 

Family 73 

Work 74 

Family 74 

Socioeconomic 
Status 

Ab111ty 

Manifest 
Variable** 

V685 

V687 

V689 

V686 

V692 

V693 

V1573 

Vl575 

V1577 

V1574 

V1580 

Vl581 

V2468 

V1627 

V1628 

V618 

V619 

V614 

V620 

* Fixed parameter.

True Score 
Variance 

.018 

.019 

. 037 

.035 

204.782 

59,244 

Error 
Variance 

.170. 

.286 

.244 

.160 

.355 

.329 

.164 

.308 

.143 

. 161 

.368 

.382 

340.066 

.172 

,662 

27,346 

44,007 

42.170 

37,382 

** Variable labels from Levensohn, et al. (1978). 

) 

Slope Reliability 

1.00* .096 

1.458 .118 

2.546 .323 

1.00* .106 

1.477 .105 

.679 .026 

l.00* .184 

1.446 .201 

2.285 .575 

1.00* .179 

1.228 .125 

.271 ,007 

1.00* .376 

.083 ,891 

,041 ,342 

1,00* ,684 

'.705 ,401 

.891 ,527 

,897 ,560 
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The last column shows the estimated reliability coefficients. These may 

be estimated by: 

>.fj(aj!ap 

(Wolfle, 1980b), where >.fj is the estimated slope of the i-th manifest

variable regressed on the j-th latent factor, aj is the estimated variance 

of the j-th latent factor, and of is _the sample variance of the i-th 

manifest variable; or they may be ·estimated by: 

( >.f j oj ) / ( >. f j a j + ep

(Joreskog, 1971), where >.fj and aj are as previously defined, and ef is

the estimated error variance (from either the �c or �6 matrix) of the

i-th manifest indicator. These two expressions are algebraically equiva­

lent, and in either case measure an indicator's reliability as the propor­

tion of its expected variance due to the variance of its corresponding

latent factor, or true score.

The estimated reliability coefficients for work and family attitudes 

are very low. We have already seen that the measurement errors contained 

unique components that were correlated from one administration of the 

survey to the next. We now see that there are also rather large random 

errors associated with these variables, There is, of course, some 

variance explained among the manifest indicators by the latent true 

scores, and to that extent there do seem to be underlying factors which 

measure one's general attitudes toward work and family, Insofar as 

measuring these constructs is concerned, however, these manifest variables 

do not do a very adequate job, Most of the variance in the manifest indi-
• 

caters is explained by errors of measurement, both unique and random. 
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Among the exogenous factors, we have already confirmed that 

father's occupation and education, and mother's education, are congeneric 

measures of socioeconomic status; that is, we found evidence to suggest 

their errors of measurement were probably just random. The same may also 

be said of the four indicators of ability. Examining the estimated 

reliability coefficients, one sees that father's education is by far the 

most reliable indicator of socioeconomic status; this result supports 

a similar analysis reported by Wolfle and Robertshaw (1981). Among the 

indicators of ability, the reading and math subtests are more reliable 

than the letter-group and vocabulary subtests; this result also is 

reflected in other analyses incorporating these variables (Wolfle and 

Lichtman, 1981; Wolfle and Robertshaw, 1981). 

We turn now to the discussion of the structural portion of Model H. 

These results are shown in Table 3, When the development of attitudes 

toward work are considered, it may be seen that the effect of socio-

economic status is not significant. The variable, sex, was coded 1 • male 

and 2 • female; therefore the negative coefficient indicates that women 

consider work values less important than do men, ceteris paribus. The 

effect of ability is negative; that is, the greater one's score on the 

ability factor, the less importance is attached to work values. Attitudes 

toward family values are also negatively influenced by ability and socio­

economic status, Women, however, place more importance on family values 

than do men. These exogenous variables explain about one-fourth of the 

variance in work and family attitudes, but do not contribute to the 

further measurement of these variables once previous measures of the same 

attitudes have been controlled for. Both work attitudes and family attitudes 



Dependent 
Factors 

Work 73 

Family 73 

Work 74 

Family 74 

Work 73 

Family 73 

Work 74 

Family 74 

Table 3. 

Socioeconomic 
Status 

-.052 

-.249 

- - -

- - -

-.000 
( .001) 

-.002 
( .001) 

- - -

- - -

Model H Structural Parameter Estimates 

Independent Factors 

Sex Ability Work 73 

Standardized Coefficients 

-.350 

.241 

- - -

- - -

-.276 

-.255 

- - -

- - -

.780 

.053 

Unstandardized Coefficients* 

-.094 
(.020) 

.066 
(.022) 

- - -

- - -

-.005 
(.001) 

-.005 
( .001) 

- - -

- - -

1.124 
(.213) 

.074 
(.159) 

Family 73 

.046 

.978 

.065 
(. 105) 

1.329 
(. 255) 

* Standard errors shown in parentheses.

,;; ··� 

�:t::�

. ...  __ -. 

Proportion 
Explained 
Variance 

.22 

.26 

.65 

1.00 
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6

a re rela
t

iv ely stab le variab les (t h at is, the latent factors, not their
m ani fest in dic ator s); t he c o r rela tion be twe en the work factors implied by
t h

i

s a n al
y
sis 1 s .7 9 9, a nd t he c o rrelat

ion betwe en fa mil y  facto r s  o
v
e rtim e  .is .999 - -a 

v e

ry

sta ble c o nstru ct, in de ed. 

CONCLUSION

Pre vio u s  intr od u c tory disc uss io ns of LISREL (e.g., Joreskog, 197 4; Long, 197 6 ;  J or es ko g and S or b o m, 197 8) have pr od u ced a number of ex amp les 
covering a r ange of pos sib le ap plic ations , but none have gone int o  t he d

e velopm e nt a nd estim ation of a single m odel to the extent rende r ed
h er e. The le ngt h y  s pe cification of a single model ·m ay ha v e  seemed

te
d

io us to som e; I ho
p
e it pr oves u seful to ot hers.

I w oul d  l ike t o  close wit h  som e  reflecti ons on the uti li ty of 
LIS

R

E L. Kerlinger (19 7
7 )  has said that we a r e  i n the midst of a rev ol u-tion in r e

s
e a rch t hinking, and cited LISRE L  by way of example. A ye a rlate r  Co o l ey (1

9

78) r eminded u s  t h a t  kn owing one's s ubject matter is
v ery muc h  mor e  impo rtan t  t han usi n g any particular set of methodolog ic al to ols . U sing L I S REL fs a n  aid to t hi nking about and analyzing some
co m p

l

ex ca u s al models , but l i
k e m a ny n ew an alytic techniqu es runs t h e

r
i

s

k 

of be
i
ng f

a
dd i shl y  adopte d  to impla usible applications. Using 

LISREL presumes one ha s 
m ul ti

p
l
e indic ators of underlying variables whi ch 

a
;� �; -����;�;�-��i" � nte;���

� 
i 

T�f
-� m�a�s t h at one knows beforehand which in

di

c es accu rately me asu r e  va riab les of theo r etical interest; or that o ne ha
s 

ob
t

ai
ned 

a
lte rnat ive m e asu res of underlying traits. This may mean 

c o n
d

uct
i
ng panel sur v ey s as repo rted in this pape r, or using alternative

m e a ns of col lec t
i

ng d ata a t  one point fn time (e.g., maile d questionnaires,
te

l
ephone su rve ys, a n d  pe rso n al interviews ). In a ny e v e nt, t he col le ction

) 

-

.
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of such data is like ly to be expen s ive.  In o th e r  wo rds, li ke Le
Q
.�t i ef.'s

input- ou tput chart s o f the e co n omy, LISRE
L may n o t  s impl y  be us ed i n

p lace of OLS r egres sio n  or e xp loratory fac t or ana lys i s, bu t  requires 
chan ges in the da ta c ollec tio n  pr oces s, and t he w ay res earchers thi

nk
ab o ut t heir a nalys e s. Suc h chan ge s  wi l l  n o t  com e  eas il y  or c heaply ,  an d
we are lik ely to s ee implausib le and in c o rrect ana lys e s  u sing 

LISRE
L

a long the w a y. Yet in the lo n g-ru n, I s har e  
K
erli n ger's (1 9 7 7) 

optimi sm. LI SREL pr ovi des a sy nt h esi s  of ana ly ti c  pr oced u res fo nnerl y
considered di sjointly, an d in a ppli cabl e  s i tuations wil l  al low the 
analy sis of theore ti c al mo de ls n o t  pre vi ou sl y  es t ima ble. 

T
he a

c cumul a
­

tion of knowl e dge o f e du c atio na l rel at ionshi ps will be nefit a c cordi n gly. 
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FOOTNOTES 

1 This is a revised version of a paper originally presented at the

annual meetings of the American Educational Research Association, Los 

Angel es, 1981. I would like to thank Al an Acock, Jeffrey Danes, and 

anonymous referees for their comments on an earlier draft of this paper. 

I am also indebted to Dianne Robertshaw and Barbara Patteson, who will 

be found between the lines. 

2 
Note, however, that these models assume a linear relationship 

between the ordinal indicators and the (assumed to be) intervally 

scaled latent variable. Little is known about how robust this 

assumption of linearity is. 

3 
Normally, one could designate the elements oft as ,11, etc., 

but since variances are usually designated by lower-case sigma, I have 

done so here. 

4 
Which parameter is set to unity will affect the absolute values 

of the other free parameters for the same latent variable, but not their 

relative magnitudes. For example, if �1 • 1.0 in a two-variable model, 

and �2 was found to be .8 upon estimation, then if � 2 were set equal to 

unity, � 1 would be found equal to 1.25. Thus, �1/�2 • �1/�2 regardless 

of which parameter was set equal to unity. 

5 
The appendix has not been published with the body of this 

manuscript, but may be obtained upon request by writing to the author: 

Lee M. Wolfle / College of Education/ University City Office Building/ 

Virginia Tech/Blacksburg, Virginia 24061, 

6 
Joreskog has recently discovered that the magnitude of the 

first-order derivatives depend on the magnitude of the data and the 

parameter values. As a result, the first-order derivatives are not 

standardized, and are not strictly speaking comparable. Unfortunately, 

there now exists no readily available alternative to the first-order 

derivatives. However, when the next version of LISREL is released, 
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th e  progra
m w

ill
provi de a ma trix of the ratio between the squared fir

s
t­

o
r

de
r 

d
e r

iva t i
ve an

d 

the second
-o

r
de r  derivative, which provides t he 

b e

s
t 

in
d

ex o
f 

the fixed param eter which when relaxed will maximally
imp

rove th
e f

i t. 
In any event, rel ax in g p arameters should b e  done onlyw

h
en it 

ma k
es su b

s
t

a
ntiv e  se nse to do s o . See K arl G. Joreskog,

"Bas i

c
i
s su es 

i
n the applic

a
t
ion of LISREL

," 
D
ATA, 

19 81, J. (June): 1-6 .

7 T
h

i
s is not st r

i

c t ly true, si n c e o n e  may specify eac h l atent
variab

l
e to b

e pe rfe ctl y m easu re d by a single manifest variable. But
s u

ch 
mo

d
e

l
s a

r
e jus

t specia l  c ases of the g eneral LISRE L model, which
unl

i
ke 

o
t

h e
r me th

o
d

s is u nique in its ability to estimate bo th m e
asu re­

me nt e
r r

o r param eters
and st ruc tu ral para

meters si
mul t

aneo usly.
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TO SECURE_ EMPLOYMENT• ANAL YZEDj 

.. B Y . SETWISE REGRESSfON· ·ANALYSIS 
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Abstrac t - Graduate s o f T r ini t y (Tex as) Univer sity were s urveyed regarding the lengt h of time neces s a ry fo r  th e m to se c ur e the ir fi rst pos,t-baccalaureate
employment .  Fiv e d iffere nt sets of predictor vari

a
bles were used: bi

o­graphica l variables (age an d sex
)
; eth nic ba c kground and soc i o-economic 

status; academi c m a jo r and p erc eption of major.and Trini ty University; employment seeking beha vi or s ( sal ary, numb e r of res ume s , n umber of inter­views, and number o f off e rs) and geogr a ph i c a n d size of e mpl oyer preferences.The employment seeking be h a vior s set was clearly t he most important set ofpredictors. Those who took lo ng
e r to find e m ployment gene ra l ly worked harder, sending out more resumes, havin g mor e  in ter v ie

ws, b
u

t receiv in
glowe r salaries. 

During Wo rld W ar II and fo r man y years therea ft er , the nee d was n ot 

great f o r placement assistance fo r graduatin
g 

colle g e s
t
u

de nt s. Howev er, 

wit h the onset of economic recession in the late 1960's a nd e arl

y 
1 970'

s, 

des i rable employment was mor e di fficult to obtain. An other c ha n

g
e o c curred

affecting the number of available jobs us u all
y 

ff lle d b
y

th e 
p
r e vious

l

y
small number of college graduates. Wit

h 
the ava ila bil it

y 
o f ma n

y
for m

s of

financial aid, the economic and sociolo gic level of the mem bers of the student

bodies changed considerably. Peo ple who fo rme rl
y 

c ou ld n ot hav e  a ffo r de d  to

attend college were now enroll ed, we re gra du a ti n
g 

an d  en te ri n

g 
the alrea d

y

shrinking job market (Wolfbein, 1970 ).
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In. addition, the discontinuance of the draft also had an affect on the 

number of students seeking employment after obtaining a baccalaureate degree. 

With the state of the national economy and the abundance of college 

graduates, employers became more selective. Therefore, recruiters of college 

graduates were faced with the task of finding the best qualified job applicants 

from a labor pool that was almost unlimited from their viewpoint. 

A few favored career fields were s·till experiencing invnediate employ­

ment but they were the exceptions. Some majors, particularly in the liberal 

arts, but also including fields such as biology and psychology,_ are experi­

encing difficulty in obtaining employment in their own field, and after some 

failures in obtaining suitable employment in their chosen career field, opt 

for unrelated employment. 

The purpose of this study was to detenn1ne if there is a significant 

relationship between length of time it takes college graduates to obtain 

employment and job related variables. The group surveyed in this study was 

the Trinity (Texas) University graduates who had received bachelor's degrees 

1n December 1978, Hay 1979, and August 1979. A questionnaire was sent to 

each of the Trinity University graduates; 370 useable questionnaires were 

returned (65 percent). 

The Criterion: Time to Secure Employment 

The questionnaire required the respondent to choose a predetermined 

category in regard to length of time �o secure employment. In turn the time 

variable was transformed into a continuous variable as follows: 

) 

- .

\ 
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Time to Se cu re Emp loyment
Emp l oy ed b e fore gradua t i on 
1 w eek af ter graduation
2-4 week s  a fter gradua t i on 

5-7 w eek s  a f te r  gr adua t i on 
8-11 weeks after gr aduation 
3-6 m onths afte r  gradua t io n

6-12 m o n ths a f ter graduat ion
O ve r  o ne yea r  a ft e r  gr adua t ion
Atte ndi ng gradua t e  school
Unem ployed 

Sever al points should be ma de a bo ut the co n st r uct ed criter ion. Fo r
values up to Y = 39, the crite rio n  repre s e nts 

w eeks a f ter gradua t ion th a t  
employment was secured. Those w ho s ecu r ed em pl oyment ove r  a year afte r
graduation shoul d caus e l ittle dis to rtio n, s ince the maxi mum t ime si nce
graduation woul d have bee n les s tha n  14 m o nths. Gr aduate  st uden ts w er e  
exclude d fro m t he ana lysi s fo r the s imple r ea so n  tha t  n o  a c ceptable va l ue
coul d b e applie d uniforml y acros s p ersons a nd progr ams. Some peo p le may
g o o n to graduat e schoo l becaus e they s ee little l ike li hood o f  s ecurfng
employmen t ut111zfn g th e skill s they lea rne d a s  a n  u nde r g raduat e. At the
othe r extreme, som e student s may be qu it e  co nffden t  t h a t  s u itabl e  empl oymen t
awaft s them: the y can afford the lux u ry o f a c quir in g  addftional ski l ls s o

that the y ma y become even more mar ke ta bl e. On e  m ig ht sus pe ct th a t  most
students who went on to graduate sc ho ol may hav e  h a d  m ot iv es s o mewh er e  b e twee n
these two extremes. 

While 54 o f the 367 gradua te s  (14.71%) atte nde d 
gr a

d
u ate sch o ol, such 

attendance was no t uniform acros s  dis cip l ine s. Amo ng smal ler d ep artm en ts 
(less than 1

5 
graduates), half o r  mor e  a tt en de d  gra du a te schoo l  from the



. 

5 8followi ng : e nv iron men t al stu di es ,  art h istory, ec on o mic s ,  soci al s c ie nce s,
Fren ch, a nd c hem i s try. Among la rg e r  d epartmen ts,52.94

% of polit ical s ci encemajo rs, 33.33 % o f p syc hology majo r s  
a
n d  2 7.27% of bi ol ogy majo r s  a t ten dedgradua te s choo l'. At t he o t he r  end of the spectrum, no graduates in eithe rsociology o r  e le me ntary e du cat ion a t ten ded gradua te s ch ool, whil e  

3

.0 3% o f  
graduat e s  in e ng in ee ri ng r elated m ajo rs, 10.5

3

% o f  b u si ne s s  majors a n d  1 1.1 1 %  
of busines s  a dm in is tra ti o n majo rs a t ten d e d  graduat e  s ch ool immed i a tely up on 
the ir rece i ving the i

r 
bachel o r  degrees. 

Inclu si on o f t hose u n emp loye d  i n  t he a n aly sis wa s  d o n e  f or r e ason s  o f
be st explo i ti ng the da t a. It wa s  fel t  t h a t  includ ing them i n  t he a n aly sis

w i th the hig he s t pos sibl e  valu e  f or t he crit e rion (
Y 

= 
65) w as b et ter t h an 

excludin g the m  in fin din g  relat i on sh ips am ong t he d a t a. 
T
o ta ke a n  exampl e

of a partic ul a r  departmen t, seven of t he f ifteen graduat e s  i n  p sych o l ogy
were employe d n o la t e r  t ha n  fo u

r 
wee ks aft e r  gradua ti on; one person w as

employed a fter o ne yea r ;_ f ive w en t  on t o gradua te s ch ool an d  tw o  were un em­

pl oyed. I f the r e  las t seven g radua te s  h a d  been l ef t  out of t h e  analy sis ,
i t woul d a p pea r  tha t a ll bu t  o n e  gradua t e  wa s  h ir ed immedia tely u pon  gra­
duation .  While the va lu e  6 5 doe s  n o t  r epr esen t  65 wee ks, i t  d oe s  as si gn a
reasonabl e num ber t o  be use d i n  a regression ana ly s is .

Pr edic to r  Va riabl es
U
s ed in t h e  

A
n a ly sis

The fo l lo wing va ria bles we re used i n  ·th e  an a ly sis: 
Bio gr aphi ca l Var ia bles 

• 

x
1 

• age;
x2 • sex; 1 i f m ale , 0 1 f fem al e; 
Eth1nic Ba ckg rou n d a n d Soc io-

E
c ono m ic Statu s  ( S

E
S)

x

3 

•White• 1, 0 o the rwise; 
x

4 
• Bla ck• 1, 

O 
o the rwise; 

x5 • Ame r ica n-In d ia n, 0 otherwise ;
(The z e ro co de d  va ria b le fo r  x

3

, x

4 
a n d  x5 is Mexi ca n- Amer i ca n) 

x
6 =

SES; 

,J 

-
.
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Academic Major 

x
7 

= major, 1 if engineering related, O otherwise 

x
8 

= value of major; 

x
9 

= value of Trinity degree; 

Employment Seeking Behaviors 

x
10 

= salary; 

x
11 

= number of resumes; 

x
12 

= number of interviews; 

x
13 

= number of job offers; 

Geographic and Size of Employer Preference 

x
14 

= geographic perference, 1 = yes, O = no; and 

x
15 

= size of employer preference, 1 = yes, O = no. 

Before an analysis was completed, the 54 graduates who attended graduate 

school full time were eliminated; also, any graduate who was missing data on 

any of the predictor variables was not included. A setwise regression 

(Williams and Lfndem, 1971, a, b) was used to analyze the data. Results are 

shown fn Table 1 . 



Step 

1 

2 

3

4

5

6 

6 0
Ta ble 1 ·Setw ise Regress ion Ana lys is Usin

g al l  
Five Se

t
s of

Va riab le s  an d Time to Secure Em
plo

ymen t

(
N 

= 26 9) 

Set Eliminated
r

None
Biog raphic al Var ia b l es 

x1; ·age
x 2; age

-.042 

Ethnic Ba ckground 
a nd S E S  

X3; White 
X4; Bl ack 

x 5

; A merfc a �-In dian 
X

6i SES 

Ge ograph ic and Si zePreference 

-.0 5 6

-.0 02 .009 · .0 3 0-.00 1

X 1

4
i Ge ograp h i c Pre-

ference .03 6X1s
i Size of Em pl oyerPreferenc e  ,014 

Academi c Major 

x
7
; M a jor -.112b x8; V alue of major ,13 5X

g
; Val

u
e o f Trinityd e gre e  .11 5

b

Empl oym en t See kingBehavior s  

X10 : Sa l ar y -.212
a 

x 11
: Numb

e
r of resum�s ,

2
5 5

a 
x12: Number of 

int erviews ,
24

8a 
X1 3 ; Number of jo boff

e
r s -.

02
8

R for Set Elimi
nat

ed

.0 698 4

,0 32 5 4

,0 3 572 

,38611 4

R

,3 8 611
4 
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First, if the zero-order correlations are inspected, age and sex show 

no significant relationship, suggesting that at least these fonns of discrimi­

nation don't occur in regard to length of time to obtain employment. However, 

discrimination may exist even in regard to time; while it is not reported in 

Table 1, sex correlates .28 with initial salary; even in the presence of the 

remaining variables, the partial relationship of sex to salary remains signifi­

cant, and favors men. It might well be that women graduates "settle" on a 

less attractive employment situation in approximately the same time frame 

that men acquire somewhat more attractice (in tenns of salary at least) 

employment. 

Ethinicity seems to be unrelated to length of time to secure employment; 

geographic and size of employer preferences also appear to be only slightly 

related to length of time to secure employment. 

The academic major variables are significant as a set; engineering 

related majors are becoming employed sooner. On the other hand, those 

who see their majors or their degree from Trinity as being valuable take 

longer to become employed. 

The most important set 1s the employm_ent seeking behaviors set. The

interpretation of that set 1s not particularly encouraging to those who 

are having difficulty finding employment. Those who take longer to find 

employment tend to send more resume's, have more interviews, and then ge·t 

a smaller salary, But then, who said life was fair? 

Although they are not show here, other predictor variables were thought 

relevant and used in an initial analysis. Such variables, discarded because

they showed little relationship to the time criterion included: relatedness

of major to field of employment, grade point average, marital status, perceived

number of jobs available in the major, and necessity of seeking employment.
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