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SOME FURTHER CONSIDERATIONS OF USING

FACTOR REGRESSION ANALYSIS |

Isadore Newman

University of Akron

Connett, Houston, and Shaw (1972) presented scwe advantages and

uses of factor regression. I would like to suggest to anyone who isg

interested in this procedure a program developed by Finn (University

of Chicago) who has done some work in this area.

, , 1
Some Comment on Factor Regression

I. When using factor rvegression procedures, it is important to

keep in mind that 1f one does not use all of the factors (that is,
accounting for 1007 of the trace) he may be overlooking a suppressor
factor (suppressor variable). Whenever a set of predictor variables
is factor snalyzed, and accounts for 100% of the trace, and these
factors are then used as the set of predictor vaviables in a multiple

regression equation, then the two equatione, the one based on the

original variasbles and the other based on the factor variables, the

-
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two will make identical predictions (Barlingto heorem #11 is proof
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of this statement.) It should be kept in mind, as Connett et al. (1972)

the factored multiple regression has advantages, such as

which allows greater interpretation of the beta weights

Yuch of these comments are based on a paper by Darlington {(1969).



()
of the multiple regression eguations.

II. If one 1s interested in improving the multiple regression
equation by using factor techniques, there is only one way this can
be done. That is if the number of factors that are used is less than
the number of original variables. This will increase the df and also
possibly decrease shrinkage-estimates. Because of this, some researchers
have used only the few factors that account for the "greatest" amount
of the factored trace. However, when this is done one may be losing
information that can account for criterion variance by eliminating a
factor that accounts for very little trace of the factored matrix but
1s highly correlated with the criterion scores.

ITI. An additional advantage of using factor scores is that when
a matrix is factored much of the error varlance tends to be distributed
in the factors that account for the least variance. Therefore, one of
the possible by~products of using factor scores which account for most
trace variance as predictors is the likelihood of imcreasing reliabdility
{therefore decreasing shrinkage).

Using only the factors that account for most of rhe trace should
be avoided when the predictor variables that are being factored are likely
to be highly reliable. Some examples of such variables are: Theight,
weight, religion, sex, income, age, etc. Under these conditions a varisble
that accounts for little of the %race variance may be a good and highly
reliable predictor of criterion variance.

IV. Connett et al. (1972) suggested that using factor regression
should be of help when developing multiple regression equations for ex-
ploratory purposes. f one combines this factor regression procedure
with stepwise procedures, some of the problems discussed in Sections I-IITI,

can be congidevably reduced. When stepwise procedures are employed, one




should always use all the factors needed to account for 100% of the trace
of the predictor variables.

As most of you are aware, the two basic stepwise procedures are
stepup and stepdown. The advantages of each will not be discussed here
but should be considered when one is choosing a stepwise procedure. One
concept of "tolerance" is not as widely familiar. ''Tolerance" is a
measure of how much a particular variable in an equation i1s a linear com-
bination of the other variables im that equation. When there exists a
perfect linear relationship, the "tolerance" will equal zeroc. If the

" of a particular variable is one, this means that the variable

"tolerance'
is adding an additional new dimension to the predictor equation which
the other variables are not accounting for. The amount of additional
variance accounted for by adding any variable is the product of the
normalized regression coefficient squared and the "tolerance’ of that

variable. This “'tolerance’ procedure is wvsed in the Stepwise Regression
"

Program, in the Statistical Package for the Social Sclences {(SPS5). When

the factor regression procedure is used each factor will have, by def-
inition, a "tolerance'" equal to one. It can be seen how this "tolerance"
procedure may allow one to use the original set of predictor variables
and get much of the same information one would obtain by using factor

regression procedure.
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PROOT THAT THE DEGREES OF FREEDOM FOR THE TRADITIONAIL,
METHOD OF CALCULATING ANALYSIS OF COVARIANCE AND
THE MULTIPLE REGRESSION METHOD ARE EXACTLY THE SAME
Isadore Newman
Jon Fry
Unlversity of Akron
Akron, Ohio

Recently, a variety of publications (O'Conner, 1972; Xelly, Beggs, McNeil,
1969: Williams, Maresh, Peebles, 1972} have indicated that multiple regression
is a very efficient method of calculating analysis of covariance., However, it
is still unclear if the analysis of covariance, using the multiple regression
approach suggested by Kelly, et al (1969}, produces exactly the same result as
the more traditional method of calculating analysis of covariance. The tradi-
tional method uses the residuals left after the variance of the criterion that
can be accounted for by the covariate is subtracied. When comparing these two
approaches, one may find differances due to incorrect calculations of the degrees
of freedom (df} gince it is easy to make an error in calculating the df when com~-
paring the above two methods,

The following four models are presented to prove that the difs for both
approaches are exactly the same:

Where: Yy = Posttest scores
¥y = 1 if the 5 is in Group I: { otherwise

L w——

T —
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Xo = 11f the 5 is in the Controt Group; 0 otherwise

Xg = Pretest scores
E]. = Y‘L - Y} (fOL’ Model 1)
EZ = Residuals left after the variance that the pretest score accounts

for is subtracted from the posttest score (Yl - Y\1 for Model 2

U = Unit vector; 1 if the S is in the sample: 0 otherwise

ag. ay, ag, ag, = Partial regression weights

Let us also assume that N {the number of Ss) = 100.

Model 1: Yy = agU + ajX| + agfy + agXa+ Ey
Restriction aj = a,

Model 2: ¥y = agU + aqgXq + Ey

Model 3: Egp = agU + ajX; + agy + Eq
Restriction a; = a,

Model 4: Eo=aqU + E4

If one calculated the df needed for the F-ratio for testing Model | against

Model 2, the correct df would be:

i
w
§
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|

where: df 1 = the number of linearly independent vectors in the full model
{(Model 1) minus the number of linearly independent vectors in
the restricted model (Model 2).

df Z= the number of independent observations minus the number of
linearly independent vectors in the full model,

1f the df for testing Model 3 against Model 4 is calculated in exactly the

same way, one can easily make an error as follows:

afl =1
df 2= 100~-2 = 98

This is an error. The following 18 a proof that the second set of df is

incorrect since N is defined as the number of independent observations.
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Theorum: In any sample of N observations, if multiple linear regression

m
is performed on the model Yy =E ay }“13 + Ei given the least squares coefficionts
j=1

35 i=1, 2, . . .n, then, given all values of the independent vartables Xijf

and the coefficients aj. and any N-m of the residuals E;, the remaining m

residuals can be computed.

Proof:

(}_) E, (Yi - aj}{ij} = ( for any j

[
|

{2y Y, =-e,+ Ea X {model equation)
substituting (2} into (1)

(3) Ey (gy + E.;&E’Xij - a;;}viij} = 0 for any j each value of j gives a linear

equation in the missing e;. Since j=1, 2, . . . nand there are m micsing

e;, (3) gives m linear equations in m unknowns. Hence, the number of inde~

pendant observations in the vector of residuals is N-m, not N,

The major point of this paper is that the df for both methods of calculating
analysis of covariance are exactly the same, This does not mean that we believe
the results will be exactly the same, for that is an emperical question {(as Keith

MecNeil would say). To determine that, a Monte Carlo study is being planned,

1f vou have any suggestions asg to how we may best procesd, we would appre-

ciate vour comments.

o, Tiu, McNeit, K. &, , Eichelberger, T., and Lvon, 1.
in the Behavioral Sciences, Multipvle Regression Approach.
Iniversity Press, Carbondale, 1965,
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CONDITICONS FOR NO SECOND ORDER IITERACTION IN MULTIPLE

LINEAR REGRESSTON MODELS FOR THREE FACTOR ANALYSIS OF VARIANCE

By M. A. BREBNER

University of Calpary, Alberta

PART I -~ PICTORIAL OR GEOMETRIC APPROACH

Very little discussion 1s given on the subject of second orxder
interaction in analysis of variance. Many texts, if they even discuss

the matter, state the general mathematical condition (Kendall and Stuart

(1) page(36)

r &8 t .
BE ) z (6 ‘Z\I?f)“ = { oaal«:a}
J=1 k=1 I=1 i
where
= - (u, ey F g - - N
Oarr = iz~ O ¥ Mg Flg? T G T Vg F M) T Vi oo 1(bY,

e,

.

andld}smiss the details as cumbersome or complex., Meyers (2} gives a

set of conditions on the cell means, but does not explain that only a
selected subset of the conditions are re@uired and that the other
conditions are redundant (duplicate the subset of conditions). Winer (3}
endeavours to give a pictorial explanation of no second order interaction
which on cioser examination is found to deal with only one very speclal
case. This will be discussed in scction 1 where a three factor 2%
design is considered. Tn section 2 the results of section 1 will be

generalized to cases where move than two levels occur in g factor.



BT
To avoid complicating the dcscriptionﬁ‘ﬁhe following assumption
will be added to the normal statistical requirements:
1}  The number of scores per cell is éhe same for each cell,

namely, n.

2} The scores are not subject to numerical error.

The difficulﬁie; and complications thét can arise in tﬁo
factor designs if assumption 1} is violated have béen discussed by White
(4). A good text on industrial statistics should diccuss the effect of

assumption 2).

1. In this section we will discuss the condition for ne sccond order
interaction in.a three factor 2%2%2 design., Firstly, we will ‘formally
state the two multiple linear regression models required, and will sub-
sequently give a primarily pictorial (geometric) explanation of the
restriction required for model 2. The three factors will be labelled A,

B and C, and individual cells will be referred to by factors and levels.

For example, ALIB2CZ will refer to the cell at level 1 of factor A, level

2 of factor B and level 2 of factor C.
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Model 1 Yo restriction

Y= algl+ (1,'233:2 + a}:gf% + széj}_?!& 4 @5255 + Czé% + az£7 + a&;{;@ KN 91 eeo2(a)

Model 2 Restriction ﬁor no second order interaction
(a, = ay) = (ay = a)) = (g = ay) =~ {ag - ag) = 1 | oeo2(b)

o+ (a2 -

L=z tagmy tagy (T ay

al)} <)
taggtam, +ax, + (IT+a,+ (o - adlzg + ey

ory= aylz —z) Faylz) to) tayly b)) H Iz, oy

aglzg = zp) +aglz, +zg) +a,(zg + zg) + ey L eel2(e)
where the subscript 1 refers to the cell AIBICI,

a o 2 " o " A2BICIL,

o " 5 " neow Y A1B2CL,

" ! 4 " v " A2B2CL,

" u 5 " R " oAIBIC2,

" " 6 " weo "oA2BICZ,

A " 7 " v " AlB2CZ,

" o g " o " A2B2C2,

The column vectors y and 2., 1 =1

-

2yvee, 7,8 are of length 2,2.2:n
Scores from all cells are arranged systematically in the vector .
The vectors L, are defined as follows:

g 1 1f the corresponding element
J

: & . . + . 3
an element of the vector x. = E of y is a score from the cell .

(0 othervise.

The parameters a. and I are determined by a least squeres fit which
/f{ﬁ l

@ 3 - rp
minimizes ¢ in model i e.2 i ' B
ninimizes £y &, in model 1 and ergr inm model 2, where ¢ denotes the transpose

of the colump vector ¢ (that is a row vector with the same elements as e)

e

ey . . . . S T
For the reader not fawmiliar with matriyx notatbtion the quantj_‘ty @I o

2 is just
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the error sum of squares for model 1. WNote the value of a; computed by

model 1 will be the mean of the scores from cell 7 .
Y
To test for a significant second order interactien the following

F statistic with (r;l)(s~l)(t~l) and (rst(n-1)) degrees of {reedom is computed

: (ESSI o ESSl)f(P"l)fS»l)(twl)
F e ‘ eo s ?((i>
(ESSI)/(rst(nul)}

il

whgre E’SS.E

r,8, and t are the number of levels for factors A,B and C
respectively (in this case r=s=£=2) , and n {s the number of obscrvations

per cell.

|
i

To simplify the later discussion a measure of first order inter-

action for a 2%2 design will be given. For this purpose consider the Cl

level in the 2%2%2 design under discussion. This involves the cells with

AN
<N
/f 8
£

! B2

. ‘ i
g |
1V S 5 B3

[
!
L\
™,
X\f
o
‘o

fa—m

index © = 1,2,3,4 . A measure Imwmn of the first order interaction over the
ol Lo o



face 1234 of the cube given in figures 1{a} and L{(b) is Jelined by the
equation

Tiazg = (o, - e~ ey - a)

It should be noted at this point that the orientation of the corner points
of the face must be consistently ordered when evaluating the right hand

side of the equation. For example:
- o - ) e e L
{agA qu (ak ag) 1234

does not equal 11234

o v o ) = T L w
@, -a)~ (g, -ay Ia419 F Tipay

“

We can now state the restriction or condition for ne second order interaction

in a 2%2%2 design azs follows:

E{_ =1 1 ; = ‘E s o e 3(&)

or T e b e ’.—. = o - - Yo
a -a )~ (o a%> (a8 a7> (a@ a) T seo 3(b)

£
o
[
¥

This restriction states that the first eorder interaction over the face 1234

equals the first order interaction over the perpendicularly opposite face

2

5678 or the first order interaction is constant over the perpendicularly

o
[§)
w0
Pt
=i
jas]
]
&

£t

oy
bt

in a factor are considered a face consisisof sever

£ 4

4(a}) and 4(b)). TFor convenience in section 2 we will refer to these “squares™

as panels. For example, in 4%3%3 design the Cl face would contain (4=13%(3-1)

= & pancle (see

PO 1 " oy 5 “
Just Usquares", but if more levels

sguares’ | (gee figures

i
%
.
:
|
7
g,
|
:
|
|
&
|
:
|
!
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Returning to our simple 2%2%2 design, wo conld obtain two further
restrictions by equating first order interactions over
and 2648

(1% the Al and AZ fazes or the panels 150

and ¢21) the B1 and B2 faces or the panals 1256 oad 3478
This gives the equations

@2? wea)-fla ~a)y="G -al v I, wee 4la)

37 U5 1 6 e 2

i
ot )
0
H
B
o

and @ ~ay-f{c ~a)={ ~a)={ - a )= IP woe Wb
6 5 2 i & 7 I 5

a8

For uniformity of nctation we could replace I 4n equation 3(b) by IC

the equation relates to interacticns cver the CL and 02 faces.

Lad Y e C’ z oo ) o= { T o 4 e hﬁ" = 4 w2 ) a ¥ 8 Z b G
@20 | a3 e é&@} xa? a7} {er oo e ()

®

“he relations  between Lhe paramcters

Though Iﬂg EQ and 1.

£ (w3
aﬁ‘in 4(a), (b) and (¢) are eguivalent. Yor example, cornsider 4{a)

a ~cy =-(a ~ady=4{a -~a)-{a ~-a
{? 3/ 7 s 1 g f%} Q&S 2

e SR A aﬁ} to each side, The terms in o  and a_ cancel on the
4 2 7 5 5

7
ieft and the terms in o and ¢ cancel on the right of the equation giving
i 2 .

the eguation

gt w{-a Yy ra ~a = g ~f{a)-a tao
3 o2 8 6 7 5

;
o
o
i
P
3
1
R
ha V)
g
i
g:*”«
P
g
I8
o

by equation 4(c)

relations

%

L{a} and 4{c nt, Lo use one

(=

coneidering the faces of the cube given in

That the relations given above do guarantee no second

s proved mathemoticall

22

3y o T 2 S AR P ¢
7 oin part I1 of this paper.

(e

|
:
|
|
|
|
|
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¢ 1 | c 2

B 1 ) R B 2

Al Z 8 , &L 4 10

A 2 2 4 A2 4 6

Table 1 - Cell Means for example 1
The means for this example are shown diagramatically in {igures

'2(a) and (b}.

CiL level " ' C2 level

a., e B
3€B> % Qf%x

:;;\‘«.m B 2 . \ 5‘% K \" ‘\%““ ’
“ N, ! . . H
\ Y « s \‘\ e ~
. \ AN v —y .‘\n a\x\ \x\ \‘\\\ \;:\ '3 & (O )

o
ﬁfff
/

al(Q) -,

AL A2 B AL A2

oz
3
Peda
foxd
®
3
Ty
j¢H]
e
g
ola
o2
»
™
N
-
L

-] £ LY e~ e o Sy T oy 5
in 2{zy and 2{b} are similar. This

similarity of shape, Winer gives as a condition fox no second order

interaction. Certainly the cell means for exampie 1 satisfy the



‘Now consider the following set of data.

B 1| 1A 4B B

2

AL 6 | - & AL 4 6

A2 2

i

A2

o2
L

Table 2 -~ Cell Means for example 2
We illustrate the mecans for example 2 diagramatically in £

5¢a2) and (b).

: 4P D
el 27 level

[
2
ot
o
<

3;3<Q> I

igures

e

Al ) A2 Al

Fig. 3{a} Fie, 3(b)

No similar shapes can be observed in figures 3{a) and (b}, but

o ol I3 . rd
data does satisfy the vestriction 4{ch.

the

3 e ot T 2 Aata of pwamnle 7 e
There is no second ordey intevaction for the data of examp.ie 7. even
. ., LI : ) m thrye . R [
though "Winer's condition” is violated. The "Wine: condition' is a

1y general condicion given in this

¢ - £ o
special casc of fhe LOMpLE

9. Wow do these ideas generalize in the case of me7e than two

* 3 £ f oS gmaye <y e
many Ccubes’ of the fvpe shown

|
|
|
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figures 1(a) and (b). This is jllustrated by figures 4(a) and (b),

and figure 5. For simplicity we now consider a 3%242 design

. shown diagramatically in Ffigures 4{a) and {(b).

Cl a1

Fig. 4{a) Fig. &4(b)

The rectangular block in figures 4{a} and (b} is split into two
2%2%2 cubes by level 2 of A. 1t was noted in section 1 that a cube

The two cubes

T —

produces 3 restrictions, Z of which are redundant.

¢

. will produce & restrictions, 4 of which are redundant. There are

three alternative ways of selecting 2 non-redundant vestrictions as

follows:

{i} TEquate the BC first order interactions on the faces

AL, A2 and A3. That is
Tira,00 " To 85,110 " 1a0.6,02° 14 - eos5(a)

nteractions for the two

A
e
<
_&—<;

f N
[}
1

[

(1i) Equawe the AC fi

panels on the BL and B2 faces. That is

and




3

&
by

£

(411} Equate the AB first order interactions for the two

panels on the 1 and C2 faces. That is

e =
T1,2,4,5 " T7,8,00, 7 Yo cee5(d)
and . i
T2,3,5,6 7 78,9,11,12 " Tg, - o veo5(ed

Any one of the pairs (i), (ii) or (1ii) are necessary, and in
fact sufficient, conditions for no second order interaction in a
3%2%2 design. It can be noted here that "Wipner's condition' is

sufficient, but not necessary.

A

B3
yd
N B2
;
Bl
Ab




=50~

A‘genéfal rule emerges. Take all panels on the face AL. Then
equate the first order interaction on cach of these panels with the inter-
action on the corresponding panels at asvery other level of A, If we are

considering a r#*s*t design there are {s-1)(t-1) panecls on the Al face. Each

of these panels will produce (r-1) restrictions. Mence there is a total of

{r-1) (s-1) (t~1) restrictions. For the case of 4%3%3 design there are

(4-1) (3-1) (3~1)=16 restrictions. We could equally well have taken the
(r;l)(t—l) panels on the Bi face and equate interactions on the corresponding
panels at the (s-1) other levels of factor B. Again (r-1)(s-1) (t~1}
réstrictions are generated. Tﬁis is exactly the numbér of cubes in the‘design,

For each cube there is one restriction from the scet generated by Al and one

restriction from the set of restrictions generated by Bl. But the restriction
given by two A faces of a cube and the restriction given by two B faces are
equivalent. Hence the first set of restrictions iz duplicated by the second
set of restrictions. A third set of restrictions bascd on €l and other

levels of C will again duplicate the first set of restrictlons and conse-

quently duplicate the second set of restrictions, Let us finally give the
‘models for a 3%2%2 design.
Model 1 No restriction

LT agEy hagky Tagty T agm, toagts tagr,

-
i
é
+ . X Y e i 5 %
b gL, T AL, toasm, a2 + a o S R S .. 6(a |
=7 g8 9-9 10-10 11591 19810 T gy v 6(8) |
|
‘ ?
Model 2 Restriction for no second order interscciion |
- f\ir\E - 5:\':[*3 - C«"&% = {:a@"i - (rf:g - {()’Q - /j:’,wg £ @506(b§
- \ . ‘ .
oy, —ag) - ey ~ag = 1)
o
550 "rﬂ e ks fvf [ S g Lo ~
- 'ijﬂé 01’21”&". A Vjé %u.;
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gt

Fon y
(X, = X P
22 ~31
R oD S I
528 =13

= I a

Ty 00
., oo, Y o
(@, + 2y, @

where the indexing is

the definition of

for egquations

least

the

2

{a% and

ares for Mode

5

s 4. computed
&

. Y 4+ a{x, +

Ty T %%
4o .

“;f?.,]_j_ ! ;’?1»23 !

f ag(gé %

Z19)

Zy9)

190

[

eeoble)

consistent with figures 4(a) and (b), and

v

1

cetor
¢
{

o

x. and ¥y is essentially the same as
M./z’ Rl

cy.  Note the pavameters ¢. computed by
[

L, will not in general be equal to the

interactions must be
- © "
or erronecous conclusions are

Kendall, M.C.
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A Note on the Independent Variance of Bach Crdterion dn a Set

e

Isadore Newman, University cof Akron
and

Keith McNell, Southern Tllinois Unilversity at Carbondale
Frequently a researcher is interested in a number of criterion variables
which may not be uncorrelated with each other. An example of such criterion
variables may be History GPA ¥4, Math GPA Y,, aund Reading CPA ,YBG
The chances are that these varilables are likely to be significantly correlated
with each other.
sion equation trying to predict V¢

If one developed a (listory

Bﬁ
GPA) from socloeconomic {%1) it would be presented in the form of
Model 1.
Model 1L ¥, o= + B

et

is accounted for

One can test o & how

- 3 Z P : o Ce
by locking at the R, However, 1if the resecarcher ig intereated in determining

how much of the criterion of Yl, that 1s independent

of Y2 and YBse he can test

Model 2 Y =alU+aX +a¥Y +a¥v -+E
s 0 i 4 3

Model 3 Y. = a U+ a,¥, + a¥ + E
1 0 12 273 3

By testing Model 2 against Model 3 we are testing the amount of varlance

of Y1 that is independent of Y, and Y., that can be accounted for by X,.
3

T
a
P

2

If we follow this

be dndepende

of each other.

teststhat would be vun, f

Therefore the probability a I v for each test would be equal
to o~ (assuming the underlying assumptions of normality and homogeneity of

variance a




I
N

Another way of lo ig 1f the additional

criterion varisbles, one would be resulrved to use some multiple comparison

o

F ratios for the three rion variables would

t 1
N

D
7_ N
Pf

correction since the three
not be independent of each other. For example, 1if we use the concept X
(where N = number of nonindependent F-tests calculated and «f = the desired
level we want to hold constant} for this purpose then the N, for the first

ba ecqual to one since

case, where the criterion vardiables

However, in the

all three ¥ ratios would

second case where tl not covaried, the ¥ ratios

be equal to three.

would not be independent

If there is more {fosconomlc atatus),

determining

variables

accounted for, ons

would be

iodel 4 against 7,

<l
followed 3. The N then neaded for T multiple

comparis

four for testing Y,
")
Model 4 ¥y o=

e
O
o,
[0}
!.v_!
[

it

Wi -
Mo o}

¥ k¥ o
Model 7 LL,o=

5\ e b wdor -

T ———




However, if models similar to Models 9 and 10 which covaried the additional
criterion variables were used following the same procedure that was in the
asbove test for each of the criterion variables: Y}? ¥y and Y3§ the N needed

=N

for the "y multiple correction, would be 4 instead of 12.

i

Model 9 Y aOU + a'Xl + a2X2 + 33X3 + a4X + aSY + a ¥, + E

1 1 4 2 673 9
Model 10 Y al+aX, +a X, +aX +a¥ +a¥ +E
1 2 3™ L4 5

il

0 2 3 2 6 3 10

As suggested above, by covaring other nonindependent criterlia that we are

interested in, we can actually treat each test of cach criterion as if the

criterion variables were independent of each other. Of course, testing Model 9

’

versus 10 answers a different guestion than does testing Model 4 versus 5. The

question one wants to ask should always dictate the models used

. What we are
saying here is that 1if one is interested in accounting for the independent

plece of a crirerion variable's wvariance, then the procedures cutlined here

should be used.

i




-6~

MEMBERSHIP LIST

Witliam Adrian

Special Assistant to the Chancellor
University of Denver

Denver, CO 80210

Earl A. Allusi

Director

Performance Research Laboratory
University of Louisville
Louisville, KY 40208

Avrnold G. Ashburn

Deputy Assistant Superintendent
Research & Evaluation

Dallas Independent School District
3700 Ross Avenue

Dallas, TX 75204

Richard Arakali
Hawaii State Department of Education
Honolulu, Hawaii

Sylvia Auton

%Dept. of Educational Measurement
and Statistics

University of Maryland

College Park, MD

Paul Barbuto, dJr.
Box 37

Teachers College
Columbia University
New York, NY 10027

Richard Beeson
Research Methodology
St. Louis University
211 N. Grand

St. louwis, MO 63103

Donald L. Beggs

Dept. of Guidance & Euw Peych.
Southern ITtinois University
Cavbondale, IL 5290

Katherine Bemis

S. W. Cooperative Education Laboratory

Albuguerque, New Mexico

Willjam Beusse

AFHRL

Wright Patterson AFB
Maryland

E. H. Biekking

Box 12524

University Staticon
Gatnesville, Florida 32601

James Bolding
Box 339
Fayetteville, Avkansas 72701

Robert Bottenberg

Alr Force Personnel Research Division
AFHRL , Box 1557

Lackland AFB, Texas 78236

Michael Brebnger
Dept. of Ed. Psych.
University of Calgary
Calgary 44, Alberta
CANADA

William Brockhaus

University of Scuthern California

Graduate School of Business Administration
Management Depariment

Hoffman Hall Office 70IN

Los Angeles, CA G007

William Brookshive

North Texas State University
P. 0. Box 13847

Denton, TX 76203

K. Brown

Apt. 100 ¥illa de Paimer

BT AtTartic Blud,
Jacksonyiile, Florida 32202

Rahevt Brownles

L.["f}’\(ir« v-‘w,iv'?"
Del Morte Reseavch Park
Montercy, CA  §3940




-H2 -

David Buckholdt John Convey
10646 St. Charles Rock Rd. Florida State University
St. Louis, MO 63074 Tallahassee, Florida
Jeff Bulcock Louise Corman
Department of Educational Foundations Research Institute for Educational
Memorial University of Newfoundland Problems
St. John's Newfoundland 12 Maple Avenue
CANADA Cambridge, Massachusetts 02139
Leigh Burstein Hal Corson
744 Coleman Avenue #E Research Associate
Menle Park, CA 94025 Miami Dade Junior College
11011 S. W. 104 Street
Leonard S. Cahen (Dr.) Miami, Florida 33156
Educational Testing Service
Division of Psychological Studies Paul T. Costa
Princeton, New dersey 08540 Harvard University
tdept. of Scoial Relations
Date Carison William James Hall
Office of P$@QMWm Evaluation Cambridge, Massachusetts 02138
Department of Education
Sta te Education Building Laura R. C“awf
721 Capitel Mall Chicago Boavrd of Education
Sacramento, CA 95814 Dept. Govt. Fu dﬂd Room 1130
228 N. LaSalle
Donalid Cegala Chicago, IL
247 Dalton Court
Tallahassee, Florida 32304 Carl Crosswhife
University of Northern Colorado
Robert Coldiron Greegley, CO 80637
Educational Research Associate
Dept. of Puulic Instruction %?¥ iiam Denton
Harrisburg, PA 17126 7777 Fornov Road

Dallas, TA 78227
Gary Coles

Associate Research Scientist Witiiam Dona dson
Amevrican Institutes for Research Delaware Rd.., Piney Ridge
Center for Research and Evaluation in Pine Grove Mills, PA 16868

the Applications of Technology in Education
P.O. Box 1713 Yorr Draviend
Palo Alte, CA 94302 Prefessor of Education

nomﬂ%ravo of Educational Research

Arnold Coltvet £MWV“W"“t“ of Lethbridge
Towa Central Community College Lethhridge, Alberta
330 Avenue M CENADA

Fort Dodge, IA  BOBOT

i T tVdnuaL@ve Services
De sdz 1

i University

& 48823




¢ Tony Eichelberger
Learning Research & Development Center
University of Pittsburgh
Pittsburgh, PA

Patricia Elmore
Counseling & Test
Southern Iliinois
Carbondale, IL

ing Center
University
62901

Claivre Ernhart
0670 St. Charles Road Rd.
St. Ann, MO 63074

Avigdor Farine

Faculte des Sciences de %‘Pdu cation
Jwa§Qﬂ d' Administration Scolaire
Universit Montres!

fase » 128

MCFLWP abec

CANADA

&3 e
5

h3
e

reenberg
8604 5. W. 102 Place
Miami, Florida 33143

Hugh Greenup
54035 Rhea Avenue
Tavrzana, CA 91386

Witla Gupta
Data Analyst, UCLA
Educational Preschool Language

1868 Greenfield Avenue
o025

w«e(

Los Angeies, CA

Donatd Haefole
210~-C Arps Hall
Tho Chic State |
Columbus, Ohin

3

Ofe

Div and Development
Cl schaols

CH

25 Fast Ja

u iC EQ =

: 1
DePaul Universit
i‘/ )

Ronald &, Ha?ﬁﬁgkf

Aduﬁframr ?r . Gf "duratian




Beatrice Harris
Yeshiva University
55 Fifth Avenue

New York, NY 10003

Joseph Harrison

Math Coordinator, Exp. in Higher Ed.

13200 St. Louis Avenue
East St. Louis, IL 62201

Jack Haynes

Dept. of Psychology

Box 13587, N. T. Station
Denton, TX 76203

Mrs. Letitia Heil
204 Briarton Lang
Crystal City, MO 63019

Beatrice Heimer]

Dept. of Research & Statistical
Methodology

University of Northern Colorado

Greeley, CO 80631

Dennis Hein
Augustana College
Sioux Falls, SD 57102

Carl Helwig

School of Education

01d Dominion University
Norfolk, VA 23505

John Hemmeter
Indiana University
Bloomington, Indiana

Veron Hendrix

Professor

221 Borton Hall
University of Minnesota
Minneapolis, MN 55455

James D. Hennes

Program Evaluation Center

Univ. of Missouri Medical Center
201 Lewis Hall

Cotumbia, MO 65201

Sarah Hervey

College of Education
University of Arizona
Tucson, Arizona 85721

Thomas L. Hick

Director, Child Study Center
Campus School

State University College

New Paltz, NY 12561

Vynce Hines
1220 S. W. Ninth Road
Gainesville, Florida 32601

Jack I. Hoffman
4845 Jevome Avenue
Skokie, IL 60076

James Hogge

School of Education
Box 512

George Peabody
Nashville, TI 37200

Samuet R. Houston

Assistant Professcr

Dept. of Research & Statistical Methodology
University of Northern Colorado

Greeley, CO 80631

Carl Huberty

325 Aderheld
University of Georgia
Athens, GA 30601

Brad Huitman

Psychology Department
Western Michigan University
Katamazoo, MI 49007

Janet Carel Hyde
1048 M Graduate House
West Lafayette, Indiana 47906

Earl Jdennings
School of Education
University of Texas
Sutton Hall &
Austin, TX 78721

.

T



“65-

¢ Lary dJohnson
Research and Evaluation
807 N. E. Boradway

Minneapolis, MN 55413

Paul Jones

Researcn and Development Division
American College Testing Program
P.0. Box 1638

Iowa City, IA 52240

Thomas Jordan

EDAF Program Director
CEMREL

106456 St. Charies Rock Road
St. Ann, MO 63074

Daniel C, Kau
Dept. of Ed. Psych.
University of Illincis

Urbana, IL 61801

ncis Kelly
sor of Educational Psychology
onal Research Bureau
Tinois University
. 1L 62901

(S S
,%

John Kennedy

229 Ramseyer Hall

The Chio bhatm University
Cotumbus, Ohic 43210

Raymond Kieft

Divector

Institutional Research
Central Michigan University
Mt. Pleasant, MI 48858

ikee Luthern High School
ast Grantosa Drive
waukee, WI 3222

Jd. A, Klock
2226 Mercer Circie So.
Jacksonville, Florida 32317

Harold B. Knight

Director, Education Research

Box 68, Scuthern Station
University of Southern Mississippi
Hattiesburg, Mississippi 39401

Patricia Knox
6350 N. Lake Drive
Milwaukee, Wi 53217

Ronald Koback
1410 South Bixie
Coral Gables. Fi

Highway
orida 33146
Richard Kohy

500 Winand Drive

Harrisburg, PA 17109

Janos Konlyay
Parsonnel Research Division

Air Force Human Resouvce Laboratory (HRPS)

Lackland AFB, Texas 78236

Convrad Krauft
2371 Ovra Drive
Fayettevillie, Arkansas 72701

Reynold Krueger
Univarcatv of I1tincis
Urbana, 1L 61801

Alhert Kurtz

Apt. 418

Park Knowles Apartments
Winter Park, FL 32789

[
o b
F\Cx f\ [RS8

e



-66-

James Linden

Department of Psychology
Purdue University
Lafayette, Indiana 47907

Janice Lokan

5 Taunton Place

Ottawa K1J 737, Ontario
CANADA

Judy Lyon

CEMREL

10646 St. Charles Rock Rd.
St. Ann, MO 63074

Frank Many
2220 Piedmont Avenue
Berkeley, CA 94702

R. A. Martin

College of Education
Univarsity of Toronto
371 Bloor St. W.
Toronto, Ontario
CANADA

V. Rutledge McClaran
1722 W. 0Oak
Denton, TX 76201

Jdohn E. McClure

West Virginia Department of Education
Building 6B. Room 337

State Capitol

Charleston, West Virginia 25305

John McConnell
1415 South Wolf Road, #205
Wheeling, IL 60090

William McCormick

Bureau of Evaluation and Research
State Education Building

721 Capitol Mall

Sacramanto, CA 95814

Garnet McDiarmid

Ontario Institute for Studies in Ed.
Toronto, Ontario

CANADE

Novrman B. McEachron

Rocom Mo-201

Stanford Research Institute
323 Ravenswood Avenue

Menlo Park, CA 64025

Lawrance McNally

Board of Cooperating Educational
Services (BOCES?

125 Jericho Turnpike

Jericho, NY 11753

& Keith McNeil

Dept. of Guidance & Ed. Psych.
Scuthern I11inois University
Carbondale, IL  £2901

W, V. Meredith
1231 S. E. 14th Court
Deerfield Beach, Florida 33441

Paul Merrili

Florida State University

1A Tully Building
Tallahassee, Florida 32306

Isacdore Newman

Dept. of Educational Foundations
University of Akron

Akron, Ohio

Ronald Nuttall

Associate Professor
Institute of Human Sciences
Boston College

Chestnut Hi11, MA 02167

George Olson

2325 West Pensacola

Apt. 103

Tallahasses, Florida 32304

Raleigh Pegram

Dallas Independent Schools
3700 Rogs Avenue

Dalias, TX

Dan Perkuchin

Department of Sociclogy
Bowling Green State University
Bowling Green, Ohio 43403




67

Yincent J. Piraino
11791 Birchwood Lane
Franklin, WI 53132

John T. Pohlman
1915 Gartside
Murphysboro, IL 62966
Miss Marjorie Poweil

20 Dartmouth Place
Boston, MA (2116

Thomas Pyle

Dept. of Psychology

Fastern Washington State College
Chenay, Washington 99004

Nambury Raju
301 Plainfield Road
LaGrange, IL 60525

Nicholas Rayder
Clairmont Hotel
Berkeley, CA

Cheryl L. Reed
Rt. 9, Box 72
W. Lafayette, Indiana

James Reynoids

Ritenoar Consclidated School District
2420 Woodson Road

Overland, MO 63114

Carel Ritter

Computeyr & Data Processing Center
Carter Hall
University of Northern Colorado
Greeley, CO 8063

M Kee 414
University of Narthern
Greeley, CO  RO6TT

Bruce Rogers

Mea¢uwémﬁﬂt & Stratis
College of Edufxfian
Univer r
Collage Dd”@ MU 20744

Bob Rosemier

Educational Administration & Services
Northern IT1inois University

Dekalb, IL

Abby Rosenfield
Northeastern I11inois University
Chicago, IL

Nolan Russell
4507 Berkley Street
Harrisburg, PA 17109

Gerald Schluck
4037 Novrth Monroe
Tallahassee, Florida 32307

Terry Schury
Ball State Unmvaws ty
Muncie, Indiana

(c“ﬁm
Developmental Laboratories, Inc.
NY 11743

Ping Kee Siu

23 East 17
Apt. 1€
Brooklyn, NY  1122¢

th Street

Vincent S11Tuzio
18 Fairfield Street
Newtonvillie, MA 02180

0. Suthern Sims, Jr.
Dean, Student Afva?rs
University of Georgia
30601

Athens ., GA

Donald Smith
j(‘f%a f}.; !
Muncie,

PO Box

Uni m“'azty 5%
Gainesvilie, |

32601

O ———




w68

Steve Spaner

3474 Beldeeyr Drive
Woodc1iff Estates
St. Charles, MO 63301

Fay Starr

Psychology & Psychological Services

Southern I11incis University
Edwardsville, IL 62024

Alan Stewart

Associate in Education
Reseayrch

State Education Department
Albany, NY 12224

Gary Stock
Assistant Professor
Candier Hall

University of Georgla
Ethens, GA 20607

Eric ;ﬁs“%mnyem
Assistant Professor

Reid Hall

Montana State University
Bozeman, Montana 59715

ersity of Georgia
ing & Evaluation Center
30601

It 0 03
Pl L s i =X

ns, GA

Jerome Thayer
irect 2F Testing & RBesearch

68506

Donaid
75 i;é
Apt.
Faivborn, Ohio 45324

David T?uw

Educatior lopmental Laboratord
Mﬁﬁwdy
284 East

as

Margaret 9%7? Tsky
University of Northern Cokorado
Greaiey, CO BOA3T

Norman Uhl

407 Landerwood Lane

Chapel Hil11l, North Carolina 27514
Michae!l Vitale

4557 Likind Street

Honolulu, Hawaii

‘o Juvenile Research
sulina Street
60612

Arthur Walkar
1600 Wilkinson

Marguette, MI 49855

1
i
Witliam Ware
Assistant Drmn@ SOy
@oiafw of Education
University of Florida
Gainesy u?zﬂg Fiorida 32601
Robew hdﬂmbwod

The Ghﬁj Staie Uﬁ?vewsxﬁy
2120 Fyffe Road v
Columbus, Ohio 43210

Wasen
d Terrace
:ig 7L 62702

%f Belle Weber
ington Place

.‘“, T
touds, IL

62205

Administration Building

£ Public



69~

Biil Webster

Research & Evaluation

Dallas Independent School District
3700 Ross Avenue

Dallas, TX 75204

Donald Wells

Psychology Department

University of Tennessee at Martin
Martin, Tennessee 38237

George D. White
1588 Mokulua Dr.
Kailua, Hawaii 96734

John D. Williams

Bureau of Educational Research
University of North Dakota
Grand Forks., ND 58201

Makonnen Yimer
University of I1linois
Urbana, 1L &1807

Virginia Zachert

Rock House - dJacks Creek
Route 1, Box 28

Good Hope, GA 30641

?j



