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SOME FURTHER CONSIDERATIONS OF USING

FACTOR REGRESSIONANALYSIS

Isadore Newman

University of Akron

Connett, Houston, and Shaw (1972) presented some advantages and

uses of factor regression. I would like to suggest to anyone who i~

interested in this procedure a program developed by Finn (University

of Chicago) who has done some work In this area~

Some Comment onFac~~R~gress~ion1

I~ When using factor regression procedures, It is important to

keep in mind that if one does not use all of the factors (that is,

accounting for 100% of the trace) he may be overlooking a suppressor

factor (suppressor variable) Whenever a set of predictor variables

is factor analyzed, and accounts for 100% of the trace, and these

factors are then used as the set of predictor variables in a multiple

regression equation, then the two equations, the one based on the

original variables and the other based on the factor varIables, the

two will make identical predictions (Darlington’ s Theorem 1/11 is proof

of this statemeot~) It should be kept in mind.. an Connett etaL (1972)

pointed out • the factored multiple regression has advantages, such as

orchogonality, which allows greeter interpretatIon of the beta weights

1huch of these comments are based on a paper by Darlington (1969).
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of the multiple regression equations.

II. If one is interested in improving the multiple regression

equation by using factor techniques, there is only one way this can

be done. That is if the number of factors that are used ie less than

the number of original variables. This will increase the df and also

possibly decreaseshrinkage—estimates. Becauseof this, sane researchers

have used only the few factors that account for the “greatest” amount

of the factored trace. However, when this is done one may be losing

information that can account for criterion variance by eliminating a

factor that accounts for very little trace of the factored matrix but

is highly correlated with the criterion scores.

In. An additional advantage of using factor scores is that when

a matrix is factored much of the error variance tends to be distributed

in the factors that account for the least variance. Therefore, one of

the possible by—products of using factor scoreswhich account for most

trace variance as predictors is the likelihood of increasing reliability

(therefore decreasing shrinkage).

Using only the factors that account for most of the trace should

be avoided when the predictor variables that are being factored are likely

to be highly reliable. Some examplesof such variables are: height,

weight, religion, sex, income, age, etc. Under these conditions a variable

that accounts for little of the trace variance may be a godd and highly

reliable predictor of criterion variance.

IV. Connett et al. (1972) suggested that using factor regression

should be of help when developing multiple regression equations for ex-

ploratory purposes. If one combines this factor regression procedure

with stepwiseprocedures, some of the problems discussedin Sections I—Ill,

can be considerably reduced. When stepwiseprocedures are employed, one

1.



should always use all the factors needed to account for 100% of the trace

of the predictor variables.

As most of you are aware, the two basic stepwise procedures are

stepup and stepdown. The advantagesof each will not he discussed here

but should he considered when one is choosing a stepwise procedure. One

concept of utolerance~~is not as widely familiar~ “Tolerance” is a

measureof how much a particular variable in an equation Is a linear com-

bination of the other variables in that equation, When there exists a

perfect linear relationship, the ~tolerance’ will equal zero, If the

“tolerance” of a particular variable Is one, this means that the variable

is adding an addItional new dimension to the predictor equation which

the other variables are not accounting for~ The amount of additional

variance accounted for by adding any variable is the product of the

normalized regression coefficient squared and the “tolerance” of that

variable, This ‘tolerance” procedure is used in the Stepwise Regression

Program, in the Statistical Packag~efor the_Social Sciences (SPSS). When

the factor regression procedure is used each factor will have, by def-

inition, a “tolerance” equal to one. It can he seen how this “tolerance”

procedure may allow one to use the original set of predictor variables

and get much of the same information one would obtain by using factor

regression procedure~
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PROOF THAT THE DEGREES OF FREEDOM FOR THE TRADITIONAL
METHOD OF CALCULATING ANALYSIS OF COVARIANCE AND

THE MULTIPLE REGRESSION METHOD ARE EXACTLY THE SAME

Esadore Newman
Jon Fry

University of Akron
Akron, Ohio

Recently,a variety of publications (O~Conner,1972; Kelly, Beggs, McNeil,

1969; Williams, Maresh, Peebles,1972) have indicatedthat multiple regression

is a very efficient method of calculating analysisof covarlance, However, it

is still unclear if the analysisof covariance,using the multiple regression

approachsuggestedby Kelly, et al (1969), producesexactly the sameresult as

the more traditional methodof calculatinganalysis of covariance, The tradi~

tional methodusesthe residualsleft after the varianceof the criterion that

can be accountedfor by the covariateis subtracted. Whencomparing thesetwo

approaches,onemay find differencesdue to Incorrect calculationsof the degrees

of freedom (di) since it is easy to makean error in calculating the df whencom~

paring the above two methods,

The followiop four models are presentedto prove that the df~sfor both

approachesare exactly the same:

Where: Y1 = Posttestscores

= hf the S is in Group 1: C) otherwise



= I if the S is in the Control Group; 0 otherwIse
= Pretest scores

E1 = Y1 - Y1 (for Model 1)
E2 = Residuals left after the variance that the pretest score accounts

for is subtracted from the posttest score (Y1 - Y~for Model 2)

U Unit vector; I if the S is In the sample; 0 otherwise
a0, a1, a2, a3, = Partial regression weights

Let us also assume that N (the number of Ss) = 100,

Model 1: Y1 = a0U + a1X1 + a~(2+ ~3X34 E1
Restriction a1 = a2

Model 2: Y1 = a0U ± a3X3 +

Model 3: Eo = a011 + a1X1 + a~f2+ E3
Restriction a1 = a2

Model 4: E2 a~U± E4

If one calculated the df neededfor the F-~ratiofor testing Modeliagainst

Model 2, the correct df would be:

dii = 3~2=

di 2= l0U~-3= 97

where: di I = the numberof linearly independentvectors in the full model
(Model I) minus the numberof linearly independentvectors In
the restricted model (Model 2).

di 2 = the numberof ~~g~gp~nt observationsminus the numberof
linearly independentvectors in the fu]l model.

If the df for testing Model 3 against Model 4 is calculated in exactly the

sameway, one can easily make an error as follows:

df 1. = I
df 2= i00-~2= 98

This is an error. The following is a proof that the second set of df is

incorrect since N is defined as the numberof in~~endentobservations.
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Theorum: In any sample of N observations, if multiple Linear regression
m

is performed on the model Y1 = E a1 ~ + Ei given the least squarescoefficients
j=l

a1, j = 1, 2, . . . n, then, given all valuesof the independentvariables Xiis

and the coefficients a1, and any N-rn of the residuals Ei, the remaining m

residuals can be computed.

Proof:

(1) Ei (~i— ajXij) = 0 for any 1

(2) ~ = ei + EjajXij (model equation)

substituting (2) into (1)

(3) Ei (ei + E1 a~pçj- aiXii) = 0 for any 1 eachvalue of I gives a linear

equation in the missingei. Since I = 1, 2, . . . n and there arem missing

ei, (3) gives m linear equations in m unknowns. Hence, the number of inde-

pendentobservations in the vectorof residuals is N—rn, not N.

The major point of this paperis that the df for both methods of calculating

analysis of covarianceare exactly the same. This doesnot mean thatwe believe

the results will be exactly the same, for that is an emperical question (as Keith

McNeil would say). To determine that, a Monte Carlo study is being planned.

If you have any suggestionsas to háw we may best proceed, we would appre-

ciate your comments.
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CONDITIONS FOR NO SECOND ORDER INTERACTION IN MULTIPLE

LINEAR REGRESSION MODELS FOR THREE FACTOR ANALYSIS OF VARIANCE

By M~ A~ BREBNER

University of Ca~ga~ya _____________

PART I — PICTORIAL OR GEOMETRIC APPROACH

Very little discussion is given on the subject of second order

interaction in analysis of variance~ Many texts, if they even discuss

the matter, state the general mathematical condition (Kendall and Stuart

(1) page 36)

r B t
I I E (0)2 o

j=1 k~l ~l ~

~wbere

0~ki + ~ ~ + ~ ~ ~ ~ * 1(b)

and dismiss the details as cumbersomeor complex~ Meyers (2) gives a

set of conditions on the cell means, but does not explain that only a

selected subset of the conditions are required and that the other

conditions are redundant (duplicate the subset of conditions)~ Winer (3)

endeavours to give a pictorial explanation of no second order interaction

which on closer examination is found to deal with only one very special

case. This will be discussed in section 1 where a three factor 2*2*2

design is considered. In section 2 the results of sect~onJ. will be

generalized to cases ubere more than two levels occur in c factor~
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To avoid complicating the description, the following assumption

will be added to the normal statistical requirements:

1) The number of scores per cell is ëhe ssme for each cell,

naaely,n.

2) The scores are not subject to numerical error.

The difficulties and complications that can arise in two

factor designs if assumption 1) is violated have been discussed by White

(4). A good text on industrial statistics should discuss the effect of

assumption 2). .

1. In this section we will discuss the condition for no second order

interaction in a three factor 2*2*2 design. Firstly, we will formally

state the two multiple linear regression models required, and will sub-

sequently give a primarily pictorial (geometric) explanation of the

restriction required for model 2. The three factors will be labelled A,

B and C, and individual cells will be referred to by factors and levels.

For example, A1B2C2 will refer to the cell at level I of factor A, level

2 o~factor B and level 2 of factor C.

P
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Model 1 No restriction

zaals.+as+av+a,A+ax+ax+1zpx+ag~+e ...2(a)

Model 2 Restriction for no second order interaction

(a4 -a3) — ~a2—a1) — ~a8— a7) — (a6 — a5) — .r . ...2~b).

.anajEj+a2!2+a5~+ (I+a~+ (a2-a1))4

..+a?5+a~+ap7+ C1+a7tf .(a6-a5))~+~1

orK.- a1(~1-Q+a2(~2+Q+a3(~3+Q+X(s4+3t8)

• d5~~Q+a6t~+Q+a7c~5+Q+o1 •

where the iubscript 1 refers to the cell AlBlCl, -

• U 2 ~ ~ “ ‘~ A-2B1C1,

.11. IS 3 Ii u si II A1B2C1,-

SI II 4 II IS SI U A2B2C1,

U U s- ~ •~ U

• U U 6 U 1 U U A2B1C2,

• U U 7 U U U U A1B2C2,

U .S’ 8 U U U U A2B2C2.

The column vectors y aqd ~, i — l,2,.;,7,8 are of length 2~2~2~n

Scores from all cells are arrsnged systematically in the vector IL•

The vectors x • are defined as follows:
-v

[1 if the correspondingelement
sn element of the vector = • of j5 a score from the cell i.

t 0 • otherwise.

The parameters and I are determined by a least squares fit which

T T
minimizes f~ in model 1 and in model 2, where T denotes the transpose

of the column vector e (that is a row vector with the same elements as &

For the reader not familiar with matrix notation the quantity 01T01 is just

1:



49

the error sum of squares for model 1~ Note the value of a~ computed by

model 1 will be the mean of the scores from cell ~

To test for a significant second order interaction the following

F statistic with (r—l)(s~1)(t—l) and (rst(n—l)) degrees of freedom is computed

(ESS1— ESS1)/(r—l)(s—l)(t—l)
F — —____

(ESS1)/ (~t (n-l))

where ESS3

TEoo1 ~~-1~I

2(d)

respectively (in

per celL

and t are the number of levels for factors A.~B and C

this caser=s~t=2) , and n is the number of observations

To simplify the later discussion a measure of first order inter-

action for a 2*2 design will be given. For this purpose consider the Cl

1e~e1in the 2*2*2 design under discussion~ This involves the cells with

i~2

Di

8

Ffg~1(h)

C2

A 2

index ~ = 1~2~L4 A measure Il~~/of the first order int:eraction over the
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face 1234 of th& cube given in figures 1(a) and 1(b) is defined by the

equation .

11234 a (a, —43) (a2 — a1) .

It should be noted at this point that the orientation of the corner points

of the face must be consistently ordered when evaluating the right hand

side of the equation. For example:

(a3— a) — (a1 — a2) a — ~L234

doesnot equal Il;34 • Similarly

— a3) — (5 : a3) ~34l2 ~ 11234

We can now state the restriction or condition for no second order interaction

in a 2*2*2 design as follows:

• ~1234 a 15678 a % •.. 3(a)

or (ak_a)_(a2_al) a (a8-a7) — (a6—a5) — I ..3(b)

This restriction states that the first order interaction over the face 1234

equals the first order interaction over the perpendicularly opposite face

5678 or the first order interaction is constant over the perpendicularly

opposite Cl and C2 faces.

The faces in a 2*2*2 design are just “squares”, but if more levels

in a factor are considered a face consistsof several “squares”. (see figures

4(a) and 4(b)). For conveniencein section 2 we will refer to these “squares”

as panels. For example, in 4*3*3 design-the Cl face would contain (4_l)*(3—l)

6 panels (see figure 5).
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Returning to our ssmple 2*2*2 desiga tin c.on~e~obta~ntwo further

restrictions by equating first order intezactior.s over -.

(3) the Al and A2 fates or tht panda :s~~d 2668

and (ii) the Bi and B2 face. or thr panels 1256 rAt 3478

this gives the equations

- (a7_a$)_.(a$_al)(aft_ak)_(as1aa)tAnh 4(a)

and - (a6 — a5) — (a — g) = (a — a) — ~a —a) I~ ... ~b)

For uniformity of nctat~ona ‘~o”lti ceplne I it equat~ort3(b) by I~as

the equation relatts t: antcrictions aver tha C~.and ~ faces.

(rzkaa3)— (a2- .4.1—(c~—a7)— ‘c~~cq) I~ •.s 4(c)

Though 1A’ 1B an~7, ~.rc a” L~U-. :h’~ :elatict’s ‘scttccen :ho parameters

acm 4(a), (b) and (c-) ata cLquivelont. For example, corsider 4(a)

(a7 — t3) — (a5 — a1 — (a8 — ak) — (a6 — a -

Add (a — a - a + a) to sach side. The terms in a7 and a cancel on the

left and the tcrws 5r a ant a2 coitmi on the right of the equation giving

the equation -.

—a—(--c.)”a -a ~ —(a)-a +a
3 1 ‘ 2 8 6,7 5

or (a — a j - ~a - a .. = (a - a.) — (cc - a’) -

1, ! L $ 5

which is cxacJ3 cut- rc~ttic,hbt.tw~a :inz panzmctersa~givet. by equation 4(c)

It can ,e stmflr~y ,taav’ ba~v; -b r £ - ~qn”n~c’n: :he iclationc

4ca) and ‘~(,,... h~v.ce:‘ - -- .~, , n2..c::sary, anc ~n fact cttUxc.~ent,to use one

of the three relz~ciouaoL:ntned Dy concidcrizsg the faces of the cube given in

figurca I ~t’ en’t b -. t ~t t’~ reiat~c,tnt,ivsn ,bovr d’. cuarantee no aecond

ord~rivtcrac.’.;:n t-:.~ !‘~pro’n~machcmiticaiy ±nDart It cf th~apaper.

-- , _:v - -- , - -‘-I’ -- ‘L.ltt. : “V.

1%



Winer (3) gives an example like example 1 below

Cl

Bi B2

2 8

A2 2 4

C2

B :~. B2

Al

T~IJ
4 10

Z_L~_
Table I Cell Means for example I

The means for this example are shown diagramatically in fIgures

2(a) and(h)~

Note te skaded a~easin f:i..~gurcs2 (a) and 2(h) are similar~ This

similarity of shape, Winer gives as a condition, for no second order

±nteraction~ Certainly the cell means for example I satisfy the

condition 4(c).

88(8)

C2 level

(~)

2 (2)

a

(6)

Fig~ 2(a) Fig~ 2(b)

A2



Now consider the followIng set of data~

Al 6 4

A2 2 5

We illustrate

3(a) and (b)~

Bi h 1

4

7 9
_ -~--

Table 2 Cell Means for example 2

the means for example 2 diagramat:ically in figures

Al

A2

6

No similar shapes can be observed in figures 3(a) and (h), hut the

data does satis the restrthtion 4(c)

(5 (2 6) (9 6) (2 4)

There is no sec.~ondorder interaction for the dat.a of es.smsle2. even

though ~Winer s conditi~n~is violated The ~Winer cond:~ tion~ is a

special case of the compietOly general condicion given in this paper~

2 flow do these ideas generalice in the case of mere than two levels

for each factor? There are now many cubes~of t.he. type, shown in

ai(Gi

a3()
B2 a4(5)

a (g)
2

Fig~ 3(a) F:Lg~. 3(b)

a((2)

A2
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figures 1(a) and (b) This is illustrated by figures 4(a) and (b),

and figure 5. For simplicity we now consider a 3~2~:2design

shown diagramatically in figures 4(a) and (h)

B2

A~3

El

The rectangular block in figures 4(a) and~(h) is spilt into two

2*2*2 cubes by level 2 of iL it was noted in section 1 that a cube

p~oduces3 restrictions, 2 of whIch are rcdundontn~ The two cubes

will produce 6 restrictions~ 4 of whIch are redundant~ There are

three alternative ways of selecting 2 non~redundantrestrictions as

follows:

(I) Equate the BC first order interactions on the faces

~ A2 and A3~ That is

I ~I Tl~7~44O 2,8~54l ‘3~9~6,l2 Th

(ii) Ecuate the. AC first. order interactions for the two

panels on the El and 232 faces~ That is

and

I
l~2~7;8 4~5,lO~ll

6

3

= = 7’

Cl Al

Fig~ 4(a) Yig~ 4(h)



(iii) Equate the AB first order interactions for the two

panels on the Cl and C2 faces~ That is

11245 1781011 ‘C1 ~5(d)

and

I ~I2,3,5,6 8,9,11,12 C2

Any one of the pairs (I), (ii) or (iii) are necessary, and in

fact sufficient, conditions for no second order interaction in,a

3*2*2 design~ It can he noted here that UWJ,ncr?s condition~ is

sufficient, but not necessary~

B3

B2

El

C3

Al

Fig~ 5
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A’ general rule emerges• Take all panels on the face Al • Then

equate the first order interaction on each of these panels with the inter.’

action on the corresponding pansls at every other level of A. If we are

considering a r*s*t design th~re are (s—l)(t—l) panels on the Al face. Each

of these panels will produce tr—l) restrictions. - Hence there is a total of -

- (r—l) (s—l)(t—l) restrictions. For the caseof 4*3*3 design there are

(4—1) (3-1) (3—l)—16 ‘restrictions. We could equally well have taken the ‘ -

(r—l) (t—l) panels on the Bl face and equate interactions on the corresponding

panels at the (s—i) other levels of factor B. Again (r—l) (s—i) (t—l)

restrictions are generated. This is exactly the number of cubes in the design.

For each cube there is one restriction from the set generated by Al and one

restriction from the set of restrictions generated by Bl. But the restriction

given by two A faces of a cube and the restriction given by two B faces arq

equivalent. Hence the first set of restrictions is duplicated by the second

- set of restrictions. A third set of restrictions based on Cl and other

levels of C will again duplicate the first set of restrictions and conse— -

quently’duplicate the second set of restrictions. Let us finally give the

models for a 3*2*2 design. - - -

Model 1 No restriction

&=a1S1+a?2+a~3+aA+a~+a6~ -

- -- - + a~7+ a~ + a~ + a10x10 + a11x11 + a1~,,2 + ~i ..,6(a)

Model 2 Restriction for no second order intersection

-- (a~ — a4) — (a7 — a1) = (a11 — a5) — (a8 — a2) = -

- -

= ~ + (74 + a4 + (a7 — a1)) ~

+ (14 + a5 + (a8 - a2)) Lii

+ a6 + (a9 - a3)) &12 +
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or ~ a1~1— £10) + — X~) + a3fr3- &~)

- + a4(~~ + a5@.5 + £~)~ a6~C £l2~

+a7(~7+!10) +a8(!O+x~)+a9(!~+xl2)

- +I4~4(x10+x11+x12)+a1 - ‘ - .4.6(0)

where the indexing is consistent with figures 4(a) and (b), and

the definition of the vectors and jj,, is essentially the same as

for equations ‘2(a) and (c). Note the parameters a~computed by

least squares for Model 1, will not in general be equal to the

parameters a~computed for Model 2.

A final word of warning is that second and higher order

interactions must be interpreted with great care, if meaningless

or erroneous conclusions’ are not to be drawn from research data.

- REFERENCES

1) Kendall, M.G., and Stuart, A., The Advanced Theory of Statistics
Vol. III 3rd edition, Charles Griffin and Co. 1969.

2) Myers, J.L., Fundamentals of Experimental Design, Allan and Bacon 1966.

3) Wirier, B.J., Statistical Principles in Ezperimental De4Ea, McGraw—Hill
1962.

4) White, K., H. Ed. Thesis May 1971, t1niverm~t~fCalgary



A Note on the inuapandont V~rilanteoC Coot ~ritetCot. In a Set

Isadore Newman, University of Akron
and

Keith McNeii~ Southern Illinois University at Carbondale

Frequently a researcher is interested in a number of criterion variables

which may not be uncorrelated with each other. An example of such criterion

variables may be History GPA Yj, Math CPA and Reading CPA

The chances are that these var~ah]eeare likeiy to Ut cignificantly correlated

with each other,

If one developed a r gro~oionequ3tlor ~r~ring t:o predict Y~ (History

GPA) from socioeconomic amo (X1) : joujd t’~ oroctuted in the form of

Model L

Modal I I U.
I C ~t

One can test ~o L:C LICIY LiLC 01 C :i:~ v~~auoeit ~teounced for

by looking at the T~. outer If the roneartho~:~sInterested in determining

how much of the criterion varIance an ~ccc at la: ol that is independent

of and Y3~he tao test hodel 2 ag~nc N a°U C

Model2 I aU+aX ~aY saT? ±E
I 0 11 22 33 2

Model 3 1 = a U ±aY ~ a ~ + F1 0 23 3

By testing Model 2 against Model 3 we are testing the amount of varIance

of that is :Ladependentof Y~ and U~ CaC coo be ancounted :Icr K

l.f we In] low thto ~an~ t naocLcLc e o’~ ~ F. and ‘~ oho three F

testt that a~wid h~ ~ Cd ~ : ~trciO~C of each other.

Therefore the ptfl1)aul~it~~f riU~n~, ~yr~e C fcc tact tot C woulc be equal

to ~f’~ (assuming tne underi~og aesum~:cace oc imorma~ltpceo homogeneity of

varionce ar~act



Another way of Ion Inn ‘. .t it :.~ ‘n’ ~. ‘ ‘towsy the additional

criterion variables, one ;‘ould be te~uLedto nrc ‘omc. multLple comparison

correction since the three ? ratios for the thren criterion variables would

pip’

not be independentof each ether. Por example,it we nyc the concept

(where N — number of nonindepcndent P—tests calculated and eJZ. the desired

level we want to bold conf3t1nt~~or this punose then the N, for the first

case, where the crjt?rJnp qnr~I tab b’fl cn’rloe totC.d na equal to one since

all three P ratios worlo ‘c “ c & c-v•i otL:’. However, in the

secondcasewhen. •he cn t ‘r. ‘n. vi.’ e s ~ not covaried, the P ratios

would not be indepwd’w •al -l’r ‘.io’t. I’ ito Cd be .‘c’tsl to three.

If th2r a 4 •a i~: r., ~ ,. r~ ~ •r ~ ~ .•~• ~ :-. ~ _:o~conomfc ctatuo)

XØSex) YMsc—s t.r • . e” •a i,.’ •. • , - it ~ ~ ‘e’~nd tn datermining

hocc much of ~ ,rdaunt.c .•‘~ vi ii 4’ • c ‘ly .r’t tflt.., r1tM~ t,i these variables

sceoun~eafci, on. v.-i • :..r~ 10t14J 4 j,n.ru~. 1t :cl r, !‘nJ:) b uptiust 6,

Model 1. n~,etnet- r *“J-.. a ~ . ~ • n ~ r~nt~’.Iu’...would be
oc•

follcwc.d fnt ‘t’J ~ ‘a’ z ~ - utt 3 It ~ )‘ tu .‘~ a.”flctflU 7or jr n’ultiple

compariscc. •~.re tor nt ‘~ rtrv 1•c~ 1 ~ i-n- in ~rt~.nç ‘.. fo’tr for and

four Lot testing 7, qi-~(~ Y; ~ ‘wt V
3

n:’. i.c: .na~~.a~encof tch other.

Node. L 73 s ~TT — + + F4

Model 5 — caY’ + - + o -r

wJe. ( 7.. — - U 7.

.u14.C ~ - e - . • . . •

I.

Y”IE ‘•r.u: - V • , S - ‘i4- a !: t.~.~
• •“~ - ti~.—•• •— • ‘ •



However, if model~~im’Il or to Models 9 and IC whi ch aovaried the additional

criterion variables were used following the same procedure that was in the

above test for each of the criterion variables: ~ ~2 and Y3~ the N needed

for the ~ multiple correction, would he. 4 instead of l2~

Model ~ = a~U± ± a2X2 + a3X3 ± a4X4 + a~Y2+ a6Y3 + F
9

ModellO I =aU±aX +aX +oX +fl.~ +aY +E1 0 22 33 44 a2 63 10

As suggested above, by covaring other nonindependent crIteria that we are

interested in, we can actually treat ‘oath test of each criterion as ~f the

criterion variables were independent of each other, Of course, testing Model 9

versus 10 answers a different ciuestrot than does tooting Model C versus 5. The

question one wants to ask should alwaps d2 ctato the models used. What we are

saying here is that if one ~s ~n~crectc’u a aocounCfn3 for the independent

piece of a criter~on variable’s variance• then the procedures outlined here

should he used,



—61—

MEMBERSHIP LIST

Donald L. Beggs
Dept. of Guidance
Southern Illinois
Carbondale,IL

William Beusse
AFHRL
Wright Patterson AFB
Maryland

E. H. Biekking
Box 12524
University Station
Gainesville, Florida 32601

JamesBolding
Box 339
Fayetteville, Arkansas 72701

Robert Bottenberg
Air Force Personnel
AFHRL, Box 1557
Lackl and AFB, Texas

Michael Brobnger
Dept. of Ed. Psych.
University of Calgary
Calgary 44, Alberta
CANADA

William Brookshiro
North Texas State University
P. 0. Box 13841
Denton, TX 76203

K. Brown
Apt. 159 Villa de Palmer
5811 Atlantic Blvd.
JacksonvIlle, Florida 32202

Robert Brown’Iee
dR/McGraw-Hi 11
Del Monte Research Park
Monterey, CA 93940

Research Division

78236

William Adrian
Special Assistant to the Chancellor
University of Denver
Denver, CO 80210

Earl A. Allusi
Di rector
Performance Research Laboratory
University of Louisville
Louisville, KY 40208

Arnold G. Ashburn
Deputy Assistant Superintendent
Research & Evaluation
Dallas Independent School District
3700 Ross Avenue
Dallas, TX 75204

Richard Arakaki
Hawaii State Department of Education
Honolulu, Hawaii

Sylvia Auton
Wept. of Educational Measurement

and Statistics
University of Maryland
College Park, MD

Paul Barbuto, Jr.
Box 37
Teachers College
Colunbia University
New York, NY 10027

Richard Beeson
Research Methodology
St. Louis ‘University
211 N. Grand
St. Louis, MO 63103

& Ed. Psych.
University

62901

Katherine Bemis
S. W. Cooperative Education Laboratory
Albuquerque, New Mexico

II

William Brockhaus
University of Southern California
Graduate School of Business Administration
Management Department
Hoffman Hall Office 7OlN
Los Angeles, CA 90007

4



—62—

David Buckholdt
10646 St. Charles Rock Rd.
St. Louis, MO 63074

Jeff Bulcock
Department of Educational Foundations
Memorial University of Newfoundland
St. John’s Newfoundland
CANADA

Leigh Burstein
744 Coleman Avenue #E
Menlo Park, CA 94025

Leonard S. Cahen (Dr.)
Educational Testing Service
Division of Psychological Studies
Princeton, New Jersey 08540

Dale Carlson
Office of Program Evaluation
Department of Education
State Education Building
721 Capitol Mall
Sacramento, CA 95814

Donald Cegala
241 Dalton Court
Tallahassee, Florida 32304

Robert Col di ron
Educational Research Associate
Dept. of Public Instruction
Harrisburg, PA 17126

Gary doles
Associate Research Scientist
American Institutes for Research
Center for Research and Evaluation in

the Applications of Technology in Education
P.O. Box 1113
Palo Alto, CA 94302

Arnold Coltvet
Iowa Central Coimnunity College
330 Avenue M
Fort Dodge, IA 50501

William Connett
Dept. of Research & Statistical Methodology
University of Northern Colorado
Greeley, CD 80631

John Convey
Florida State University
Tallahassee, Florida

Louise Corman
Research Institute for Educational

Problems
12 Maple Avenue
Cantridge, Massachusetts 02139

Hal Corson
Research Associate
Miami Dade Junior College
11011 5. W. lO~Street
Miami, Florida 33156

Paul T. Costa
Harvard University
Dept. of Social Relations
William James Hall
Cantridge, Massachusetts

Laura R. Crane
Chicago Board of Education
Dept. Govt. Funded Room 1130
228 N. LaSalle
Chicago, IL

Carl Crosswhite
University of Northern Colorado
Greel ey, CO 80631

William Denton
7777 Forney Road
Dallas, TX 75227

William Donaldson
Delaware Rd., Piney Ridge
Pine Grove Mills, PA 16868

Vern Dravland
Professor of Education
Coordinator of Educational Research
University of Lethbridge
Lethbridge, Alberta
CANADA

Charles Eberly
Office of Evaluative Services
239 S. Kedzie Hall
Michigan State University
East Lansing, MI 48823

02138



-63-

• Tony El chel D’~rger
Learning Research & Development Center
University of Pittsburgh
Pittsburgh, PA

Patricia Elmore
Counseling & Testing Center
Southern Illinois University
Carbondale, IL 62901

Claire Ernhart
10670 St. Charles Road Rd.
St. Ann, MO 63074

Avlgdov’ rar4ne
racu’t3 de~Srien:ec de 1’Education
Section d Administration Scolaire
iniversity 0* tbntrni
Case postal 6128
Mentreal :4. Quabec
CANAD’t

~ie”r ~.! -

A’sIt:a,II ~v~.f•:;~
4’)5 !uuc..~’;za
rio~da- m ‘iersity
Tallaha’ses Florith 32306

Paul Gam~&
420 SO’1u1 rcirncep
Un~v~rcitt~‘aek,P

1
i680?

kobt~t~(‘~ssvr
1305 6th ~tresr
Creeley, flfl 80631

dra .lny ‘?rabu,
307-3i4 southwest 16th Avenue
Mlnqsv’11e. riorida 32601

if. ZiJ. ‘ ~. I

r~osr,c -9: .1 ~“cc1 1,i!.trlct
,,,c,
F’-e’nn ¶‘ .l.pj

•i~h(~,T‘
ptrafv “ ‘~:

B’Sl’jP •‘%

-.

D:t r:v’.2”.

BarY3 u: senberc
8604 C. W. 102 Place
Miami, Florida 33143

Hugh Greenup
5405 Rhea Avenue
Tarzana, Cl’ 91356

Willa Gupta
Data Analyst, UCLA
Educutional Prnschool Language
1868 Greerifield Avenue
Los Angeles, CA 90025

Donald Ilaethle
21J—C Arpr t~1I
Tho Ohk State University
Columt.uc. Ohm 45�’O

Ofel k I!alasa
D~% ~ Rosearen
£~v9 ,“~ . •.I•~fc

ClcvpIanrI. I!I

Rnbet I~

Re3~i”c~“-t11otL’gy
221 N. Grand
St. L ‘uts Urr va~sitv
St. Lrtits, RC~ 63~3O

Mrs. 1ym~Halfto’
Vice—Pres , Analytic Studies
DePau’ Ur4versity
25 Ea:t ~acho’~P1”d.
Chicaç’o. •i (‘)COl.

Ronald S. Iial4nsLl
Assistant Prof. of 2ducation
Depa”tnnr’t tf Educaticn
1111r1 r ‘v~-r 9r”vtrs3r~,
?ir,~” •I~

~a”v~pUa tdov:c.rI

Ui tUL)?~~t%

JoE B. •;:I)se}t
Edi’ca’l ;‘ n”s~ ce tx’ter

N, -.

and Eevelopusnt
Sch .ois

u:’ac~c

•“ N .rt;;cn Cc1orado
‘,fpC%

St -I”.’ I’ ‘IT



-64-

Beatrice Harris
Yeshiva University
55 Fifth Avenue
New York, NY 10003

Joseph Harrison
Math Coordinator, Exp..in.Higher Ed.
13200 St. Louis Avenue
East St. Louis,’IL 62201

Jack Haynes
Dept. of Psychology
Box 13587, N. T. Station
Denton, TX 76203

Mrs. Letitia Heil
204 Briarton Lane
Crystal City, MO 63019

Beatrice Heimerl
Dept. of Research & Statistical

Methodology
University of Northern Colorado
Greel ey, CO 80631

Dennis Hem
Augustana College
Sioux Falls, SD 57102

Carl Helwig
School of Education
Old Dominion University
Norfol k, VA’ 23505

John Henmieter
Indiana University
Bloomington, Indiana

Veron Hendrix
Professor
221 Borton Hall
University of Minnesota
Minneapolis, MN 55455

James D. Hennes
Program Evaluation Center
Univ. of Missouri Medical
201 Lewis Hall
Coluntia, MO 65201

Sarah Hervey
College of Education
University of Arizona
Tucson, Arizona 85721

Thomas L. Hick
Director, Child Study Center
Campus School
State University College
New Paltz, NY 12561

Vynce Hines
1220 5. W. Ninth Road
Gainesville, Florida 32601

Jack I. Hoffman
4845 Jerome Avenue
Skokie, IL 60076

James Hogge
School of Education
Box 512
George Peabody
Nashville, TN 37200

Sanvel R. Houston
Assistant Professor
Dept. of Research & Statistical Methodology
University of Northern Colorado
Greel ey, CO 80631

Carl Huberty
325 Aderhold
University of Georgia
Athens, GA 30601

Brad Huitinan
Psychology Department
Western Michigan University
Kalamazoo, MI 49001

Janet Carol Hyde
1048 M Graduate House
West Lafayette, Indiana 47906

Earl Jennings
School of Education
University of Texas
Sutton Hall 6
Austin, TX “78721

a’

Center



—65—

• Lary Johnson
Research and Evaluation
807 N. E. Boradway
Minneapolis, 1*1 55413

Paul Jones
Research and Development Division
American College Testing Program
P.O. Box 168’
Iowa City, IA 52240

• Thomas Jordan
EDAP Program Director
CEMREL
10646 St. Charles Rock Road
St. Ann, MO 63074

Daniel C. Kau
Dept. of Ed; Psych.
University of Illinois
Urbana, IL 61801

• Francis Kelly
Professor of Educational Psychology
Educational Research Bureau
Southern Illinois University
Carbondale, IL 62901

John Kennedy
229 Ramseyer Hall
The Ohio State University
Columbus, Ohio 43210

Raymond Kieft
Director
Institutional Research
Central Michigan University
Mt. Pleasant, MI 48858

F. J. King
403 EducatIon Building
Institute of Human Learning
Florida State University
Tallahassee, Florida 32306

Alan Klass
Milwaukee Luthern High School
9700 West Grantosa Drive
Milwaukee, WI 53222

J. A. Klock
2226 Mercer Circle So.
Jacksonville, florida 32317

Harold B. Knight
Director, Education Research
Box 68, Southern Station
University of Southern Mississippi
Hattiesburg, Mississippi 39401

Patricia Knox
6350 N. Lake Drive
Milwaukee, WI 53217

Ronald Koback
1410 South Dixie Highway
Coral Gables, Florida 33146

Richard Kohr
500 Winand Drive
Harrisburg, PA 17109

Janos Koplyay
Personnel Research Division
Air Force Human Resource Laboratory (HRPS)
Lackland AFB, Texas 78236

Conrad Krauft
2371 Ora Dri ye
Fayetteville, Arkansas 72701

Reynold Krueger
University of Illinois
Urbana, IL 61801

Albert Kurtz
Apt. 418
Park Knowles Apartments
Winter Park, FL 32789

W. L. Landrum
3 Chisolm Street
Charleston, South Carolina 29401

Rex Leonard
University of Southern Mississippi
Hattiesburg, Mississippi 39401

C



-66-

James Linden
Department of Psychology
Purdue University
Lafayette, Indiana 47907

Janice Lokan
5 Taunton Place
Ottawa K1J 7J7, Ontario
CANADA

• Judy Lyon
CEMREL
10646 St. Charles Rock Rd.
St. Ann, MO 63074

S
Frank Many
2220 Piedmont Avenue
Berkeley, CA 94702

R. A. Martin
College of Education
University of Toronto
371 Bloor St. W.
Toronto, Ontario
CANADA

V. Rutledge McClaran
1722 W. Oak
Denton, TX 76201

John E. McClure
West Virginia Department of
Building 6B, Room 337
State Capitol
Charleston, West Virginia

John McConnell
1415 South Wolf Road, #205
Wheeling, IL 60090

William Mccormick
Bureau of Evaluation and Research
State Education Building
721 Capitol Mall
Sacramento, CA 95814

Garnet McDiarmid
Ontario Institute for Studies in Ed.
Toronto, Ontario
CANADA

Norman B. McEachron
Room Mo-201
Stanford Research Institute
333 Ravenswood Avenue
Menlo Park, CA 94025

Lawrence McNally
Board of Cooperatin

Services (BOCES
125 Jericho Turnpike
Jericho, NY 11753

$ Keith McNeil
Dept. of Guidance & Ed. Psych.
Southern Illinois University
Carbondale, IL 62901

W. V. Meredith
1231 5. E. 14th Court
Deerfi eld Beach, Florida 33441

Paul Merrill
florida State University
1A Tully Building
Tallahassee, Florida 32306

• Isadore Newman
Dept. of Educational Foundations
University of Akron
Akron, Ohio

Ronald Nuttall
Associate Professor
Institute of Human Sciences
Boston College
Chestnut Hill, MA 02167

George Olson
2325 West Pensacola
Apt. 103
Tallahassee, Florida 32304

Raleigh Pegram
Dallas Independent Schools
3700 Ross Avenue
Dallas, TX

Dan Perkuchin
Department of Sociology
Bowling Green State University
Bowling Green, Ohio 43403

Educational

Education

25305 p



-67-

Vincent J. Piraino
11791 Birchwood Lane
Franklin, WI 53132

• John T. Pohlman
1915 Gartside
Murphysboro, IL 62966

Miss Marjorie Powell
20 Dartmouth Place
Boston, MA 02116

Thomas Pyle
Dept. of Psychology
Eastern Washington State College
Cheney, Washington 99004

Nantury Raju
301 Plainfield Road
LaGrange, IL 60525

Nicholas Rayder
Cl ai mont Hotel
Berkeley, CA

Cheryl L. Reed
Rt. 9, Box 72
W. Lafayette, Indiana

James Reynolds
Ri tenoar Consolidated
2420 Woodson Road
Overland, MO 63114

Carol RI tter
Computer & Data Processing Center
Carter Hall
University of Northern Colorado
Greeley, CO 80631

Enmiett Ritter
Associate Professor
Educational Administration
McKee 419
University of Northern Colorado
Greeley, CO 80631

Bruce Rogers
Measurement & Statistics
College of Education
University of Maryland
College Park, MD 20742

Bob Rosemier
Educational Administration & Services
Northern Illinois University
DeKalb, IL

Abby Rosenfield
Northeastern Illinois University
Chicago, IL

Nolan Russell
4507 Berkl ey Street
Harrisburg, PA 17109

Gerald Schluck
4037 North Monroe
Tallahassee, Florida 32301

Terry Schurr
Ball State University
Muncie, Indiana

Donald Senter
Research Director
Educational Developmental
Huntington, NY 11743

Ping Kee Siu
23 East 17th Street
Apt. lC
Brooklyn, NY 11226

Vincent Silluzio
18 Fairfield Street
Newtonville, MA 02160

0. Suthern Sims, Jr.
Dean, Student Affairs
University of Georgia
Athens, GA 30601

Theodore Sjoding
15920 S. W. 84th Avenue
Miami, florida 33157

Donald Smith
3009 Antierst Road
Muncie, Indiana 47304

John C. Soderstrum
P.O. Box 13677
University Station
Gainesville, florida 32601

4-

Laboratories, Inc.

School District



-68—

Steve Spaner
3474 Bel deer Drive
Woodcl iff Estates
St. Charles, MO

Donald Thomas
76 Loretta Avenue
Apt. 2
Fairborn, Ohio

Norman Uhl
407 Landerwood Lane
Chapel Hill, North Carolina

Michael Vitale
4551 Likini Street
Honolul u, Hawaii

Arthur Walker
1500 Wilkinson
Marquette, MI 49855

William Ware
Assistant Professor
College of Education
University of florida
Gainesville, Florida

G. Leighton Wasen
50 Wedgewood Terrace
Springfield, IL 62702

Dr. Billy-Belle Weber
605 Washington Place
East St. Louis, IL

Margaret Trikalsky
University of Northern Cokorado
Greeley, CO 80631

27514

Karen Vroegh
Institute for Juvenile Research
1140 5. Paulina Street
Chicago, IL 60612

C

63301

Fay Starr
Psychology & Psychological Services
Southern Illinois University
Edwardsville, IL 62024

Alan Stewart
Associate in Education
Research
State Education Department
Albany, NY 12224

Gary Stock
Assistant Professor
Candler Hall
University of Georgia
Athens, GA 30601

Eric Strohmeyer
Assistant Professor
Reid Hall
Montana State University
Bozeman, Montana 59715

David Suddick
University of Georgia
Testing & Evaluation Center
Athens, GA 30601

Steve Teglovic, Jr.
School of Business
LJni versi ty of Northern Colorado
Greeley, CO 80631

Jerome Thayer
Director of Testing & Research
Union College
Lincoln, Nebraska 68506

45324

David Thor
Educational Developmental Laboratories

McGraw-Hi 11
284 East Pulaski Road
kIntington, NY 11743

Joe Ward, Jr.
Southwest Educational Laboratory
167 East Arrowhead Drive
San Antonio, TX 78228

32601

Robert Warnbrod
208 Agricultural Administration Building
The’Ohio State University
2120 Fyffe Road
Columbus, Ohio 43210

George Wasem
300 State Office Building
Office of the Superintendent of Public

Instruction
Research Section
Springfield, IL 62706

“I
62205



~69

Bill Webster
Research & Evaluation
Dallas Independent School District
3700 Ross Avenue
Da11as~ TX 75204

Donald Wells
Psychology Department
University of Tennessee at Martin
Martins Tennessee 38237

George D~ White
1588 Mokulua Dr~
Kailua, Hawaii 96734

~JohnD. Williams
Bureau of Educationa) Research
University of North Dakota
Grand Forks~ ND 58201

Makonnen Vimer
University of Illinois
Urbana, IL 61801

Virginia Zachert
Rock House Jacks Creek
Route 1 , Box 28
Good Hope, GA 30641


