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ABS'lRAC'l' 

'lhe purpoae of this article -• to canpare 33 bocks on multiple 
regreaaion that have appeared in past years. flie bodes were canpared en 
topic■ covered, year and publi■her, orientation, level of presentaticnt 
backgrcund required, published reviewa, and readability. Thi• information 
should aid ■tudent■ and instructors in ■electing a multiple regre■aion bock 
tor a given tcpic, approach, or need, 

lN'lRODUCTION 

In th• pa■t decade Hd a hdt, Nny bode■ and referena. work• on the 

topic of 111Ultipl• recp:Hdon ha•• bec<lllle available. Thi■ i■ probably due to 

a ccmbination of ■everal factor■, acme ot which 11\ight be th• followin91 (1) 

Th• wide■pread availability of o�uters and oai2ut1r.»r..�a■-. (2) 'l'h• 

pifflHrin9 work ot Robert Dottenberg, Joe Mud, larl Jennings a.rul.J;.beir. 

di■ciple■ fr0111 Teica■, and (3) The excellent article• by Jaocb Cohen entitled 
·-�. �- ··-·--

"Multiple re9rHsion a• a general data ... nalytia d.vice" and Richard

lllrlington entitled "Multiple re9reaeion in psyohological and reHarch 

practice", both ot which appeared in Psychological Bulletin, 'l'he bock• wre

canpared oo the following inforira tiau ( 1) tcpic• cOl(ered1 (2) Y•!.:_ and 

publi■her1 (3) o�tatioo (theoretical v■ applied) 1 (4) level of 

preaentatioo (textbook vs reference), (5) background required (basic

1tatisti�• v• matrix algebra), (6) re_!!!.!nc• li•t of published review■, and
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( 1981 )_1>resented a historical· 011erview of readability formulae 
---------

·;, .. ·'·· ., • 
:fr0111 1921 to the present. She included the criteria

,·· .i' ��4.t•,...,:,;:., ,,. ,, . . : ,,.l., ... ;., ,, .. ; • c;;i,- .ll t,) '· , ·,. l '�) /'" � ,.::'.'t , ;' .i �--, /1 ,,. ·, 1 '! ', � ... 1' 
ba!ed, factors evaluated,· reliability and validity. 

en which they wre 

the Flesch Ease Formula ,(Flesch, .,1948) because it is appropriate for adult <""'°--------•-� .. t '  o,,I i I k�• .; ' j ' �".' , • ' i ·', 'f �t j t,:, ....--------�--
reading mterial and does not require use of a word list. The Flesch Ease 

Formula is: 

Score• 206.835 - ( .846 * NSYL -'( 1.015 * SL 

where: NSYL • number of syllables per a 100 word sample 
.,____:;Jh\. _;i:,-.;, ·l ·, f �·.t1 ;{:\' ,:��.-.. : t <. 

SL • average sentence length· 
.-

·t··.: ',,,,(;,'�_?,'": -'' 
The reading ease score can range fr0111 0 to 100 with a iower score indicating 

� Selection 
..... 

4,''( ,,, ,'.• 
,METHOD • 'l. 

'l'he'boaks selected for comparison rep;esent �hose from the sooial 
�,,r·� :•., :WJ.:, /"1 . '-',Ill, ·r': : .. '. .l.� �.:· '- ,; ,. ·;;r,-;/� ., , 't C'. ' ., -"� ', • .. �- ·: '·,',,- . ·: sciences and statistical literature tha�.an educational tssearcher·mi9ht be 

ri  .', "d�·- '(;ti, 1., 1 41·. r: 1 . "  • • .4,i � J •  . .  ·• >'-�· 1 ,  •r.• i . ,. ,·, . 
• 

inclined t.o use. 1,'he 11st' is by no means exhaustlve: 'l'h• bod<s·h• listed 

alp��etl�a i1;· b.y author • 1�· �;, • .. para t� ;.ct
l

cn 'df • the referencH. 

Criteria � Topic Inclusion 

readers would be 'inte'r�eted in. A pa rticul'ar' top'ic wa I indioa t'ed 'H being 

covered in a given book U sufficient pres�ntation or e,cplanation wa■ 

present, e.g. an entry in the table of contents, subject index, or several 

pages of di1cu1sion, For exa�ple, linear regression meant the ■traight-line 

one predictor variable regression model, 
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Anova compared to regression implied a comparison of the two as special 

cases of the ge�eral linear model. -"'! tdx algeb_!.a referred to whether or 
_....,.. 

not the book contained matrix algebra computations or had an apper1dix with 

matrix algebra rules and procedures. The covariance topic included the 

discussion of analysis of covariance. The other selected topics are self­

explanatory. 

RESULTS 

Table 1 indicates a comparison of topics among the books. Host books 
-----

covered the following topics: linear regression, curvilinear, polynomial or 

nonlinear regression, zer'o-order correlation, matrix algebra, partial/semi­

partial correlation, 'and anova canpared to regression, respectively, 

Several books published between 1966 and 1976 had included canputer 

programs ,while later books did not because of the popularity of several 

statistical packages, For example, Younger (1979) published a book which 

included comparisons among SAS, SPSS, and BMDP statistical packages in 

performing numerous applied regression examples. 

Table �ndicatea a canpariaon among the books according to .Y!!!=• 
-

publisher, o�tAtiQI'\, presentation, and background, Moat books �psiearod 
,_ __ 

in the 1970'• (1960'■, n•91 1970'•• n•181 1980'•• n•6), The majority had an 

applied orientation (applied, n•211 theoretical, n•91 both, n•l) with both a 

textbook and reference level of presentation (textbook, n•91 reference, 

n•121 both, n•12), Moat books also required a basic statistics background 

(basic statistics, n•21 t matrix algebra, n•12), Books with a theoretical 

orientation usually required knowledge of matrix algebra, 

Published reviews were found for many of the books, These are listed 

alphabetically by author in a separate sectLon of the references, The 

reviews permit an individual to read about another person's opinion of a 

book the authors have reviewed, 
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.a.au.L-.:::. 

'. ·-.;;�Y,;.•,:.?��.': '.\,,\, .• t·, ·<< � . ··,;: .. ', . ,: Ir, ;•,,: • ._ 
... :".:, .• ,�� :&,* .. �,-� · ".:�;:' }'select.ea 1:'l'opic:s by Author 
,Jo,j,.¥•?•.�(#!�• .. •?;l,:'>-'.•i;;, ;·{•,, 

.'):>¾;,_,t•,lt•h·:••,•.c',,� ·; ,. :: �. • 

)O •.J.1:);t,;,i,,1,., (J :. ;,)':}' '1 : '.'I; :1 ,·:· ;;; ,r, � ·� ;.· .'� :-,. ':J3oolc Topics .. , ... � ti. 
., ... Author .. Name .. a b C d e .f g h 

• ' ' ...: .. ·, � 
' �.l�l,.Y, :,:,, •. X X X X X X 

Chatterjee X X X X 
Cohen ( 1) X X X � X X X X 
Cohen (2) X X X X X X X X 

7" Draper ( 1) X X X X X X 
Draper (2) X X X X X X X 

� 

➔ 

....,. 

ounn X X X 
Edwards ( 1) X X 
Edwards (2) X X X 
Fraser X 
Freund X X X 
Goldberger X X 
Graybill. < 1 l X X X 
Graybill (2) X ·X X 
GUnst X ·x 
Haitovsky X 
HUang ·X X 
Kelly X X X· 
Ker linger X X X 

Kleinbawn X X X 
Koert11 X 

Lewis X X 
McNeil X X X 
Pedhazur •· X X .  X 
Plackett X X �--., 
Rao X X 

Searle X X 
, , 1lr 

Smillie X X 

Spr:ent X X �: 
Ward X X 

Williama X X X 

wonnacott X X X 

Youn9er ... X X 
' 

KIY1 a • linear re9re1aion
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• curvilinear, polynomial, or nonlinear
C • anova compered to re9rHaion
d • multivariate techniquH 
e • zero-order correlation 
f • pertial/aemi-partial correlation 
9 • multicollinearity 
h • dummy, effect and/or contraat coding 
i • matrix al9ebu

• rHidual analy1i1/outlier1
• variable aelection methoda 

l • covariance

i j k 1 

X X X X 
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. .  

X X X X 
X X X X 
X X X 
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'''x '.. 
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�' ,<'� ' 

Table 2 
... 

Comparative Book Information 

Orientation Presentation Background 

Author Year Publisher a b C d e f 

Belsley 1980 John Wiley X X X X 
Chatterjee 1977 John Wiley X X X 

Cohen (1) 1975 John Wiley X X X X 

Cohen (2) 1983 John Wiley X X X X 

+ Draper ( 1) 1966 John Wiley X ,c; X X 

Draper (2) 1981 John Wiley X X X X 
Dun:1 1974 John Wiley X X X 

a3wards ( 1 ) 1976 W.H.Freeman X X X 
a3wards (2) 1979 W.H.Freeman X X X 
Fraser 1979 McGraw-Hill X X X 

Freund 1979 Marc-Dekker X X X 

Goldberger 1968 MacMillan X X X 
Graybill (1) 1961 McGraw-Hill X X X X X 

Graybill (2) 1976 Duxbury X X X 
Gunst 1980 Marc-Dekker X X X X 
Haitovsky 1973 Hafner X X X 
Huang 1970 John Wiley X X X 

Kelly 1969 SIU press X X X 

Ker linger 1973 Holt,R & W X X X X 

Kleinbaum 1978 Duxbury X X X X 

Koerts 1969 Rotterdam X X X X 

LeWia 1978 SIU preaa X X X 

� HcNeJ.l 1975 SIU preas X X X 
� Pedhazur 1982 Holt,R & W X X X X 

Plackett 1960 Oxford preaa X X X 

Rao 1965 John Wiley X X X 

Searle 1971 John Wiley X X X 

Smillie 1966 Ryeuon X X X 

Sprent 1969 Methuen X X X X 

-,. Ward 1973 Prentice X X X X 

WJ.llhme 1974 HSS corp. X X X 

Wonn•cot.t 1981 John Wiley X X X 

Younger 1979 Duxbury X X X X 

ICEY1 • • •pplied
b • theoretic•l 
C • textbook
d • reference 

e • m•trix algebra 
f • balic atati1tJ.c1 
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'L, . 
i 

score listed in 'Dible 4. All bodes ranged fran fairly difficult to 
\""" '"! .:•·�:\,,,', 

.11, very·difficult which would be expected given the topics discussed. The 
f/;f;;<.;:·-:· :,�.lf) :','· ,' \ :, 

readability measure does not take into consideration the nU111erous formulae, 

graphs; notation and mthematics. It does however provi,de sane indication

of rt!adability for canparison among the bodes as well as a general 

indication of reading canplexity compared to other types of reading 

material. 

CONCLUSION 

'lbe informati'on provided permits canpariaooa amoni_,several b� 

multiple reg!!_�si�- published over past years. Certain· topics were 

indicated a� appearing in the majority of the books. Most of the books 

reviewed emphasized an applied orientatioo with a, basic s_tatistics

background requirement. Additional inquiry about certain bodes is possible 

by referring to the published reviewa, The Fleach'Jaae F�Fmula wee uaed to 

canpute a score on each book, The bodes reflected a difficult reading level 

canparable to scientific and academic text. 

Moat books had an outatandin9 feature which beca11111 appar9,nt durin9 the 

review proceH. ror example, Delaley covered analysis �f-_outlieu and 

sources of multicollinearity, Chatterjee cc,yered multicollinearity, 

autocorrelation and ridc.,e re9reaaicn extremely w.11, Cohen (1) and Cohen 
,..--•-·· 

(2) had the widest ran9e of topics covered and included one of the few

discussions of pow.r, Draper (1), Draper (2), and ounat present the 
--.. -· .

analysis of r•�iduala/outliers and variable selection techniques the best, 

Edwards (1) and Edwards (2) afford an excellent introductioo to linear 

regression with the presentation of different designs for analysis with 

dU111my, effect, and contrast coding, Graybill (1) and Graybill (2) offer a 

broad coverage of topics at an advanced level using a Ntrix algebra 
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Reading Ease Scale 

0 to 30 
30 to 50 
50 to 60 
60 to 70 
70 to 80 
80 to 90 
90 to 100 
100 

'ntble 3 

Flesch Reading Diae Scalea 

Description Typical Magazine 

very Difficult scientific 
Difficult Academic 
Fairly Difficult QUality 

Grade Level 

Standard Digests 8th 
Fairly Easy Slick-fiction 7th 
Fasy PUlp-fiction 6th 
Very Easy Comics 5th 

4th 

a.l\dapted from Flesch, 1948, p 230

'nlble 4 

Readability comparisons 

R.E. Score Author 

16.5 
1 a. 1 
23. 1

32.6 
32.9 
33.1 
33.8 
35. 1 
35.9 
35.9 
36.8 
38.2 
39.5 
42.7 
45.4 
46.2 
46.5 
48.5 

48.8 

Cohen (2) 
� Pedhazur 

Belsley 

Kleinbaum 
Haitovaky 
Gunst 
Huang 
Cohen (1) 
Goldberger 
Smillie 
Draper (2) 
Fraser 
Ker linger 
Rao 
Spunt 
Wonnacott 
IC.oerts 

Dunn 
Ward 

Description 

very Difficult . 

Difficult 

----------------------------------------
------

50.7 
52.0 
52.7 
53. 1
54.4
54.9
55.9
56.6
56.7
56.9
57.2
57.2
57.4
60.0

� Draper (1) 
ChatterjH 
Lewis 
Searle 
Grayt-,ill (2) 

Freund 
l!kiwa rds ( 1 ) 

7 McNeil
William� 
Kelly 
Younger 
Graybill ( 1) 
Plackett 
l!kiwarda (2) 
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!}i�t\;:�j}f,t,i '· /:
v!¥, , .. ;: •· .··· ··• ;,; , . ·.. • ,,, ···• ·

.. ·.: pproach,':• l(elly, Lewis, and McNeil prq><>se model formulatia, to test given 
t:��::,;)�:r�c�:;:ft�:•�:: >

i:•r::•�•!."V •,, • ._, ' 
:

I\. research 'hypotheses,· �rlinger and Pedhazur cover dwruny, effect, and 
/¥""'.?'"",• ,,..,, 

"'·t} •"' ;' ! 

-�oding well, Pe.dhazur additiooally included a canputer. program on

LISREL, _Kleinbaum provides a broad coverage of all topics with excellent 

�ultivariate examples. ·Williams provides excellent examples on coding 
,, 

, 

--

r�peated measure designs. And finally,· Younger provides computer 

applications ·using SAS, BMDP, and SPSS, • Overall, selection of a specific 

bock for classroan use is in the "eyes of the beholder", but this 

information should permit an alternative to experimentation or chance 

selection, 
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- - -

Ora ybil 1, Franklin A, ( 1976) • 'ttieory � Application• .e!_ � .!:.!n!!!. �. 
H,UHchuaetta1 Duxbury PreH, • ,. 

cun1t, R, F, & Ma1on, R, L, (1980), Reqre■aion Anal�•i• and it■
Application:! Data-oriented Approach, New Yor I Mi'rc:eToekker. 

Hait.ovaky, Y, (1973), Regression Eatimation !!.2!!!. Crouped Observations, 
New York: Hafner Preas, 

9 



,>,it�)Ji .. '.•\';;
"'s i<e:���:,:�\.��,"'-'-"""'"' 
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FOR ·tHE. ANALYSIS'.;dF: 

STRUCTURAL EQUATIONS. 

Lee M. Wolfle 

Virginia Polytechnlc Institute and State University 

ABSTRACT 

A mlcrocomputer•retldent program for th• 1naly1l1 of • 1tructural 

equation• (PASE) hat beon designed to provide the cau11I modeler with 

111 of the usually de1lrod ostlmatos of coefficients In recur1lve causal 

modolt, Tho progr11m It Interactive and telf·documentlng, and requires 

only • terles of option ■electlon• by the user. Output Include, all of 

the usual regreulon coofflclents, plus total cau11I effects decomposed 

Into direct and Indirect causal effects. 



Structural equation causal models provide a powerful aid to assist 

In the substantive Interpretation of social and educational processes. 

Unlike straightforward regression analyses, structural equation analyses 

permit the measurement, not only of direct �ausal effects, but also of 

Indirect causal effects· through other, causally Intervening Independent 

variables (Finney, 1972). For example, It Is now well understood that 

the primary reason father's occupational status is so closely associated 

with son's �ccupational status Is not that sons directly inherit their 
' . 

father's status, but rathor that sons of fathers with high status attain 

educations of a level that allow entry Into occupations of higher status. 

Wolfle (1980), among others, showed how application of the basic 

theorem (Duncan, 1966) or first law (Kenny, 1979) of path analysis could 

be used to aid In the Interpretation of tho causal effects of one variable 

In a model on another, While the. application of the first law of path 

analysis provides a uaeful aid In Interpretation, In many cases Its 

computation Is tedious. In practice, Alwin and Hauser (1975), followed by 

Wolf le (1983), ahowod how a aeries of relatively simple regression 

equations could be used to estimate the direct and Indirect causal effects 

In a hierarchical .structural equation model, 

The present paper describes a microcomputer program designed to 

provide the causal modeler with all of the usually desired estimates of 

coefficients In recursive causal models, and also yields all total, direct, 

- II 
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and indirect causal effects implied by the hierarchical causal ordering of 

variables in the equation, 

The microcomputer program accomplishes this goal by the simple 

expedient of requesting the user to supply Information about the causal 

order of variables In the model, and with this Information calculates a 

series of reduced-form equations from which the total causal effects of 

independent variables are stored in the computer's memory. The 

differences .between the reduced-form coefficients, or total effects, and 

the fully specified, .or direct effect, coefficients are the total Indirect 

causal effects. Algebraic proofs of this relationship have been provided 

by Griliches and Mason (1972) and Wolfle (1983). 

The microcomputer program describod In this paper, PASE: 

Program for Analysis of Structural Equations, was designed to provide 

the causal modeler wl�h all of the usually desired estimates of coefficients 

In recursive causal models. The program is user friendly in that It Is 

Interactive and self-documenting, and requires only a series of option 

selections by the user. The program requires the Input, of a zero-order

correlation matrix from either an existing file or the keyboard. Output 

lncludea all of the usual regreulon coefficients, plus total causal effects 

decomposed Into direct and Indirect causal effects. 

System Regul rementa 

PASE was written for an Apple 11 or Apple 11 Plus microcomputer 

that utlllzes Applesoft BASIC. System configuration must be a minimum 

of 48K RAM, and one disk drive operating on DOS 3.3. The program 

provides support .for, but does not require, a printer for hard-copy 

output. 



______ Equations 

i·The most important advance in' social research methodology in the 

past 15 years has been the introduction (Duncan, 1966) to the social' 

·sciences of causal modeling techniques first worked out over 60 years

ago (Wright, ·1921, 1925). On the one hand, this development has been

important to social theory, for the techniques of causal modeling provide

an explicit link between theory and the equations used to test the

hypothesized relationships. On the other hand,· while the estimation

methods for structural equations implied by causal models are not new,

the techniques have proven to be invaluable aids ·in the interpretation of

social data. One of tho most Important of these interpretative aids in

causal modeling Is the decomposition rof zero-order associations among

variables into various causal components (see Wolfle, 1980).

• A zero-order association may develop for one or all of three

reasons .. The association may bo spurious; that , Is, It can develop 

because two variables, say X and V, are related because they are both 

caused by a prior variable·, Z, or· a sot of Z's, • To the extent that the 

relationship between X and Y Is spurious; that portion Is called a 

noncausal component of ·the ··• zero•order a11ocl1tlon. The remaining 

•· portion of the a11oclatlon 'between X and V Is· causal, and Is called the

total effect. Total effects may In turn be decomposed Into � causal

effects and Indirect causal effects, Direct effects In recursive causal

models are nothing more than partial regreulon coefficients of a variable

regreued on all causes of It. The Indirect causal effect of one variable

on another Is that portion of the total effect that can be traced through

- ,
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causally Intervening variables. Such coefficients, both direct and 

Indirect, can be expressed In either standardized or 1 unstandardized 

(metric) form; the latter are often preferred, because standardized 

coefficients are relatively unstable from sample to sample or . across 

populations (Duncan, 1975; Kim and Mueller, 1976). 

Users of structural equation techniques need to keep in mind, 

however, that tho Interpretations of causal eff�cts are model specific. If 

the causal model Is plausible, the variables within. It credibly ordered 

and accurately measured, then the Interpretations of effects within it are 

plausibl!J, If these conditions are not met, however, then the 

Interpretations based on faulty models are themselves faulty. 

Program Input and Output 

A new computer program written for the Apple microcomputer, 

called PASE (Wolflo, 1982), provides a potentially useful tool for 

estimating hierarchical, recursive causal models. Because such models 

depend upon least�squares estimation procedures, PASE provides all of 

the usual regression coefficients. In addition, PASE provides estimates 

of total causal effects, and decomposes these Into direct and Indirect 

components. 

PASE permits tho Input of new correlation matrices along with 

means and standard deviations. All data matrices can be saved to disk 

for future analyses, The program thus permits either the Input of new 

matrices or the reading of previously saved data. Data matrices can be 

reviewed, corrected, truncated, or expanded to the ma,cimum-slzed 

matrhc (17 variables) analyzable with the 48K memory limits of the 

compiled version of PASE. 
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data' have been input, reviewed· If desired, changed if 
;,Jh " . . . 

b,.1 '.nec;essary, and saved to disk as recommended, the program prompts the

user for the number of equations· In the causal model. The program next' 

asks the user to specify the dependent variable, followed by a list of the 

i, Independent variables. The program next requests the user to specify 

the causal order among the Independent variables. With this Information, 

the program proceeds with the calculation of. all regression coefficients, 

both standardized .and metric, and decomposes these Into direct and 

: Indirect causal components. (If one .desires, the noncausal component of 

an association may be calculated by .the simple expedient of subtracting 

the total causal effect from the zero-order association,) 

The output of PASE has been organized, for easy review. The 

, �utput menu gives the user the option of reviewing the regression 

results, the regresalon ANOVA table,. the .. R-squares among the 

Independent v1rl1blos, . and ,he .,decompoaltlon of· causal effects. If 

desired,. all of theae results may be directed to a printer, 

The regression results Include all metric slopes, beta weights, 

standard errors, and t•ratlos for tho Independent variables, The value 

·:, _of the Intercept and the R•aquare for the regression are 1110 Included,

The ANOVA table lncludos th• uaual regreulon, rHldual, and total 

sums of 1quare1, along with their associated degreea of frHdom and 

mean squares. From thHe the F•ratlo I• calculated, and prHented along 

with the atandard error of estimate and the regroulon R-square, 

The R·squares among the Independent variables may be viewed. A 

high value among these suggests the presence of multicollinearity, which 
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If present causes regression coefficients to be unstable in the face of 

slight changes in the zero-order correlation coefficients (see Gordon, 

1968). In addition, standard errors are often Inflated, and highly' 

correlated Independent vadables often (and Implausibly) have regression 

coefficients of opposite sign (see, for example, Muffo and Coccari, 1982). 

The table of causal decomposition presents the total effect of each 

Independent variable, along with .its direct. effect and total indirect 

causal effect. If there are no Intervening variables between t�e causal 

independent variablo and the caused dependent variable, then the total 

effect Is the direct effect . 

.Au Illustration 

To illustrate the use of PASE, refer to the causal model Illustrated 

In Figure 1. The model Is based on some analyses presented In Duncan, 

Featherman, and Duncan (1972), and the data taken from Duncan (1968). 

Of particular Interest In this model Is the relatlonihlp between ability 

and earnings; what Is tho expected relationship between Intelligence and 

earnings, controlling for social background, educational training, and 

occupational prestige? 

There are three endogenous variables In the model; therefore, 

there are throe equations to be estimated. Focusing attention on the 

equation for earnings, X(l), one would specify upon request by the 

program that variable 1 la dependent. The user wlll then be asked to 

specify the variable numbers of the causes of X(l); therefore, the user 

wlll Input variable numbers 2, 3, 4, 5, and 6, since all other variables 

In the model are hypothesized to cause earnings. 
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Figure 1, Path Df_agram Repres�n�f�g Dependence, of Earnf ngs 
on Status Attainment, Intelligence, and Family Background. 
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The program will next ask the user to identify the causal order of 

the independent variables. In this case, X(4), X(5), and X(6) occur 

simultaneously In a single causal block of exogenous variables. The user 

would th�refore Input • variable numbers 4� ,5, and 6 as constituting the

variables in Block 1 (followed by tho value 99 to terminate the Block 

listing). Educational attainment, X(3), is the single variable in Block 2, 

followed by occupational prestige, X(2), In Bl�ck 3. • With this blocking 

information, the program proceeds with the calculati9n of, the coefficients 

for X(1). 

The regression results for this equation are shown In Table 1. 

These in�icate by examination of tho beta weights that the most 

Important effect of earnings Is tho prestige level of the respondent's 

occupation, X(2). The relative effects of education and Intelligence are 

less than half that of prestige, while the Influence ci ·father's education 

and occupation are statistically Indistinguishable from zero. 

The decompositions of causal effects for this e9uatlon are shown in 

Table 2. Examination of the total causal effects Indicate that 

Intelligence, educational attainment, and occupational prestige all have 

about equal total effects on earnings. The Indirect effects Indicate that 

about half ·of the total effect of education on earnings occurs Indirectly 

through occupation; that Is, those people with higher levels of 

educational attainment not only receive higher earnings ceterls earlbus, 

but also tend to enter occupations of higher prestige which In turn lead 

to higher earnings. 
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Table 1. Regression Results 

Dependent· Variable: 1 

Var. B Beta St.Err 

2 .2625 ' .2625 • .. 0381

3 .1069 � 1069 .0423 

4 .1013 .1013 .0344 

5 .0306 ,0306 .0342 

6 .0183 .0183 .0348 

, Variables: 
1 ■ -I964 earnf ngs,
2 ■ 964 occupation,

, 3 • education, ,,., 
4· ■ "early" 1nte111fence,5 ■ father's educat on, 
6 ■ 'father's occupation.

24 
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6·.8821 

2.5277 

2.9436 

.8958 

.5263 



FROM 

VAR. 4 

VAR. 5 

VAR. 6 

VAR. 3 

VAR. 2 

Table 2. Decomposition of Causal Effects 

(Standardized) 

TOTAL DIRECT INDIRECT 

.2273 .1013 .1261 

,0881 .0306 .0574 

.1032 .0183 .0849 

.2454 •. 1069 .1385 

.2625 .2625 0 

Variables: See Table 1. 
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The same may be said for the effects of intelligence on earnings. 

'1There is a direct causal effect of intelligence on earnings (the higher 

one's intelligence ceteris paribus, the· higher one's earnings), but there' 

is also a set of indirect effects wherein . • people of higher intelligence 

acquire higher levels of education and possess occupations of higher 

prestige, which also have positive effects • on earnings. The combined 

direct and Indirect effects of intelligence make. It equally important to the 

explanation of earnif'!9S as is either education or occupational prestige. 

In sum, PASE not only permits the caus;11I modeler to examine the 

straightforward r�gresslon results, but, further, PASE also allows one 
"<,>J. 

to examine the decomposition of causal effects into their direct and 

indirect components. These latter examinations often prove to be very 
1 l,' 

l!Hful in revealing how causal effects are manifested In the model. 

'Avallablllty of � 

PASE Is available from the author, College of Education, Virginia 

Polytechnic Institute and State University, Blacksburg, Virginia 24061. 

Please enclose one blank 5,2:Hnch, aoft•aoctored floppy disk compatible 

with th• Apple disk operating 1y1tern. A users' guide I• also available; 

to cover duplication coats, please enclose a check In the amount of $1 .00 

made out to VPl&SU College of Education. 

- f 

26 



.. REFERENCES 

Alwin, Duano F., and Hauser, Robert M., "The Decomposition of Effects 
In Path Analysis." American Sociological Review, 1975, 40, 37-47. 

Duncan, Otis Dudley, "Path Analysis: Sociological Examples." American 
Journal of Sociology, 1966, 72, 1-16. 

Duncan, Otis Dudley, ·"Ability and Achievement." Eugenics Quarterly, 
1968, 15, 1-11. 

Duncan, Otis Dudley, Introduction to Structural Equation Models. New 
York: Academic Press, 1975. 

Duncan, Otis Dudley, Featherman, David L., and Duncan, Beverly, 
Socioeconomic Background and Achievement. New York: Seminar 
Press, 1972. 

-

Finney, John M., "Indirect Effects in Path Analysis." • Sociological 
Methods §: Research, 1972, !, 175-186. 

Gordon, Robert A., "Issues In Multiple Regression." American Journal 
of Sociology, 1968, 73, 592-616,' 

Grlllches, Zvl, and Mason, William M., "Education, Income, and 
Ability." Journal gf Political Economy, 1972, 80, S74-S103, 

Kenny, David A., Correlation and Causality. New York: Wiley, 1979. 

Kim, Jae-On, and Mueller, Charles W., ''Standardized and 
Unstandardized Coefficients In Causal Analysis: An Expository Note," 
Soclologlcal Methods !: Reso3rch, 1976, �. 423-438. 

Muffo, John A., and Coccarl, Ronald L., "Predictors of Outside 
Fundlnsi for Research Among AASCU Institutions." Research !!!. 
Higher Education, 1982, 1§, 71 ·80. 

Wolfle, Lee M., "Strategies of Path Analysls." American Educational 
Research Journal, 1980, !l, 183-209. 

Wolfle, Lee M., "PASE: Program for Analysls of Structural Equations." 
Behavior Research Methods !: Instrumentation, 1962, H, 548-550. 

Wolfle, Lee M., "A Method for Estimating Indirect Effects In Path 
Analysis." Multiple Linear Regression Viewpoints, 1963 (in press). 

Wright, Sewell, "Correlation and Causation." Journal of Agricultural 
Research, 1921, 20, 557-565. 

27 



Wright, Sewell, Corn � � Correlations . •  Washington, O.C.: • U.S.
. . . Department of Agriculture Bulletin 1300, 1925. 

• • 

28 



Ji..uri..r. i..i.�r.AK Kt;uRESSION VIEWPOINTS 

11ume 13, Number 1 Spring 1984 

> ,:, <' J' 

COMPAF,llSON OF PROCEDURES 

FOR TESTING THE HYPOTHESIS 

OF A DIFFERENCE BETWEEN r-1 AND r 2 

JSING INDEPENDENT AND DEPENDENT SAMPLES 

Kenneth C. Hoedt, laadore Newman and Gayle A. Seymour 

The Unlveralty of Akron 

Introduction 

Completion of correlation studies may require that the 

researcher test for significant differences between two inde­

pendent correlations and/or between two dependent correla-, • ' ' 

tions. Solutions to the former problem may be found in many 

basic statistics books (Tate, 1965; McCall, 1970; Dayton, 

19J1; Minium, 1978). Procedure� to test for a significant 

difforence between dependent corretations have also been 

reported (Glass and Stanley, 1970; Hinkle, Wiersma and Jurs, 

1979). Minium (1978) reported that there was no entirely 

satisfactory test ·of the difference betwee� correlations from 

dependent samp�es, but it is not known whether he was famil­

iar with the procedure presented by Hinkle, Wiersma and Jurs 

in 1979. 
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. ,, ,' .. 

: ..• • . •.· .· . 1 •
• 

.,Ne�man . ,,sugge�J;ed ... that differences between correla-
. " .. • )·:�r.\'� ... ��-·;t . .?�f

r

c.y. !·.�J .::\:} .. :� ,} .t.,.·� !��•,; ;,.:' • , •: , ,. • :·"::'- f ,: ·,� • ,
� tions from both dependent and independent universes could be 

tested}�� signiiicanc� using muliiple linear �egression 

(MLR). This application of the use of MLR had.not been �re­

viously demonstrated. While testing for a difference betweer 
' . 

�- of independent universes appeared to be relatively 

uncomplicated using MLR, such was not the case when the test 

was applied to data from dependent universes. In the latter 

case re'peated measurers were _made, hence it was necessary to 
:''.'. 

include Person V�ctors in the statistical models developed. 

Peddhazur, 1977 reported a procedure for inclusion of 

Person Vectors in MLR models, but no analogue procedure was 

given when the dependent variable was dichotomous. _This 

paper presents such an anaiogue procedure and demonstrates 

its appropriateness. 
,: 

Results of using the procedure reported by Minium, 

1978 to test tor a signiticant ditterence between r and 
1 

r using independent eamples and the procedurea reported 
2 

• � 

by Glass and Stanley, 1970, and by Hinkle, Wiorema and Jurs, 

19.79 • tor testing the difference between r an'd r 
1 2 

using dependent samples were compared to results using the 

general MLR approach 1uggested below. Study of the outcome 

for the independent sample oase was based upon a Monte Carlo 

approach in which 100 pairs of samples of 30 subjects each 

were taken from the Coleman Data Bank. The criterion vari-

Newman made the suggestion in planning the present paper. 
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was sex (Y) and the predictor variables were.GPA 
' r  

(X ) and reading a.chievement (X ) . In the dependent 
1 2 

case the same variables were used, but the subjects in sample 

1 were the same subjects as those in sample 2. Using a Monte 

Carlo procedure, 100 samples of 60 subjects each �ere created 

from the Coleman Data Bank. When these subjects were con­

sidered to be in sample 1, a correlaiion (r) was calcu-
1 

lated between GPA and sex. When the same subjects were in 

sample 2 a c6rrelati�n (r) was cal6ulated betweeri read-
2 

ing achievement and sex. 

Comparison of Minium•s Suggestion (z test) to MLR for 

Testing H
0

: r
1
- r

2 
= O, HA: r

1 
- r

2 
/: o, cl= .OS for Inde­

pendent Sample Data. 

Using a Monte Carlo procedure 100 pairs of independent 

Correlations (r and r ) were run 
,· 2 

samples were drawn. 

between sex (Y) and 

achievement (X ). 

GPA (X) and sex (Y) and reading 
1 

To determine if there was a significant 
2 

difference between r 
1 

following formula was 

For-mula One: 

z : 

and r using the z test the 
, 2  

applied: 

Fisher's z equivalents were used rather than r valu�s 

because the sampling distribution of th� r values is likely 

to be skewed. Values of z obtained for the 100 pairs of 
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in Table 1. Inspection of the z scores 

indicates that o�ly two reached a magnitude greater than 

;.;f 1. 96. ,JZT�ice the 'null hypothesi� was rejected' with alpha

set at the .05 level.

To determine if there was a significant difference be-

tween r and r with the same data using MLR, vari-
1 2 

ables X ' X and Y were transformed into standard 
2 

scores to obtain common units of measurement. Using the 

following regression models, the hypothesis H: a= a 
o 1 .. 2

(where a and a are partial re�ression weights) ,was
2 

tested. 

Full 

1' 
= 

Model 1

81 ¼+ '2 \2 't- Fi 

VS Restricted Model 2 

(In
. 
standard score form z

Y1 
represents sex, z

x,
. represents

G
1
PA, z

x2 
r�

:
presents re�ding achievement �nd z

x3 
represonts

the �rediotor sooro regardless of whether tho person oamo 

fro� sample 1 (s
1

) or sample 2 (s
2);zx3 • zx1 +

zx2; a represents the common slope for a and a .)
3 1 2 
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Full Model 1 
Model 1 

s, 

$2 

Restricted Model 2 

Model 2 

s 1

zy= a1zx1 
+ a2zx2 

+ El
z y 11

z X 1 l 
0

z y12
z x12

0 

z Y130 
z X230

0 

----------------------

z y11 
0

z y12 
0

z Y130 
0

Restriction: 

z = y 

zy11
Zy12

a3zx3

z x11
zx1 2

z x21
zx2 -

2 

z -X230 

a1 =, a2
·

+ E2

-----------------------

33 



Testing Model against Model 2 will .determine if 

a -J. a •• The testing of Model 1 against Model 2 
1 2 

should give the same results as one would get by using 

formula one, the� test. 

Reported in Table 1 are F values obtained by testing 

Model 1 against Model 2 for the 100 pairs of samples drawn 

(F critical for df1 •= 1, df2-= 28, C\ = .05 = 3.34).

-Only four of the F values comput�d when testing Model 

1 against Model 2 exceeded the criticai -�alue or for this 

problem four times in a hundred a null hypothesis was 

rejected when alpha was set.at .05 .. 

When the z and F soores in Table 1 were compare�, it 

was found that in 98 percent of.the cases.the same �onclu�ion 

would have been drawn regarding t�e hypothesis 
t , 

H: r - r • O. For two or the oases !n whioh 
o 1 2

the F scores oxcooded the oritioal value, this was also true

of the z soores. Examination of oases 44 and 80 show tho F

scores exceeded the critical magnitude while the z soores

narrowly tailed to reach signitioanoo. (Critical z = 1.96,

observed z scores were 1,88 and 1.86 respaotivaly.)

- f 
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Table· 1 

Comparison Data for Independent Samples Testing the 
Hypothesis that r1-r2= 0 Using MLR Vs 

Z Test 

Sample R12 R13 F i
z 

1 -. 0382 -.1445 .2275 .3906 

2 .1097 -.0822 1.0266 .7051 

3 .1659 .2998 .0562 -.4921 

4 -.1066 -.0515 .0213 -.2024 

5 .2092 • 1476 .0341 .2264 

6 -.2958 -.2087 ', .2870 -.3202 

7 -.2195 -.2314 .0277 .0439 

8 .1568 .1993 ·.0014 -.:1563 

9 -.0877 -.3084 .0018 .8110 

10 .2246 -.4637 7.8551 2.5292 

11 -.0876 .0219 .2493 -.4023 

12 -.3S48 -.0749 .8628 -1.028S

13 • • 0987 .1,240 .0018 -.0932

14 -.20S3 .0243 • 7295 -. 8433

15 -.143S -.1563 .007S .0473

16 -. 0480 .1629 .5986 -. 7749

17 .0000 -.178S .6556 .6557

18 -.2496 .0925 1.8128 -1 .2S70

19 .1861 -.0689 .8114 .9370

20 -.1435 -.1249 .0067 -.0682
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21 

. 22 

23 

24 

25 

26 

·. 21

28 

29 

30 
"' 

31 

32 
" 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

Riz 

-.2176 

.0697 

:1512 

·-.4703

.0205

.:..u.61

.0474
. .  

-,.0955

�1499 

""'.,2011 

.0724 

·.,;,..2312
I 

-.3727

-.0693

-.1826

.2586 

.0553 

-.1205 

-.1014 

-.1141 

-.0957 

,1683 

r Table 
• (Continued)

:),{'•::· 1, ·., 

•· '. Ri3

-•. 3741 

�-0965 

.:..0695 

-.2006 

-�436

-.3024 

.. ,-.0715 
\ f'. • .. • ' ,., ,, 

i"".•2009 

! .0943

.• 0636

... 2793 

·• 

: ... ·.3729 . 

-.1552 

• l,093

-�1275

-.3983

.1837

-.1058

-.1708

-.0091

• 0036

-,1274

F z 

.2903 .5749 'i 
... 

.3642 .6106 

.7133 .8108 .. 

1.6368 -.9910 t

.2862 
.j 

-.4523 i 
,} 

:3117 .6844 i.,
.1613 .4369 .j 

..2045 .3874 

.• 0608 .2045 :: 

.1.0676 -.9725 '. 

1.9379 1.2923 ! .. 
, .1464 .49841 

.9003 -. 7990 ! 

.4751 -.6564 -� 
:i 

.1153 -.2021 

7.2476 2 .4136 

.7674 -.4716 

.0764 -.0540 

.• 0305 .2550 

.0876 -.3857 

.2218 -.3650 

1.4081 1.0867 



:nple 

14 

ts 

16 

t7 

19 

,0 

,1 

,5 

,8 

,9 

,0 

,1 

;2 

.0874 

-.2835 

.0879 

--.2411 

.0388 

-.0666 

-.1985 

-.1084 

<1156 

-.290S 

-.2900 
�> h .• �, � 

,. -.0976 :,. ::·'. . . '� . 

!,J ' t ';i • :1 �··\'?il't':,. ' 

.-.3273 

-.0844 

-.1926 

.0219 

-.2871 

-.4133 

.2297 

-.2553 

.0067 

(C�ntinued) 

.2461 

.2293 

-.2377 

-.0628 

.1021 

-.1132 

.0159 

.3008 

-•. 2217

-.3968 

-.3334 
. , 

.0574 

.0132 

-.3070 

-.1973 

.2391 

-.2601 

-.2789 

.0214 

-.0265 

-.0732 

37 

F 

.7123 

4.6929 

1.8545 

.6567 

.0292 

.0020 

.6105 

2.1849 

.0206 

.3242 

· .0202
·' .

.3046

1.6870 

.9242 

.2412 

1.3448 

.0793 

.2876 

.5132 

.4226 

-.583.0

-1.8841

1.1964

-.6553

-.2326

.1710 

-.7879 

-1.5033

.1692

.3905 

.1592 

.-.5696 

-1.2s10

.8181

.0175 

-.7980 

-.0992 

-.4938 

.7654 

-. 8410 

.2935 



;f:.;;:;;sar\-iple · -·�:,, ....... · 

'.i,., ... 
,/• 

,,.• ., 

,,,,:._,.., 

64 

65 

66 

· 67·' 

· 68

69

70

·71

72

73

74

75 

76 

17 

78 

79 

80 

81 

82 

83 

84 

- f 

..,.,,YI,,,,,.�"'"''''" 

- .... R12

-.1030 

-.1915 

-�2034

-.1258 

-.3065 

-.0125 

-.2968 

-.1137 

-�2050

• ... 0795

,;/ .2◄◄0

.1383
' !� ' '. 

.0074

.0569

-,2532

-.1658

-,3158

-.2261

-.2011

-,0156

-.1663

&If .. ,.,,,, \ ' •,; ., ... ·� •• ,,, l'.'.>,Table ·1·
(Continued) 

R13 F · z

-.1145 .0104 .0424 

-. 0339 .6764 -.5789 

-.1349 �0401 -.2517 

-.2431 .0679 .4310 

-.1268 · ·.3624 -.6604 

-.1422 .2748 .4766 

.1366 2.6689 -1 .. 5924

-.1915 .0614 .2859

-.1759 .0064 -�1069

• : .• 0732 .2265 -.'5611 

-.2026 2.7359 1.6410 

-.0037 .3197 .5215 

-.0249 .0156 .1189 

.0548 ,0231 .0079 

-.3867 ,4696 .4907 

,1182 .8270 -1,0434

.1903 3.7560 -1,8594

• 0801 1.5966 -1.1251

-.0749 ,2890 -.4638

,0234 .0150 -.1433

-.0888 ,1434 -.2845



mple 

JS 

l6 

17 

18 

9 

0 

1 

2 

3 

4 

s 

6 

1 

'l 

() 

2_: 

Table 1 
(Continued) 

R12 R13 F z 

-.1278 .1714 .9152 -1.0993

-.1424 -.0176 .0748 -.4583

-.3278 .1275 3. 1805 -1.6732

-.0852 .0105 .1551 -.3515

-.1290 -.0545 .1322 -.2736

-.0962 -.0521 .0419 -.1620

.0666 -.0978, .3745 .6041 

-.1241 -.3654 .6108 .8869 

.0000 -.1096 .7583 .4025 

-.2129 .0429 .7594 -.9398 

' 

-.3984 .0154 1.8932 -l.S204
, ' 

.0182 .1301 .0856 -.4111

.0736 .0088 .0604 .2383 

-.2708 -.0433 1 .1240 -.8360 

• 0142 -.1267 .3515 .5177 

-.0968 -.1105 .0084 .0506 

"" 

The rand Z values for the 100 samples were in agreement 98% of the 
Umo. Data for sample 44 and 80 showed the r with 1 and 28 df to be 
signHicant while the Z value narrowly fail to be significant. Critical 
value of F was 3.34. 
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• ,l' • 

of the Glass and Stanley Procedure (z test) to the 

-Hinkle; Wiersma and Jurs Procedure (t test) to the Newman Proce.

dure (M�R) in Testing the Hypothesis H
0

: r1 � r2 = O,

.. HA r1 - r
2 

, 0 d = .05 for Dependent Sample Data.

Method for Study Two 

Solution to t.he problem 'or testing for ·a significant 

.difference between r and r when dependent samples 
1 2 

are used must take into account the lack of orthogonality by 

including the degree of co-variance between the two samples 

in the error term of the test. Results of" solving this prob­

lem using the three procedures referred to will be reported 

befOW. 
. . 

A Monte Carlo procedure was used to draw 100 pairs of 
' '  ' '  

dependent samples. Correlati�ns were run between similar 

predictor (X) and criterion (Y) variables in eaoh sample 

(r and r ). The criterion variable (Y) was the 
1 2 

dichotomous variable sex. Pro�iotor variables wore OPA 

(X ) and readins aohiovement'cx ). All data were 
1 2 

obtained from the Coleman Data Bank. 

Formula 

by Glass and 

Formula 2

- I; 

2, presented below, 

Stanley, 1970. 

z • 

2 2 ( 1-r xy
) + ( 1

40 

is 

( 1 

the solution 

N( 'icy - �2 )

r2 )2
xz 2r3 

yz
2 

- r xy - 'icz 

sugsested 

- (2r -yz 
2 

r yz )

rxl'x



Inspection of z scores obtained using Formula 2 and re­

ported in Table 2 indicate that two of the 100 tests reached 

the critical value of 1.96. Thus, in only two oases was the 

null hypothesis rejected. 

Formula 3 presented below is the solution suggested by 

Hinkle, Wiersma and Jurs, 1979 . 

Formula 3 (r - rx
; 

) • f/cn � 3
) 

( 1 + ·rrz )t xi = 

v. 2(1 2 r xy -

2 r xz -

2 r yz + 2rxy rxz ryz)

Inspection of t scores obtained by using Formula 3 and 

reported in Table 2 indicates that two ot the 100 tests 

reached the critical value of 2.00 with df = 57- Thus, in 

only two oases was the riull hypothesis rejected . 

. The HLR procedure used to test for a significant dif­

ference between r and r obtained from dependent 
1 ' 2 

samples involved t�e transformation of predictor and 

criterion variables into standard scores in order to obtain 

common units of measurements. The hypothesis that 

H: a • a • a (a represents the common slope
) 

was 
0 1 2 3 3 

tested by comparing the amount or variance aooounted for by 

the following regression models. 

partial regression weights. 

Pull Model 3 VS 

Theoretical Models 3 and 4 

Values a , a ,a are
1 2 3 

Restricted Model 4 

zy = a, zx, + a2zx2+ a4P1 + • • • + a60P63 + E3 
vs 

zy= a3zx3 + a4P1 + •••• a63P60+ E4

41 



, ;tfeddhazur 's conceptual approach for Models, 3 and 4 where 

.smali ps are collapsed and designated as a large P. (See 

Peddhazur, 1977; Williams, 1977.) • 

(In standard score form z 
1 

represents GPA in sample 1 (s ) 
, . X 1 

zx2 represents reading ac_h.;l.evement for the same persons in

· sample. 2 ( s·' >)', · z 
3 

represents ,.the predictor score regardless I
2 . X . .  .. , . , .· 

• 

if the score oafue from1 sample 1 or 2; z \3 . . X 

represjnts.the oriterion;vi�iable�ex; a 

= zxl + zx2 and zy
is a partial

' ' ,' 4 
regression weight'; Pa,_,reprf!sent ;Person vectors used to 

' '  

aocount'for the oo-varianoe betwee�.the two d�pendent 

samples; a represents the common slope for tho partial 
3 ' '' '' ' ' '' 

'
'' ' 

regression weights .. a and a �) , ,.:- , 
•·• .. ,: ,'r 1' 2 

Below is •.�imulatod numerical example to explain the 

procedure. 

Full Model

Model 

Sub. 

s1 

- If 

3 

3 z
y 

• 

1 1 

2 1 

3 0 

4 0 

•1 zx1 + •2z
x2 + •4 p + E

3 

1 0 2.5 

.5 0 1.2 

-.3 0 -.5 

.1 0 1.6 
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Sub. 1 0 0 1.5 2.5 

2 0 0 -7 1.2 

s2 3 1 0 -.2 -.5 

4 1 0 .9 1.6 

---------------------------------------- · --

Restricted Model 4

Restriction a, = a2 = a3 

Model 4 zy = a3zx3 + a
4 

p + E
4 

Sub. 1 1 1 2.5 

2 1 .5 1.2 

s
, 

3 0 -�3 .... 5 

4 0 '. 7 1.6 

Sub. 1 0 1.5 2.5 

2· 0 .1 1.2 

1!1
2 

3 1 -.2 -.5 

4 ' "' ·1 ' ,,, .9 1.6 

Attention is directed to the procedure used to develop the 

porson voctors. Model 3 represents the prediction or sex (zy)

by tho standardized GPA (zx1 >, the standardized reading

achievement score ( zx2> and a composite person vector (P). In

the simulated model there are rour subjects, two males and two 
' females, each of whom is measured twice; once on GPA and once 

on reading achievement. The person vector is then computed 

by adding the GPA score of subject 1 to the reading 

43 



�cor� 6f subject 1; which in the simulated case 

2.5. Similarly for subject 2 one adds GPA to read­

ing achievement and places the total 1.2 in the two 

positions of the person vector repres�nting su�ject 2. 

This procedure is repeated until all persons are repre­

sented by a person vector, thus accounting for the co­

variance between the dependent samples. 

Results for Study Two

Reported in Table 2 are F values obtained by testing 

Model 3 against Model 4 for the 100 samples drawn (F 

critical for df1 = 2, df2 = 57, 0\ - .05 is 3.17). Only

two of the F values computed exceeded the critical value. 

Thus, for only two cases was the null hypothesis rejected 

with alpha set.at .05. 
' ''.'{ 

When the z, t and F scores reported in Table 2 were 

compared, it was found that for the same two oases (58 and 

62) the z, t and F test results were sisnificant. It is,

therefore, apparent that there was 100 percent asree�ent 

amons the three procedures used. 

Conclusion 

To tho extent that the approaches suggested by 

Minium, 1978; Glass and Stanley, 1970; Hinkle, Wiorsma nnd 

Jurs, 1979 are v�lid, the use of multiple linonr regression 

has been demonstrated to be a viable procedure for testing 

for a significant difference between r and r with both 
1 2 

dependent and independent data. Results using MLR were in 
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Table 2 

Comparison Data for Dependent Samples Testing the 
Hypothesis that r1-r2= 0 Using MLR (F) 

. Vs the Z Test Vs the t Test 

• Sample . R12 R13 R23 F z t 

l ·-.1081 -.1019 -.5947 .0141 -. 0273 -.0271 

2 -.0049 -.0730 -.4437 .0600 .3109 .3033 

3 -.0685 -.1147 -.4848 .0200 .2094 .2059 

4 -.2429 .1196 -.4731 2 .0612 -1.7047 -1.6438

5 -.0427 -.1308 -.3334 .1386 .4213 .4125

6 -.2337 -.0451 -.5143 .5423 -.8629 -.8587

7 -.1578 -.1723 -.4318 .0002 • 0680 .0680 

8 -.1443 -.0763 -.4686 .1262 -.3113 -.3071 

9 -:1229 -.2118 -.4150 .1868 .4203 .4201 .. 
, '  :·:: 

10 -.0698 -.1742 -.5636 ,0899 .4648 .4625 
·' . � ' ., 

11 · .0388 -.2175 -.5485 • .9222 1.1573 1.1320 

12 -.2294 .1421 -.5152 2.1572 -1. 7221 -1.6S58

13 -.0391 -.0373 • 1
5848 .0003 -.0080 -.0078

14 -.2290 -.0820 -.0279 ,1535 -.8143 -.7983

15 -. 0909 -.0583 -.5034 .0285 -.1466 -.1438

16 -,0975 -,1126 -.3899 • 0074 .0709 .0697

17 -.1112 -.0005 -.4717 .2554 -.4666 -.4559

18 -.0344 .0036 -.4687 .0137 -.1719 -.1675

19 • 0208 -.0351 -.6242 .04�9 .2406 .2344 



Sample • ·1i,· 

20 

21 

22 

23 

24 

25 

26 

2.7 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

R12

;;..1637 

• -. 1286

.1160

-.1486

-.0933

-.1714

.'1634

-.1369

.0417

.0000

.0378

-.1102

... 1122

· -.1519

- f 

-.1304

.1613

-�2672

-.1817

-.2039

-.1299

.0268 

Table 2 

(Continued) 

R13
. 

R23

.0648. -.6433 

-.0124 -.5309 

-.1413 -.3697 

-.2208 -.3999 

.0405 -.5993 

.0376 -.5277 

-.1349 .:..5247 

0 0733 -.2734 

-.1020 -.4548. 

-.0934 - •. 3753

.2072 -.3869

.2080 -.4317,

.0247 -.3253

.0089 -,,5131

.1154 -.5743

-.2518 -.5863

.1156 -.4620

.1420 - • 64 88

-.2760 -.3791

-, 1480 -,3844

-.2342 -.4445

f 

F z 

.6383 -.9927 -.9661 

.1273 -.5187 -.5079 

.9576 1.2280 1.1886 

.1420 .3449 .3464 

• .2844 -.5828 -.5674 

.5597 -.9417 -.9184 

11.2434 l.3573 ' 1.3096

'"'.6172 -1.0346 :-1.0046

.2704 ·.6571 .639S 

.0726 .43i31 .4273 

.4074 -.8049 -.7919. 
! 

1.5068 -1.5030 -1.4518 t

.3005 -.6559 -.6389 

.2809 . -. 7245 -. 7084 •. 

.8748 -1.0910 -1.0559

2,4361 1.8883 1.8093 

2 .2825 -1.8183 -1.7541

1.5265 -1.4215 -1.3691

.3468 .3548 .3639 

.0000 .00ss .0849 

1.0715 1.2244 1.1973 



(Cont1n'ued) 

Sample R12 R13 R23 F z t 

41 -.0862 .0675 -.5479 .3316 .6814 -.6624 

42 .-.1134 -.1388 -.3589 .0068 .1214 .1197 

43 -.1972 -.0269 -.5492 .4731 .7643 .7557 

44 .0722 -.1105 -.4592 .5056 .8365 .8126 

45 .1039 -.0568 -.4406 �3424 .7391 .7186 

46 -.1462 .0208 -.5723 .3459 .;.. 7379 -.7210 

47 -.1396 .0224 -.4709 .3753 -.7395 -.7212 

48 -.1728 -.1842 -.6266 �0000 .0502 • 0521

49 -.1147 -.0868 -.5359 .0033 -.1245 .-.1230 

so .0794 .• 0287 -.5166 .0303 .2263 .2212 

51 ;..0849' / ... ·.01a9 -.3848 .0007 :.0200 -.0274 
.: , •.,,; 

52 -.1164 
:·,·:ri?J':.' •·

'

-.4168 .ooes :.. 0591 -.0582 • • , -.1037
,.I• 

53 -.1752 -.0219 -.5276 .2925 -.6898 -.6789 

54 -.2124 -.0444 -.4226 .4027 -;7889 -.7785 

55 .0896 -.0502 -.3565 .2s·55 .6618 .6439 

56 .1172 -.2122 -.5267 1.5152 1. S087 1.4563 

57 -.1864 .1915 -.6415 2.0257 -1.6806 -1 .6098

58 -.4106 • 0709 -.4124 4.1282 -2.4361 -2.3888

59 -. 0425 -.0898 -.3059 • 0451 .2278 .2226

60 .0822 -.1186 -.5032 .6037 .9077 .8809 

61 -.2270 .0985 -.3751 1.5038 -1.5736 -1.5216 ., •. •.: � .  ' ' 

62 -.1543 .3160 -.6016 3. 6 02 8 -2.1797 -2. 0931 ' �- •• J, 
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•·c . •.•• •• '.
'.
Ii! 

Sample'·· R12

63 .0251 

.. 64 -.2392 

65 .-.2249 

66 -.1786 

67 -.1096 

68 -.0522 

69 -.1247 

79 .0057 

71 -.1623 

72. -.1065

. 73 ; ·.0209

74 -.2765

?'�. ·;.1378
. ',

J 

,. � ' 

76 .. •· . -.,0664 

77 -.1462 

. 78 -.2009 

79 -.0960 

80 -.1449 

81 -.1217 

82 -.0315 

' .  83 -.1265 
' .  

84 -.1069 

R13

-.1084 

-.0005 

-.2041 

-.0302 

.1093 

.0362 

.1739 

-.1372 

.1125 

-.1328 

.. : .0120 

-.0479 

-.0768 
. . ,., , 

�.1420 

-.1286 

-.0959 
·'

-.2412 

.0812 

-.1347 

-.2108 

•• 0388

.1276 

. Table 2

(Continued) 

R23

-.4283 

-.3373 

-.4498 

.:..2974 

-.3481 

-.4824 

-.3957 

-.6823 

-.3261 

-.4727 

-.4677 

-.3575 

-.3822 
·, . . 

-.3096 

-.3292 

-. 5044 

-.2796 

-.4936 

-.4893 

-.5069 

-.4502 

-.5317 

F z t 

.2451 .6155 .5996 

.3583 -.7738 -.7665 

.0027 -.0986 -.1010 

.4226 -.7250 -.7099 

.6796 -1.0474 -1.0157
�

.1157 -.3990 -.3885 ' 
i 

J.�3316 -1.4216 -1.3729

.3335 .6094 .5983

1.0284 -1.3374 -1.2939

I
.0680 .1202 .1190

·.0018 .0405 .0395 
. .

.5527 -1.1157 -1.1045

l.7065 l.�143 .9844
• : < "

.. . .  

·, 

.�457 .3661 .3591 il 

·1.0466 -.0050 -.0840

, .3175 -.4.800 -.4800

.1335 .7244 .7171

.7979 -1.0293 -.9905

.0955 • 0591 .0587 

.3846 .8179 .8087 

.4362 -.7589 -.7388 

1.4378 -1.4325 -1.3818



Table 2 

(Continued) 

Sample R12 R13 R23 F z t 

85 -.1404 .0383 -.6209 .5040 - • 7773 -.7583 

86 -.1376 -.0578 -.4992 .1262 -.3607 -.3552 

87 -.2128 .1423 -.4939 1.7676 -1.6518 -1.5890

88 -.1787 -.0716 -. 5486 • 0233 -.4796 -.4772

89 -.0400 -.0773 -.6466 .0179 .1600 .1570 

90 -. 0700 • 0425 -.5035 .1760 -.5043 -.4909 

91 -.0341 -.2049 -.5194 .3524 • 7750 .7667 

92 -. 0233 -.2465 -.4014 1 • 0884 1. 0644 1. 04 87

93 -.0624 -.0942 -.3143 .0317 .1524 .1491 

94 .1593 -.0670 -.5301 .7893 1.0181 .9892 

95 -.15 82 -.1596 -.3849 .0001 .0067 • 0067

96 .0196 -.3220 -.6075 2.6945 1,5569 1,5625 

97 -.2074 ,0764 -,4796 1,1570 -1.3129 -1.2740

98 -,0962 -.0658 -.5215 • 0722 -.1357 -.1334

99 -.1564 ,0108 -.5323 ,3164 -.7495 -.7332

100 -. 24 81 ,0265 -.4969 ,9063 -1 ,2694 -1,2449

Noto: The F, Z and t values for the 100 samples were in aqreement 100% of 
the time, Degrees of freedom for the F and t values were F1• 2,
F2• 57 and dft• 57. The critical value of F was 3 .17 for t 1t was
2.00. 
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98 percent agreement with the procedure suggested by Minium 
• ,-4, 

(1978) for dependent data. For the two cases (44 and 80) 

where the MLR results did not agree with the more tradi-
'" 

ti�nal procedure, the observed values just missed reaching 

the critical level, 1.88 and 1.86 respectively. When data 

l 
,, 

' 
' 

1 
, ',\l 

/j 

i 

j 
j 

from dependent samples.were evaluated, there was 100 percent. 

agreement among the procedu�es suggested by Glass and 

Stanley, 1970 (z test); Hinkle, Wiersma and Jurs, 1979 

( t-test); and Newman ( ML_R). 

The similarity in the results 'tends to support the use 

of all proce�ures tested_. The writers, however, found the 

traditi6nal tests 1(z and t) to be more cumbersome when a
,. 

oompute� program .for testing general linear models was 

available. In addition to the pragmatio oonsideration, a 
· i ,,,'. 

pedagogioal advantage seems ,to 'exist when ·using HLR. 
·, 

Teaohing students how to use tho general linear model permits

them to oonoeptualize more olearly what they are doing.

This would be espooi�lly true tor more naive students tor

whom appl.ication of the traditional models may be based

entirely upon what appears to be unrealted statistical pro-

ceduros. 

i 
i 

For the more sophisticated individual, MLR faoili- i

tates expression of the research question of interest in 

terms of general linear models without having to worry about 

a speoifio procedure to use for that particular problem. 
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Further, it is the belief of the authors that the 

general linear model approach to testing hypotheses is more 

apt to increase the ability of the researchers to ask ques­

tions that are of most specific interest to them; reducing . 

the likelihood of their making a Type VI Error, Newman, I.; 

Deitchman, R.; Burkholder, J.; Sanders, P.; and Ervin, L. 

(1976} and Roll, S.; Hoedt, K.; and Newman, I. (1979). A 

Type VI Error is the inconsistency between the research 

question of interest and the statistical model being 

applied. 
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lBSTBACT 

(f-

A aultiple regression method is presented f or comp aring 

This technique, which 

has been referred to as judgment analysis or policy 

capturing� is "described for judg111ent.s of tvo nurses. In the 

example presented, judgments. of future infant performance 

vere derived from the nurse's scoring of infants• b ehavior 

on the Brazelton Neon atal Behavioral Assessment Scale. 

Brazelton dimension scores served as predictors of future 

performance in a test of differences between the policies 

(criteria) of the two ·nurse�raters •• , ' • sa mple data 111 ustrate 

the technique but do not constitute a direct test of the 

data since the two nurse•s ratings vere actually on two 

different sets of infants. If the ratings had been on the 
. ., 

same b�bies or identical samples of babies, the technique 

would have revealed, ti�at, that the two nurses based their
; •/ 

judgments primarily on ono Drazelton dime nsion, interactive 

proceaaea: and second ,1 that one ·nurse consistentl y rated the 

b�bies' future �orforaance at a higher 10vel than aid the 
, . , r· ·, 

other nurso. Thia t�chnlgue has potontial application to 

•v�lultl�n of rating criteria for training ot ob�arvera or

ju�ges and in othor problem solv ing nroas such as conflict

rosolutlon.
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i' '• ' • ' 't O·\ f' ''.','> " '.'�- · ;�'· "'l' ,tj'{d�.�- �l ,.� 

Subjecdve predictions of progress and obje'i:ti.v�• 
! . :,•; r • '; � 1 

-� ::-:·; 2 , ,, .- ::. -•', ,.: <- ... , :: .., 1:.: ,_ • ;_ .. i' (·: t t'·") i':xo 
assessments ·of· behavior are freguen tly required in .aany. 

programs and 
{ ' ' ' ,", ,, . ,, ·; , ·j ' .:' .t j f 

projects� Consistency and accuracy of these 

observati�ns are : �mportant issues the 

judglilents of different individuals or policies') in relation 

co patterns of attributes 

1983) • When assessing these judg•ents several questions

often arise, for example, which of the nany observations 

contributed the most ·to tha overall judgment? 

importantly, if aore than one observer is involved, 

Or, more 

e ' •.,.) 
extent did the raters rely on the same criteria as the basis 

Eor their pred�cti�ns. 

This" paper presents' a i_�e�J�al ' stati�U�ii I �ethod 
1
, 5i'or

1

'' 

::omparing the observ�tion� '��cl ,,d�tani�i�c/ \ i�e b����' �.f th�
t 

judgments of tvo i�di,vld,14ls. , Th� , method is appUed to

nbservAtions on the current status and judgments of fucure 

r.apabilides ot newborn infants. : The observations were made

uy two nurn.-s I J,n t lut proceu of coo:luc:ting the Brazelton

1eonatal Deh,vioral Aaaessaent Scale, BMBAS, (Brazelton,

197J). JU(!:J:il/lr,t of the inhnt•a futuro �tfor11anc:e was 1ude

,ftot compl�ti�n of the DNDAS assessment. To illuatrnte the

u�tho1, tho narce•s jud1meot a aro treated aR it they vere

rJting the ,4mo inf4nts. the tvo rntnr•• judgments aro then

:ompllt·od ln terma of the r011ression weights assoc:i4ted vitb

ilN!lAS dlnurn�ion scores (Als, Tronick, Lestor r. Brazelton ,

197"') ,terl.ved from tbo origina 1 BNOAS obsf'rvations. 

;cores represent the following dimensions: 1.
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.I?.!:2£!.llQ.§: capacity to respond to. social st.i11uli through 
·:; ":;_1' � ',' 'I. ,, ·"· • ·;.' 

orientation, cuddling and consoling; 2. �oso;i� processe�:
l 

, 
; '.,· JI-'�_- ··1:. ;: ·1 :: .. 

ability to maintain good tone, control aotor behavior and•• J,i ' ' ' 
• ' / ·., 

in�7grate ,acdons: 3. Qrnll.llilismal processi§: ability to

modulat.e st.ates of consciou3ness in interactions with the
' ' . 

�nvironment primarily by shu�ting out aversive sti■uli; and •• • 'i ". - , 1 .,,� "i " 

stability in response 

to stress. Dimensions 1-3 are scored as follows: . 1 for,, 
good, 2 for average; ana 3 for vorrisoae or deficient 

performa nee. t>i11ension 4 is coded ..either l (good) or 
•.'i 

(bad) • 
• i', ''i 

! {•, "" ..... :,;;,: "
!, 

.... _ ,. �)f i� ,': 

The·, general 111odel use.l as a basis for tanalysis of degree 

of rater sldlarity is a · multiple linear re9ression using 
:".,�,:.:,. �-r�����-1:ii-:•\, ,.;_,,,,,._):t. ·,_ c-.� ;� •,;. c-.,.,,'.·1:.A;_.- j .l�.7t�_.-.,� !_ • :, .,., 

least-squares estimation of tha,ragrP.ssion veights,
, ti-l!' :t;:� f�f1�·:i 1

:1 , , ,." •,'1·: .'! fJrr . ,.' : . , • 

where.w
1

, "a·•. an'a v, ••• wk �.re,�ea.st sgu,ar:es weights that 
S 1,;:.l, '., fH• , . J , ,_ , ,, '1 

minialie tho Rgu�red errorft in E. u 1• a v•ctor of "1"a and
I ·,1 ."t ;; ', 

1 ,· , ' : n-.,f: ''• ,) 

X1 .and X 2 ••• Xkitre the P: predictor. vec:tora. the dependent

varlabl�,. T, iD the •�t ot j��gmonta or ratings of the 

�ituatlon� chnract�riiod by tho pre1ictor d4tA. Tho 

tedvu.que· called 111-•olicy CA{ltudng," (Chri,;tal, 1968a, h:

Chrhtat & ilottrmherg, 1969; Wa.rd, 1979). 'rho co111bin�t1on 

of th�, rugrrnslon W('i,;hts nvfiliad t.o oach vnrinbla is takl!n 

an d�!ining tho ruter•n 11 policy" with regard to T, the 

d111nn1.n1 t v,rlalile. 
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Th e g eneral h ypothes e s t
o I 

I ', .  · ., 
• • ' 1 

�
' 

,.:1 
, , policy used by one ra

te r diff e r• ' 

be tes
t

e d  a r
e
: 

" Does th
e

from t
h a t u s

e d b y  anoth
er?" 

and "If the two polic ie
s differ, d o t

h
e y diffe r  b y a

constant amount?"

The models for i nterrat er compar is on ace p rese n ted 
f
i rst

followe� by their applicatioc t� ria�p l �  
B N B AS data. 

NE!

f! O /i

'rhe followi
ng r e grP. ssi o11 ·e9:ua.t ions w e re des i gn ecl t o  test

the ju1gmonts of the tw o· ra t ers, 
Nurs e  ·1 a.r.,J 

N
urse 2, o n th e

fo nr Bl113A S di111ensio'n flco re s. 

take the gene�nl form,

Each nursa •s equ ation w o uld

Y nur w-, • functio n o f (Di llw ns io n  1 ,  oir. 1e nsion 2, 
Di111()nsio n  3, 4 nd

D
hennion 4) + 

E (2)

,herQ r 1 3 u nurse's ju�gment o f a n  infant' s pe rf
or111ance. 

Ailmila r r,19ression equation .Lt eatabl ish ed f or 
N

urse 2 . 

tlo:lc
l 1,

which lnc or poratos both nursos•

•1•1ations int·J
1 1

,;i n gl o 11 0.1e1,· ta
k

on
I
n
to ac coun

t th
e

•���ihillt y that �urso 1 m

a

k

e
s rm tingu ot infant s  that yi old

• ,n oq•Htion (1 r nl.ght o . t

0
, 11

1
, a

1

, a
3

, a,,) th
4 t  4

i
f fe rs 

from
ht:• corrE>:::p ·. 111,Hn g equ a t io n (w o

igh t.s t,
0
, h

1 
, b

1
, b

3
, bJ of

urse 2. !he e q uation in: 



il 

Y = Ao Pl + A1 (P 1•D1) +. 42 '(Pl•D2) + a, (P1•D3) + 

"� (P1*DII) + b0 P2 + b 1 '(P2*D1) + b2 (r2*D2) + 
• r :r 

b·; {P2•D3) + b� {P2,•D4) •• + E1 (3) 

where r is the vector of future infant performance ratings 

from both nurses, D1 to 011 are the four B�BAS dimension 

scores, P 1 is 11 111 for Nurse 1 and o otherwise, P2 is 11 1" for 

Murse 2 and o otherwise, 11nd E1 is the error in Mo del 1. In 

other words, the nurses are assumed to have based their 

predictions on two completely different policiP.s. The least 

sguares solution for Equation 3 w ill yiel d two sets of 

weights that might be different. Dimension' 1 • for Hurse 1 

(P1•D1) has one ·:Weight (ai ) :as9-igQed ,to it, dimension 1 for 
, ,  

Murso 2 (P2*IP.> ·,may have anoth,er; ,weight (b i ) a�signed to, it,

and,�o-,o�.·:ii:'.i;: �rtherm�;e Pl is assignedono weight (a0 ) an d 

P.2 may havo another weight (b 0 ). 

'l'o tei,t tho hypothesis that the two nurses' 

predictions dif!erod by a conHtant, •roatrictions are impoaed 

on Mo<lGl 1 to obtain l'lodel 2, !guation 4. To ill ustrato 
,, 

this point, V(l would act as J.t the hypothesis J.•: wh•n two 

nurson ar:o pr.· ... r.or1 ted with 10 !JnbiOA an<1 aa�e� to IDAke 

prodict!r,na in depe111h, n tly 011 thoao 10 babio1-1, tho 

p,:Elt'] J.ct.1 Ofl.9 wlll ,utter by a conot11nt amount. The. 

r1H1t.riction ., im1,1lio<l by the hypot.honon of con.ohnt 

,ti ffaro11coa llL'O:

S11hntit11tin'] the.so nir.arictions in Ho1al 1 gives Model 2. 



·: I 

Observe that this model has the same weigh.ts (c
1 �• c

2 
• 1 '� • 

c,. ) for the two nurse·s, but that the nurses• judgments ·will 

differ by the constant value a
0 

- h
0

• 

�odel 3 asnumes that the policies U$ed by 

Nurses 1 and 2 are identical. Tte restriction on Model 2 

impli ed by this hypothesis is a� • b
9 

• c
0

• 

this restriction in l'!odel 2 gives l'fodel 3, 

Substituti ng 

!'" ,; " 

Y = c
0

u_ + c 1D1 + c
2

D2_ + c 3 DJ + c,.D4 ,•. El,. JS) 
' 

' .,,, 

wheJ:"e 11 = P1 + P2, t_he Unit _Vector containing ·a, "1" in· every

ele111ent. Observe that. this model 

inforuti<ln that dist inguish.es the ,two nurses •

.Utf3i: :10,11.,lll 1, 2 and 3 (u\{uatJ.ons 3, lS, and 5) have 

hoen dovalopid, the guoMtions of policy differencen can be 

11 nsve red 
• by comparing the (cguared multipl e

corro lilt i 01,3) f.rota tbe eg,at ion1.1. The �u«u1tlon, ttif thfl tvo 

policleH dl!t�r, do th�y diff�t by n conntant amount?" c�n 

b� an1ij�ru� hy dotermining if Rf is nignificantly larger 

t h-1 n "l · 

cafoulntil'l <J 

Thin compnrison, 

F n J_BJ_2 - R22 ) / (n1- nz)
(.1 - R 1

2 ) / (N - n 1 ) 

Equa tJ.011 6, is mnda by

(6)

vhich iA diatributed a� I with degrees of freedom (1f1) � (� 

iii} ·•ii, 

·J,1v. 
·_'_'i·\t�·1:, ..
.. 1 

�: � 
·-·1"' � � ; 

: ,, 
-�;� 
:.:f/I�·; 1. 
:; " 

r., , 

5;
;f 
I 
:, 
<1jt;
·t···1·� 
.. 

... _ ... •• 

�: -,

, -<' 

J. 

·l
-·�



•)·',';,,•-' 

\�?!:''./j"�
J

' ;' ': ' \' ' I· ,, �, 

n
2

) ,,�:·and, (df
2 ) •• = (N-:- ni ): ·n1' (=10) nu■ber of 

• •• c1�:�·f:rc1�\\;-•. ''i� ,:· ri'ad��;:, 1', z:1J; ,1: c'•6):, ,', i�: L'�h;e lu\nb,�r1 of

c,o�.ff,icie,nts in Model 2 an� .. N , ("'"5) is .the. t9,:a1. n!Jm.ber of

• r.a .. �ings, ,by b.oth nurses. If the F�test is not significant ve

accept the restricted �odel 2, 

the differences between the 

that is the hypothesis tha t

two n•1rse' s policies are

consiant is not rejected. The differc1:ce vill be (a0 • b�).

In this case Model 2 would be a dopted.

The next step .in the analy_ids depends on ,the res11lt of 

the comparison between l'lodel 1 and �od.:•l 2. If we reject 

the constant difference ·hypot'hesis· ve conclude that the

policies diffe r, and, t herefore, M.odel 1 is appropriate. 

I! we accept the constant diffe rcrnl�fl hypothesis Nodal 2 

is assume�, �nd to test tha t th� policies are identical we 

compare Hodel 2 with Model 3 as i n  cgu�tion (7), 

F • I!lS,�·/ ) / .(n2 - n:, ) 

( 1 - R,1 ) / (N - n2) (7) 

If P/ ia significantly la rger 

than R', tha nul.1 hypotb«�ia (a0• b0 • en) l.11 rejected and it 

can ba concludeJ that the nu rsou difror tn thni r ratin90 and 

the ditferonco is connt�nt. If the ditforonco in tho two R2 

in n,ot otgni ficant., it ls concluded that there a�o no 

t'lifferencos botweP.n the nurses• judgrnontn whim oxpressod in 

tnrms of tho four DNO�S dimensions. 
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§!lliW �n..4 Proce�!U:!- Subjects vere 45 infants who 

were seen at term as part of a larger study of metabolic 

derange�ents, neurophysiological functioning and behaYior. 

Informed consent was obtained from parents and physicians 

prior to testing. Brazelton assessments for 25 of these 

infants were conducted by one rater, Nurse 1, and the 

remaining 20 by a second r ater, Nurse 2. the sa�e assistant 

recor�ed the scores during the BNDAS tests done by both 

nurses. After each test was completed, the test information 

was combined to form the four. dimension scores (Als et al., 

1977) • Subsequent to the deterlllina tion of the four 

dimonsion scores the nuraas made a Judge� Future 

Performance, JFP, for each infant. This JFP was scored as 

o, 1, or 2, to correspond with predictions of bel ow average, 

avera1e, or above average tut.ure pert or11ance. 

eKplicit criteria wero suggested. 

No other 

Btlill! The Rcore•. r.or thft tour di•enaions reaulting from 

tha tost of the two nucaes ara in Tftble 1. 



Performance (J FP) , '.:.LJ,and.U3,t:�:zel t.on 
scale Dimension Scores From 'rvo -Horses 

Nurse 1 nurse 2 

Case JP'P 'n1 D2 D3 04 Case JF? D1 D2 D3 OIi 

1 2 1 2 1 1 26 2 1 2 1 1 

2 1 2 1 2 1 27 1 2 1 2 1 
3 1 1 2 ·2 1 28 • 1 2 2 2 1 
4 1 2 2 2 1 29 1 3 2 2 1 

5 , 2 2 ' 3 , 
··JO 2 , 2 2 1 

6 1 1 1 2 1 31 1 2 2 3 0 
7 2 1 2 1 , 32 1 l 2 2 1 

8 1 2 2 2 1 33 1 3 2 2 1 
9 1 2 '2 3 1 34 1 3 2 2 1 

10 1 2 1 2 1 35 1 2 2 2 1 
11 1 1 2 2 ·o 36 2 1 1 2 1 
12 1 2 1 2 1 37 1 2 2 2 1 
13 0 3 . 1 2 ·o 38 ,''' 2 2 1 2 1 
111 1 1 3 3 1 39 1 ·3 2 2 , 

15 1 , l 2'' 2 0 40 1 3 2 2 1 
16 1 3 2 2 1 41 1 2 2 2 1 
17 1 3 1 2 1 42 1 1 2 2 1 
10 1 2 1 2 1 qJ 2 1 1 2 1 
19 0 ' 3 3 2 1 4 ,, 2 2 2 2 1 

20 2 1 2 1 1 45 2 2 2 2 1 
,21 " 1 

'·2 2 ' 1 1
22 1 3 2 3 1
23 , J 2 2 ·1
211 2 1 2 1 1

25 1 1 ''1 1 1
--�--



The four dimension scores, 

of f uture perform ance were then entered into the models 

previously desciihed. 

0.926; anrl �,2 = 0.912. 

The results vere R12 • .  0.931 f Rl .;; 

Th� az values were entered into the 

f -test formulas with the appropria'te degrees of freedom.· 

First, Model 1 was compared with Model 2 using Equation 6. 

T 1 = (0.931-0.926) / (10-6) = .597 •• est : !. ( 4 , 3 5)
(1 - 0.931) / (45-10) 

( 8) 

Test 1 (�odel 1 comp ared with Model 2) was not significant. 

In light of this result, Model 2 �as assumed where a
1 

= b
1 

= 

1 indicated that nu::ses' judgments dif'i'ered by a const.an't 

amount, Modal 2 van compared to Nodel � in Test 2 ,  equation 

(9), usl.ng equ�tior. (7) above. 

(0.926-0.912) / (6-5)
Ill 7.26 (9) TeSt 2: !:_(l,J9) • (1 - 0.926) / (45-6)

ThP. I of 7.2� was significant at 2 < .OS; therefor�, the 

null hypothesls, that a 0 • b0 • c0 , vas rej�cted. While the 

a:q:,ectod nuL·ao.o• ratings of fu tura performance differed .by a 

<:01.�t..snt 111r.o.111t, the c:onstant fliff,�ronc..i was not ZPre>. '!'ho 

2 • 2 4 • - • 11 ( .ri C! e- ·r n b 1 f' 2) • 
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' ' ']�/�?��\\f, \·:; :-." ,. ��,."t{·;./ ';•��t��Y•\:'� .�•-·�·1.��l��:�.,,1;,t,�; .. ;n*:::> ';.1:-�� 
• • • ·• 'F:- Value• • • ' Prob-

Predictor.' , coefficient· (df:=.1, 39) :; · ability 

P,1 ::-Nurse one. 1.93 
P2-Nurse Two 2.24 
D,1:-Interacti ve Process�s - • 32 16.75 • 0002
D?.-Motoric Processes - . 02 .04 • 8471
D3-o rgan iza tional 

�rocesses - .22 J.45 .0708 
oq�Physi ological P.eaction 

to Stress • 26 1 .63 • 2098

*F-Values result from the (1,39 deg�ecs of freedom) test 
that the corresponding coefficier.t is equal to zero

66 



Since t he tlifferences between r11tings were constant (T�st 

1), ve can conclude thu the roladonships 'betveeii' 1t.'he,:four

BH!ll\S scores and the judgun ts of Nurse 1 did
'"✓

) �itr,,drh�r 

fro� the relatioiships of Nurse 2. But. Test. 2 '1h"c1ic��
'.

�a
1 

that even though differt!nces were 

s ignificant differf>nce between the level of ratings of ·t'h�1 

two nurRes. 

than Nurse 1.

Nurse 2 t£nded to give higher ratings (.31) 

Since the nurses .did not actually rate the same infants 

it cannot be 4:lete,rmined whether these results reflect actual 

differences in the nurse•s policies or differences in the

two sets o! infants. In this example the relationship of 

th� four !'NBI\S scores for the judgments was the same for the 

two n�rnas; therefore, it was �f interest to eiamine each of 

the Iour cotJfficients Inspection of the

Mod�l 2 re�r��sion equation in Table 2 reveals that the tvo

nurs�, baso� thel� judgments prlmnrily on dimension 1

(!ntaractlvo �rocense�). 

nmall probability ( � • 

Thin conclusion is basea on the

• 0002) associated with th8

hypoth1tnin th.n b11bios who have thA same 1Jcoron on Dimonoion

2, 3, and u, bu� different Oimonuion 1 r�tlngs will hnvo the

,,rr rntlngi:1. �ho proh�hility of • 07 

A�BoC!dted with tho test on Oifflannlon J indicatos that 

or,1,,nli,,tionlll ?rocen.ooa c1loo m..iy contrlhuto to the judgment

1iro1.:css. 
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i�portant not only to knov 
.:; .. ,,; i 

; \,·, ' ',i :'',, 
on what bases 

, 

and how 

c?nsi!u:ant,ly,, the observer fa making iudgments, but . also

whether judgments of rii�feront observer� or raters have 

f;imilar bases. Techniquos wh.ich aoidress these questions are 

demonstrated in Test 1 and· Test 2, multiple regression 

mo:!els which·· have been described as rolicy capturing. This 

approach ·de.scribes t.he set of var iables or observations that 
•' • \ '  ,, , ,  /i I 

. / best chancterize a judgment. 

One po.ssihle, app l i cat�on of judgm�nt analysis or policy 
·) 

capturing would be training programs whore ·the goals are to
• • ,:, 1 • • ,. ' 

c�va luatt'! and increa�e degroo of i ntr.1- and inter-rater 
" I •, 

',, • 

rul�11bil l ty, If the poUcy or. comb_lnatio� of indep ende,n t

vtriablcrn (ob:-iorvations), doa.11 not account. for a significant 
' . • � ,-' :, ' ') , 

proporti on af the variancG in th� depen�ont _varia�lo, it can

bo. lnferrert that the juclgmar,t of tbe observer is, to a large 

d.t9r.ae basad on inforffli\tion other than th.it contained in the 
' . ' ' 

prodotnrmlnoJ ��t o� ohsorvatiois. ln other words, the 

pt,L'tHH\ is u d. lhing intorma tion not ouul\rhN1 in tho 

boh�vioro rupr�s�ntod by tho valuo3 of tho in�opondent 

For exnmplA, if tho obs�rvor in 

instructo1 to 111.t�c an l\ll�O.JAmPnt of an infant•n futuro 

perform�nce ba�od on tho ro�ults of tho B�rAs, and t.ho ONDAS 

valu,,s ·Jo not  .support or prc-:Uct thfl ,1y:,, it may be that 
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-•w-�

� 

knowledge of the child's home environment or some 
I unknown factor. was entering into this judgaent. In this 

t 
l 

, 

' 
'l 

li •� • f f!1 
I, 

situation, it aay be necessary to retrain the obser'l:er to

elimlnat� other than specified informa tion or it may be more 

desirable to reconsider the factors in the equation. If two 

raters (judges or observers) d iffer in their rating 

criteria, the criteria of the rater whose judgments best 

approximate actual future performance can be adopted as the 

standard for others. These same considerations could be 

pertinent to questions of confli�t resolution, b oth in 

refining the dependent va�iable (Host & Starr, 1983) and as 

a way of describing how decisions are arrived at in problea­

solving or negotiation settings (Fisher, 1983). 

CONCLUSIOH 

Thie technl1ue can t.,e ll valuable aid for detecting 

implicit wei ghtings ot unknown vari4bles which result in 

unexplained variance in judgmenta, and tor standardizing 

judgients, that is, insuring thnt they are basod on the same 

cri terh .. 
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The purpose of the study was to investigate the judgmental policies of 

campus ministry held by C<llllpus ministers at state-supported universities 
: .:, i -� '·" hr:s ,,., At ,1- "" '"1 ·"". ,_;., • •• 

t;;,11 .� � 7-.if � �t {l ,1· I . i , � '" J ,1 � 

when the campus ministers were grouped ac'cordirig "to the'"campus"minister's 

ministry group, years of personal campus ministry experience, size of 
, 

. , ., ·:: : i\, ,; '-�'?, f 
� ,,f""� (".· •� t,�; _r,, 

the student body, campus minister's position at the ''school, and the 

campus minister's age by decade of birth, The ultimate goal of the 

research was to provide both clergy and laity with a clearer understand­

ing of the role of campus ministry at state-supported universities. 
'}1 :· ·';ftf·l ist·f'l'.�'lr 1rt�} 

The questionnaire used in the study was developed using the critical 

incident technique. Supervisors of campus ministry were asked to list 

the three most important ministry' gbais' gr ''rol: 'tun6tions or campus 

ministry at state-supported universities, The responses were tabulated 

and a 17-item questionnaire was formed, In order to determine reliability, 

a pilot test of the questionnaire was conducted, The subjects (N • 276)

who participated in tho study be· 'responding ·,to, the questionnaire were 

campus minister, in ten minietry group affiliations at etate-aupported 

universities during 1982; ,.: 'l'hey rated ·17, goals of campus :minietry and 

gave a rating to a program of campus ministry that would have the 17

goals as principal objective■, The Judgment Analysis technique was 

uuad and the campua ministers were found to be cluatered in six 

judgnMlntal aroae related to ministry group. 
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The 1969 Wesley Foundation study found that clarification of 

ministerial roles and the search for self-image were among the 

greatest concerns of campus ministers (Underwood, 1969). Campus 

ministry has been in existence long enough to have a very large 

professional staff and a physical presence on hundreds of campuses 

(Johnson, 1979). Although this specialized ministry has produced 

several generations of practitioners and many generations of clients, 

it is still unable to define its role (Hammond, 1979), 

Lanagan (1979) suggested that both the university and the church 

are involved in determining.the role campus ministry plans on campus. 

The university sees campus ministry as an academic or student life 

force and asks what preparation the campus minister should have to 
• 

i, 

serve and assist the college or university in achieving its goals, 

'l'he religious organization with which the campus minister is affiliated 

sees tho campus ministry as a component which fosters a religious 

atmosphere in the University. 

Tho purpoee of thi• research wae to dovolop purpose ■tatemonts 

that could be identified by campus minister■ a■ bein9 relevant to 

campuu mini11try and analyze the pur1>oeo etatomonte accordinCJ to the 

campu9 minister'■ miniltry affiliation, eize of atudont body, and 

co1mpus mln.lster's a,Je. The aots of purpose statements can be 

utilized to provide both clergymen and laity with a clearer understanding 

of the role of campus ministry at state-supported universities and to

provide educational organizations affiliated with campus ministry 
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& 
with direction in planning continuing educational opportunities for 

campus ministers. 

Procedures 

The critical incident technique (Flanag�, 1954) was used to 

develop the instrument used in this study, one-hundred seventy-one 

supervisors of campus ministry were asked to state what they considered 

to be the three most important goals of a viable campus ministry. The 

responses of the supervisors were tabulated and the most frequent 
,, 

responses were used as items (goals) on the insturment' (see Table 1). 
' ' , .' ( •, � ' ;, I '' ' .: J,, i, � i 

Table 1 

Goals of Campus Ministr/':l 
,' ' 'i• ' ,, , 

' '• '  
,, " 

Number 'sf�t��nt' of ;Golil•\l!!i..'f; Short. Title 

l,** ''f·"�$.�!t1f:·1 •,,','�/n;:f''} •td., if';: J,"'-·(,'A,l"" P •, 
To assist .students in 'developing . .. . . Biblically based lite
Biblically 'based life, 9oala ,and ii\ th• , , goals/ 
integration of. these, into" the vocation , 

2,** 

3,** 

of their, choice, . , ... ,1 ,, 

To provide opportunitie• for 
fellowship, 

To provide worship opportunitie•
on campus,

4, * To devolot, student leadership, 

S,*** To lead student■ and faculty to 
become involved in the local 
church, 

u,*** To nurture atudenta who are 
considering the religious pro­
feaaion as a vocation, 

7,* To expand tho vision of students 
to invest their lives in meeting 
the needs of a hurting world, 
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Fellowship, 

worship, 

student leadership,

Involved in th• local 
church, 

�ligious vocation. 

Invest in hurting 
world. 



Number Statement of Goal 

B. * To organize groups for study and 
action upon special concerns and 
problems raised in the university. 

9.** To assist persons in their search 
for religious identity. 

10.** To provide opportunities for study 
in doctrine, religious beliefs, 
and church (denominational) policy. 

11.* To provide students with 
opportunities for personal 
ministry. 

12.* To nurture students and faculty 
in faith development. 

13. * To create an environment 
(organizational structure) in 
which'students can grow in 
their faith. 

14.* To develop a visible community 
of faith on campus. 

15.** To provide pastoral counseling. 

16.* To help students and faculty 
relate their work in academia 
and in the larger world beyond 
tho campus. 

17,* To enable tho faith community on 
campus to be ablo to share their 
faith wit.h others on campus while 
respecting tho boliots, values, 
and lifoMtylea of those othor 
peoplo, 

10. J\a■uming that all the foregoing
are r,rincipal objectivua tor a
campus miniatry program, how
valid would you judge the overall
goal ot that ministry- to be?

Short Title 

Organize for study 
and action. 

Religious identity. 

Study of religious 
topics. 

Personal minstry, 

Faith development, 

Environment for 
growth. 

Visible community of 
faith. 

Pastoral counseling. 

Relate faith, 

Sharing of faith. 

overall rating of 
goals, 

• Factor 11 Developmental Role of Campus Ministry
•• Factor 21 Supportive RolA of Campus Ministry
••• Factor 31 Denominational Identity Role of Campus Ministry
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Each item on the instrument was scored from one to five. An item , ,� "". , " ..• ,.a.' ��.".',.'': 

r�ceiv�d,� score of 5 if the dimension w�;''•��c�i;d• as i�ing very 
,,;. , .... ,,- � <,t.ft•"' :· �,,' ' 

important to campus ministry, 4 if the dimension ·was scored as being 
!• '',:,::·•:-'/·::I�};),;•.\•,;.,,�,'..:. of more than average importance, 3 if the dimension was scored as 

being of average importance, 2 if the dimen1'.fo�;;;�:t�·•��r�d a; being 
-�,(:si ;� • ·:; .':]tii!f :�·'\: .::: t�-of less than average importance, and 1 if the dimension was scored

as being of little or no importance, 
.�{;., I .� '.;. -�1Y:t�fl'�hl�> 

Construct validity of the instrument was �;��ifi:g'ci:t�d 
.. Hi•' • , , • �; Ii, I ··�···,i.).;�.;'. ,,\;i\�:}'i•Ylt,u-h:'j;?'iT factor analysis, Three factors (constr.ue;t,�l,...,�tr�,.1�1?,Un�

1.
to

Identity Role of Campus Ministry, 

using 
• 

exist and

?.1t '..ftlJ�"\,111J:/) i.1·1/ • \ 
The ins.�rwnents were then mailed to s9q �··]!n�C?,ll!lY selected campus 

were ■elected 

mailing lhts 

from 3,427 campus minhter• .. ��O,!!!,,n�� ,ppeared on 
, J 'hf ··J ;, ��rt�-; 1·/·i ·;v:..,,· :· 

obtained frcm the headquart��•,o�.l'.l•�ional Campue 

Miniatry groups, 
�_(,".''.f:'[;t(\' 1 '\ I 

There were 276 ueable reepon••• and Table 2 ahowa 
·' , , . , , ,, ,I ' ,, ' ·i:· ,., ; ,'!.t 

the ton grouping• by miniatry affiliation, 

Th• aampl• conaiated of 226 males and SO female• and were 

di■tributed among four age categorie■ (1oe Table 2), Almost 64\ of 

the campu■ mini■tera were leas than 43 year■ of age, Th• 1amplo wa■ 

further categorized by the aize of the atudent body at the in■titution 

where the campus ministry was located (1ee Table 2), Over 65\ of 

the campus ministries were located at campuses having more than 

9,000 students, 
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Table 2 

Profile of cam12us Ministers 

Ministr:i:: GrOU,E! 

Jewish Student Union 

Southern Baptist Campus Ministry 

Campus Crusade for Christ 

The Navigators 

Catholic Campus Ministry 

Lutheran Campus Ministry 

Presbyterian Campus Ministry 

United Methodist Campus Ministry 

Interdenominational 

Episcopal Campus Ministry 

Losa than 33 

33 to 42 

43 to 52 

Creater than 52 

�tudent Body Size 

Less than 2,500 students 

2,500 to 0,999 students 

9,000 or more students 

Number 

19 

54 

34 

13 

36 

21 

13 

29 

34 

23 

87 

89 

66 

34 

35 

61 

180 

Percent 

6,9 

19,6 

12,3 

4.7 

13.0 

7,6 

4.7 

10,5 

12.3 

8,3 

31,5 

32, 3 

23.9 

12,3 

12.7 

22.1 

65,2 

--------. -----------------------------------------------------
--------

TOTAL 276 100.0 



Judgment Analysis (JAN) was utilized to identify the patterns by 
.�:.�'. .j:\.,' ' 

which campus ministers make decisions about goals. The patterns were 
,:,: , ' .. , .. ��:<?!:'·:�::'..-L::! • 

identified through the formulation of an .associat_ic:,_11.1:J�tw�en the 

items on the instrument and an overall item. The strength of this 
-----·-·--···--··-·--·-·--·-- -------- • , 

association is reflected in the value of the multiple correlation 
,·•••··-·----:---,-.. , ·-•-.. �---�-.. ----

coefficient (R). In this case the ove,rall item _repre��nt�d. an

evaluation of all the goals which were_presented_ to the .campus

ministers (Table 1). The JAN procedure gave •an R2. (multiple 'R 
,. -, .. , -::, -

coefficient squared) for each individual grouping ofcampus ministers 
• 1 ••• 

and an overall B_ for the initial stage ;�f ,the procedure. ·t -:Tl'\e initial
I �, ' , ' --

stage consisted of all the groupings 'when··each one ·is treated as an 
�-- -�-----�---...., �--· ,, ' � ._..,...,....,. _ _..,,_, ·',,(..'·«> ;-�-.,.•· 

individual system. Two judgmental groups ��!...��en selected by the 
·-·-·-.. ---· 

procedure and·combined on the basis.of the homogeneity of.their
• ,.- .,,, ;,,.,", +- "' ., ,, •. ,. �►'-�- -� ,, 

prediction equations, This resulted in the l�_ast loes in predictive
!,', t 

efficiency of tho procedure, The. lose. in predictive efficiency was 
i:C',• ,f. ' j 

2 moaaured by the drop in! betwee� the.two atagea. The grouping

continued until all of the grouping• wore combined into a aingle 

cluster. 

A determination of the number of different judgmental groups 

2 
th4t are present can be made on the bade of the drop in ,B at tho 

different atagoa of the JAN procedure. Ward (1962) and Ward and 

Hook (1963) suggested that a drop greater than .os between auccoaaive 

stages represented too great a lose in predictability. 

Reaulta 

Mean responses of tho 276 campus ministers are shown in Table 3. 

Goals which were rated as most important were number 7 (invest in 



---- -

� RES?ONS£ sec� FOJt GOAL STAn:MENTs• 

Goal sute-nu 

C•tei()rl' 1 2 l 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

KiniSU')"' �rc-5: 

1 .. Jewish 2.7 4.3 4.0 �-3 2.5 2.6 4.0 3.5 4.6 4.0 2.8 J.7 4.1 4.4 4.3 4.0 3.2 4.2 

2. Sc:;theru IIAptirt C.8 C.3 3.7 4.3 4.3 3.9 4.4 3.0 4.0 3.6 4.5 4.5 4.5 4.3 3.9 4.4 4.5. 4.6

l. c_,,.. Cnas..S. for Christ 4.8 4.1 2.5 4.8 4.2 4.2 4.8 1.8 3.5 2.4 5.0 4.7 4.B 4.4 2.4 4.6 4.9 4.5

4. 111•":.;inors C.7 3.8 1.6 4.2 l.8 3.2 4.8 1.8 4.1 2.7 4.9 4.5 4.8 J.6 2.7 4.4 4.8 4.2 

5. CUhoHc: 4.C 3.8 4.4 3.9 3.3 3.4 4.5 3.4 4.2 3.9 3.9 4.4 4.4 4.3 4.2 4.1 3.9 4.5 

6. �V&n 4.0 J.9 C.2 3.8 3.) 3.7 4.3 l. 3, 4.2 3.6 3.8 4.3 ,.2 J. 7 C.2 c., 4.0 4.4 

7. Fr•�•na:, c.o 3.7 C.2 3.8 3.1 3.7 4.4 l.9 4.3 3.5 3.6 4.3 ,.: 4.2 4.5 4.5 4.1 4.3 

e. c:,.i ted 1-t.'lodist 4.0 3.& J.6 !.a 3.3 3.7 4.2 l.2 4.2 2.9 • 3.7 4.1 4.2 3.9 3-� 4.3 ,.o 4.4 

9. Inte .... ..ancaiAAucm.al c.o 3.6 3.4 3.1 3.6 3.6 4.6 l.9 4.2 3.2 ).9 4.5 4.2 3.8 4.1 4.4 3.8 4.4

lC. lpiaa,pAJ. J.6 c.o C.4 l.1 3.3 3.0 ,., l.7 4.4 3.1 J.9 ,., 4.3 4.4 4.3 4.6 4.4 4.4 

llillJ.atar•• ap: 

<33,-.ra C.5 C.2 3.2 J.5 J.9 l.9 C.7 2.5 4.0 3.0 ,., 4.5 4.6 C.l J.3 4.4 4.6 4.5 

33-42 yurs C.l 3.9 J.8 c.o 3.5 3.C 4.4 3.3 4.2 l.5 c.o 4.4 4.4 4.2 4.1 4.3 4.0 4.3 

43-52 rean C.2 3.9 C.l c.o l.4 3.7 4.4 l.7 4.3 3.6 J.9 4.5 C.l 4.0 4.1 4.4 4.0 4.5 

>52yaKa l.5 J.6 J.C J.6 J.C l.2 .. , l.5 4.0 J.l J.2 J.9 J.9 , .. C.2 4.2 3.9 4.J 

Student.!!!!!% Si•: 

<2,soo ■t•u : • 3.9 l.l J.9 C.l 3.6 3.3 4.4 l.l l.9 l.4 4.0 4.0 4.l 4.0 3.1 4.3 4.1;: 4.4 

:_. I _·.; !;;<,_ 

2,500-8,999 studanta 4.2 4.1 3.6 4.1 l.7 3.8 4.5 l.2 4.3 3.3 4.1 4.5 4.4 4.2 4.0 4.5 ,. 4.1 i 4.5
·, 

19,000R1111Nlta 4.J J.9 3.6 c.1 J.5 l.6 4.5 l.2 4.1 J.4 4.1 4.4 4.4 4.1 , .. 4.J 4.2 ! 4.4 

� c.2 J.9 ,., c.1 J.6 ,., 4.5 J.1 4.1 J.4 4.1 4.4 4.5 4.1 J.I 4.4 C.2 4.C 

*llolmdad to neueat tuth 

-.",\ 



'.{ 

hurting world) and number 13 (environment for growth),,, Each of these 
' ·� ' ,, j ' ' , 

, �'· 4·' � ..,..,, 
t i ' : received an overall mean rating of 4.5. The campus ministers rated 

', ' ' ,, ' ,, • , ' 

• ...� '" • • �I' t, l .. ; goal number, 8 (organize for study and action) as having the lowest 
·i'' • \' .�· .,./ ''. _,j,, i • 1'\ 

priority with an overall mean of 3.1. The Campus crusade �or Christ 

campus ministers gave as high as or the highest ratings ,of ali groups 

for J.o of_'. th� 1 � goals, The Jewish campus ministe_rs ·:gave as: low as 

or the lowest ratings of all groups for 11 of the :17 goals.' 
:"'' .i,,,, 

Twelve o f the 18 goals were given as high or.the.highest 'ratings 
\, \'!• '  •t:�f '., 

·'.' ' 

o f importance by the youngest group of campus ministers. The oldest 
•Y' b , d,.' ,; ;�, �f. ;, •�,;\ �• �'._,.: "rl' �f'/ :,• 

ministers 
0

held the highest rating for only �ne 'go�i, '�umber 15 
• i ·"' , ' "''· , ,-· \.'), 1, 1>i'i<'. 'icf ( ·1\,..§1 't\,1

,1
;, ' ; 

(pastoral, counseling). Indeed, the oldest campus 'ministers had as 
m .,-:,y 

low or the lowest ratings for 13 of the 18 goals. ;., 
' ,. •. ,.,, 

, Fourteen of eighteen goals were �ated as high 0; higher by these 
·,: ;;'< ,,., j', I '. 

from achoole with ■mall or large ■tudent bodiea, The ■mall .■chool 
, ;,, ., ,, ;ii; ·,'•�•:�. , ,,;..,1 ,\;_;�Ii\·,',\; ,� ,. ',:' 

i" l,1-; 

minhter■ , rated only one goal higher_ �h� t�_e �ther two groupa. 
, ' ' l • ' > � )j ' 

j < 

'l'hat goal wa■ number 3, i,e,, to provide wor■hip opportunitie■ on 

campus. 

,>/ ·�-t • J.:f �· '1-' 
,, 

In an effort to determine the goal orientation■ of tho throe 

cla■1ificat!�ns1 i.�., miniatry' group, ■tudent body ■ize, and age, 

the data were aubmitted to Judgment Analyai■ technique (JAN), 

Characteristic• of the campus mini■ters who evaluated mini■try 

goals were illuminated by JAN which incorporate■ the strength of 

association between the ratings of the 17 individual ministry goals 

and the overall goal rating. 

Table 4 demonstrates the judgment analysis system of regrouping 
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Table 4 

JAJI IttRATIONS BY CLASSIFICATIOtl 

Stage .Judge !.
2 

IUMISTRY I 1 2 3 4 s 6 7 8 9 10 .so 

GROUP 

II 1 2 3 4 s (6, 7) B 9 10 .80 

III 1 2 3 4 cs. 8) (6, 7) 9 10 .78 

IV 1 2 3 4 (S, 8) (6, 7, 10) 9 .76 

V l (2, s. 8) 3 4 (6, 7, 10) 9 • 74

VI l (2, S, S) (3, 9) 4 (6, 7, 10) .67 

VII n. 3, 9> (2, s. 8) 4 (6, 7, 10) .59 

'-":Ill n. 3, 9> (2, s. 6, 7, 8, 10) 4 .49 

ll u. 3, ,. 9) (2, s. 6, 7, 8, 10) .35 

X ,1. 2. 3, ,. s, ,. ,. a, 9, 101 .19 

MIRISTElt I 1 2 3 4 .47 

II (1, 3) 2 4 .41 

III n. 3> (2. 4) .32 

IV n. 2. 3, ,, .20 

ISTL'DENT I l 2 3 .31 
BODY SIZE 

II n. 2, 3 .29 

III n. 2. 3> .23 



, ,, , • 'i .'.""' ,,,���·•·� .... :�,:;,-·:;.:_ �,,. /�::•t,�r.,:·--"'-,'·7;"1'·,·�::·:·�·�· ·:/;,'':'-'."� " .,.,. ·. classifications of ministers, ""This process'',deterinines the groupings 
: ' ' • • � • f ' • 

. ..:�: : who have made similar patterns in evaluating the goals. Thus in the 

first part of Table 4 the goals are analyzed by mini'�try groups . 
. ,, 

Starting with ten groupings of ministers the JAN procedure shows that 

group 6 (Lutheran) and group 7 (Presbyterian) were the most alike in 

the way that the ratings of the 17 individual 'c3oais relat�d to the 
,;..- •, 1 

overall goal, This combination of campus ministers ;roduced a 

negligibly small reduction in '!/ from s�age l'',to;:::t��� 2 �' Th� R2 

1\. ,.Ji ,,.,, • • 

,, ·''!'•, '\:.�-. , '.: ,J., t,u11 't 1i't \ ; , 

indicated the association between the l.7 go.ala and �e ov�rall goal 
·,; -� ., .. , ::-,: :.; : . ) for each iteration. That is, thfit l of , 80 indicated that 80\ of 

' ) � 
,'I'· :. ,·;�\�.t'/H·',,:'.·· .:·, ·� 

the variability in the evaluation of the overall ,goals was ·:accounted 
:·1 '1 '-�!;,,,·' 

for by the 17 individual goals, The iteration process ·continued to 
., ('o<ij1 '� t;.': � It,,� \\ ,, '> \ 2 

combine ministry groups until a ,05 decline in the! was noted. 

At this time six different ,groupfn9�·· �f"�u,u;' ��iitrie�I oJ of 
, t., 'I,�-,; Ct1. �-

tho original ten were revealed, .Groups 1, 3, 4, and 9 are ainglotona 
�•'\ ... , 
•. �',' ,,,f' t�.�,l ,,, • > ,,,, 

having diatinot charaote'riatica by themaelvea, whereaa 2, 5, and 8 

wore merged and 6, 7, and ·10 were merged owing to the homogen�ity of 

their rating policies, 

Using age as a means of c:laaaifying campus miniaters (th• socond 

part of Table 4) four distinct waya of perceiving the aubaidy of tho 

individual goals to the overall goal of campua miniatry appoared, 

Tho third part of '!'able 4 ahows the campus minister■ to have two 

composite policies with respect to ■tudent body size, Thoso campus 

ministers from small and intermediate size student bodies tended to 

have the same viewpoint concerning the contribution of individual 

goals to the overall while those from the largest schools were 

significantly different. 



Discussion 

The Southern Baptist, Catholic, and Methodist groups seemed .to 

perceive all of the items as moderately associated with the overall 

goal of campus ministry. The goal showing the greatest contribution 

was number 6 (religious vocation) followed by 7 (sharing of faith). 

Another composite of ministry groups combined. Lutheran, 

Presbyterian, and Episcopal who also showed moderation on goal 

statements. The Presbyterians perceived goals 11 (personal ministry), 

14 (visible community of faith), and 16 (relate faith) as being the 

most worthy dimensions of a campus ministry endeavor. While the 

Lutherans were very high on goals 7 (invest in a hurting world), 

9 (religious identity), and 14 (visible cqmmunity of faith), the 

Episcopals were very high on 16 (relate faith), 

The other four campus ministry groups, the Jews, Navigators, 

Campua Cruaade for Chriat, and the Interdenominationala,all had very 

different perception• of what a campua miniatry ahould be, The Jews 

ahowed negative perce1>tiona of goal■ 2 (fellowahip), 4 (atudont 

ludorahip), and 6 (religioua vocation) followed by negative 

perception• of 10•13 (atudy of religioua topica, peraonal ministry, 

fai�t development, environment for growth), All other goal• aeemed

to tMke no contribution to the overall according to the perception 

of·the Jewish ministry group. According to the Navigators goal 6 

(religious vocation) has the highest priority followed by 5 (involved 
' 

in local church), 4 (student leadership), and 14 (visible community 

of faith) for inclusion in a campus ministry program, whereas, goal 15 

(pastoral counseling) was definitely not desired as a facet of a 
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ministry program. The Campus Crusade for Christ group had high 

perceptions for goals 5 (involved in local church)/ 10 (study of 

' religious topi�s) , and 15 (pastoral counseling) • as being foundations 

of a campus ministry program, whereas, the interdenominational group 

showed high interest in goals 15 (pastoral counseling), 16 (relate 

faith), and 17 (sharing of faith). The interdenomi,national' group 

showed little interest in the other goals in �fining t�eir' ·campus 

ministry except for number 2 (fellowship) \,,hich' the'y per�ived as 

not being a part of a program. 

When the campus ministers were '•grouped by·, age the older· 
0

personnel 
' ',, < :,:, :, ': ',I,' ,, ,'./e; ,,'< . •,. • 

showed the strongest feelings about the components of a ministry 

program, They perceived the '11lynch' pi�a" to be 'bo�poaed pr!mariiy 

of goals 7 (invest in a hurting' �orld)/ it (personal \,'iniatry), 13 

(environment for growth), 15 (pa■toral �·�'aeling), '16 (relate faith) , 

and 17 (■haring of faith), 
,, � : -' ,· S', � ·  ,, I '. jl. 1' 

The two middle aged group, (33 to 42 and 
' t \ ' � ' ' ' J< 

4 3 to 5:Z) 1howed rather modest priority on moat of the goals, The 

youngeat of tho campu1 minister;, h�e�er: 'perceived goal number 5 

(involved in local church) aa highest priority in a program followed 

by 1 (Biblically baaed life goals) and 14 (visible connunity of 

faith), 

In the grouping according to campus population, minilters 

employed at small and intermediate sized campuses tended to have 

similar perceptions concerning the constituents of a campus ministry 

program. They also seemed to have the strongest perceptions overall, 

particularly wherein they rated goals 2 (fellowship), 3 (worship), 

and 7 (invest in a hurting world) as not being a part of the campus 
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ministry goal. However, these ministers rated goals 1 (Biblically 

based life goals), 16 (relate faith), and 17 (sharing of faith) as 

being most contributory. Campus ministers from larger campuses 

tended to be very moderate across the board, that is, they viewed 

all goals as being moderately contributory to an overall campus 

ministry goal. 

Conclusions 

The study seems to have revealed a consensus of priorities 

concerning the components of a campus ministry mission. These 

components are revealed according to ministry group, age of the 

campus ministers, and size of the student body at the institution 

where. the campus ministers are employed. Evidence indicates that 

Southern Baptists, Catholics, and Methodists dominate the campus 

ministry movement. They revealed a moderation concerning the 

components ot the campua miniatry miaaion and aeemed to view 

the c11mpua miniltry H an extenaion of th• attiliated institution 

ot higher learning. Evidence further auggeata that Lutherans, 

Presbyterian■, and l�piacopd campus minister■ viewed the go11la 

from tho standpoint of a moro orthodox form of proteatantiam. Tho 

litor11tur• aoema to indicate that th••• diviaiona tend to have 

mora rituals and liturgy in their activities. Tho Lutherans seemed 

to view the campus ministry as a church functioning as a convnunity 

within the campus, whereas the Presbyterians tended to emphasize 

the importance of personal faith in campus ministry. The Episcopals 

on the other hand seemed to underscore the idea that the campus 

ministry mission should support an applied religious philosophy.
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That is, religion should address questions dealing with the way one 
', ) � ��, ll'\'''.:�·t�-.. d:t· 

should live in contemporary times and how one should decide about 

situational ethics. 

'l'he Jews seemed to perceive very little social context within 

their campus ministry commission. They viewed the,charge very 

differently from all other groups. Information suggests a sort of 

introspection about their approach. They were interested in pastoral 

counseling, individual religious identity and local-church involvement 

in their campus ministry mission. 

Church involvement in the student's life appeared to be a
.·, 

cornerstone of the Campus Crusade's ministry.· The Navigators seemed

to emphasize a religious leadership orientation with a social context. 

Results also auggeat the Navigators· aa bein�.1 org�i-�era of leadership 
,: <)f('i ,:·, >' ( 

development, The Interdenominational group atreaaed individual 
:� ): \) ,'1\•:.l:�' '� 

student growth and sharing faith with other individuala, 
' 

! .';!') 

When the sample was reclassified according to campus population, 

those campua miniaten from small and' i'�ternie'diate •iz• campuaea 
• ·, l·' '' ,. '' ( l'� ' ' t •' '.' . 

aeemod more interested in individual aapeot• of religioua manifeatationa,

Moroovor, they were aome�hat negative on fellowahip and group worahip,

Ministers from the largeat campuses •••med more attentive to social

programming but were moderately involved in all 17 of tho goals,

Although the lack of a clear underatanding of the role of campus 

ministry may be a problem in the field, it can be assumed that the 

campus ministers participating in the present study had definite 

judgmental policies of campus ministry and were consistent in 

expressing them. 
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Al so, the bottom of this sheet can b_e used for becoming a member of the SIG,
Send your $5, 00 to: • ·, · · •.• •• • • 

Or, Isadore Newma� ·•., 
Research and Design Consultant 
College of Education 
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Akron, Ohio 44325 
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If you are submitting a research article other than notes or comments, I would like to suggest that you 
use the following format if possible: 

Title 
Author and affiliation 

Indented abstract (entire manuscript should be single spaced) 
Introduction (purpose-short review of literature, etc.) 
Method 
Results 

Discussion (conclusion) 

References 

All manuscripts should be sent to the editor at the above address. (All manuscripts should be 
camera-ready.) 

It is the policy of the M.L.R. SIG-multiple linear regression and of Viewpoints to consider articles for 
publication which deal with the theory and the application of multiple linear regression. Manuscripts 
should be submitted to the editor as original, double-spaced, camera-ready copy. Citations, tables, 
figures, and references should conform to the guidelines published in the most recent edition of the APA 

Publication Manual with the exception that figures and tables should be put into the body of the paper. A 
cost of $1 per page should be sent with the submitted paper-. Reprints are available to the authors from 
the editor. Reprints should be ordered at the time the paper Is submitted, and 20 reprints will cost $.50 

per page of manuscript. Prices may be adjusted as necessary in the future. 

A publication of the Multiple Linear Regression Special Interest Group of the American Educational 

Research Association, Viewpoints Is published primarily to facilitate communication, authorship, creativity 
and exchange of ideas among the members of the group and others ,n the field. As such, It Is not sponsored 
by the American Educational Research Association nor necessarily bound by the association's regulations. 

"Membership In the Multiple Linear Regression Special Interest Group Is renewed yearly at the time of 
tho American Educational Research Association convention. Membership dues pay for a subscription to 
tho Viewpoints and are either Individual at a rate of $5, or Institutional (libraries and other agencies) at a 
rnto of $18. _Membership dues and subscription requests should be sent to the executive secretary of 
tho M.L.R. SIG." 
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