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A Comparative Analysis of Books

on Multiple Reg’ressiqn

Dennis W. L'eltner
| and
Randall E. Scihuma'cker
Southern Illinols University at Carbondale

ABSTRACT

The purpose of this article was to campare 33 books on multiple
regression that have appeared in past years. 7The books were compared on
topics covered; year and publisher; orientation; level of presentation;
background required; published reviews; and readability. This information
should aid students and instructors in selecting a multiple regression book
for a given topic, appxoach, or need.

INTR ODUCTION

v

In the past decade and a half, many books and reference works on the
topic of multiple regression have become available. This is probably due to
a combination of saveral factors, some of which might be the following: (1)

The widespread availability of cqeputers and computer programs. (2) The

pioneering work of Robert Bottenberg, Joe Ward, Barl Jennings and thair.

o,

sy MR

disciples from Texas, and (3) The excellent articles by Jacob Cohen entitled

"Multiple regression as a general data-analytic device" and Richard

PR N

Darlington entitled "Multiple regression in psychological and research

e et 4

practice”, both of which apphared in P-ychologiéal Bulletin. The books were

compared on the following information: (1) topics coxered; (2) year and

atm—

publisher; (3) orientation (theoretical vs applied); (4) level of

presentation (textbock vs reference); (5) background required (basic




MULTIPLE LINEAR REGRESSION VIEWPOINTS

B 04 5 T 113 1 T 1 o TP Joe Ward

167 East Arrowhead Drive
San Antonio, TX 78228

3o KR o Y Isadore Newman

" The University of Akron
Akron, OH 44325

ASSIStANt EditOr .. oi ittt et et et ettt e e e Ronald Bobner

Youngstown State University

Youngstown, OH

EXECULIVE SBCIOtarY . .. ittt ittt ittt et ittt e et e e Steve Spaner

University of Missouri
St. Louis, MO 63121

Chairman-BlaCt ..ottt et e et et e e et e e e John Pohlmann

Southern lllinois University
Carbondale, IL 62901

GOV DY oottt e . .David G. Barr

Robert Deitchman.
Department of Psychology
The University of Akron
Akron, OH 44325

(term expires 1984)

Earl Jennings
University of Texas - Station
Austin, TX 78712

(term expires 1985)

" Roger Kirk

Department of Psychology
Baylor University

Waco, TX 76703

(term oxpires 1985)

Dennis Leitner

Dopartment of Guidance and
Educational Psychology

Southern lllinois University

Carbondale, IL 62901

(term expires 1982)

Keith McNeil

National Testing Service
Research Corporation

Durham, NC 27707

(term expires 1983)

EDITORIAL BOARD

Michael McShane
Association of

Medical Colleges
One Dupont Circle
Washington, D.C. 20036
(term expires 1982)

Barbara Myers
Research Consultant
P. O. Box 181

Glen, NH 03838

(torm expires 1984)

Isadore Newman
Deopartment of
Educatlonal Foundatior
Tho University of Akron
Akron, OH 44325 .

John Williams
Department of Education
University of North Dakot.
Grand Forks, ND 58201
(term expires 1986)



Sm e e e

"Ellinger (1981) preaented a hiatorioal overviow of readabilitx formulae

;trom-1921_to the present. She included the criteria on which they were

BNy E boy nanrte e

_fbased, factors evaluated,’ reliability and validity. &ne{a&tnor;Eaelected

‘the Flesch Ease Pormula (Pleach,é1948) bocauae it is appropriate for adult

‘zf ‘Il-‘< L i‘&rv

N %.m

reading material and does not requiro use of a word list. The Flesch Ease

'Formula is:

T Ea ey g

Score = 206.835 = ( .846 * NSYL ) ="( 1.015 * SL )

Pa ey (‘/; .- .
E . RSy . Revlig s

where: NSYL = number of syllables per a 100 word sample

- .
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SL = average sentence length L
~—_‘
i’ ' ) l* Y
The reading ease score can range trom 0 to 100 with a lower score indicating
PRI mr gm0 eaemsen e Wt e L E U gy o
a more difficult;reading level (lee Table 3).; ,;‘rﬂ e n e
PRI e L i R Ty ol
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Book Selection
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Fde g ‘A_‘ . o s

. The’'bocks selected for comparison represent thoaa from the soocial

M i R o s e et R Ay L. e

sciences and atatiatioal literature that an eduoational reaoarchor miqht be

vl s ‘{‘; - S . v "‘A L T 3 PR A ‘o _ R
inclined to use. Tho’liat'ia by no moana*exhauative{ Tha booka a:. liated
L B A LI vt afev SRRy el '

alphabetically by author in a aeparato section ot tho references.

Criteria for gggio Inclusion

-

"
»

'”Eh.*SJauI‘hiz.”ooap.f.d on selected toplcs that the authors felt

readers would be interoltod 1in. A particular topic was indicated as being

1o 4 e

oovered in a given book if sufficient proaentation_or explanation wae

proaont, e.g. an entry in the table of contents, subject index, or several

pages of discussion. ‘For example, linear regression meant the straight-line

one predictor variable regression model.
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" Anova compared to regression implied aﬁgqmparison of the two as special

P i

cases of thq_gépé;&illineai model. Matrix algebra referred to whether or

not the book contained matrix algébrhfcometétioni.o:_had an appendix with
matrix algebra rules and procedures. The covariance topic included the
discussion of analysis of covariance. The other selected topics are self-

explanatory. SR
RESULTS

Table 1 indicates a comparison of topics among the boocks. Most books
— : .
covered the following topics: linear regression, curvilinear, polynomial or
nonlinear regiession. zero-order cotrelation, matrix algebra, phrtial/aemi-
partial correlation, and anova compared to regression, respectively.
Several bocks published betwéen 1966 and i976"had included computer

[ S

programs .while later books did not because of the popularity of several

statiaticgl pﬁckagea. for exampl?,.vounqet (1979)‘pub113hed a book vﬁich
included comparisons among SAS, SPSS, and BMDP statigéical packages iﬂ
performing numercus applied regression examples.

!hblg 2 indicates a comparison among the bocks according to year,

T ————
publisher, og;gn;g;ign, presentation, and background. Most books appeared
Faithiane L R A I v 8 ey T o —T—————

in the 1970's (1960's, n=9; 1970's, n=18; 1980's, n=6). The majority had an

applied 6tiontation_(appliod, n=21; theoretical, n=9; both, n=3) with both a

textboock and reference level of presentation (textbook, n=9; reference,
n=12; both, n=12). Most books also required a basic statistics background
(basic statistics, 6-21: matrix algebra, n=12). Books with a theoretical
orientation usually required knowledge of matrix algebra.

Published reviews were found for many of the books. These are listed

Amrm—

alphabotica119 by author in a separate section of the references. The

reviews permit an individual to read about another person's opinion of a

bock the authors have reviewed.
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linear regression
curvilinear, polynomial, or nonlinear regression
anova compared to regression
multivariate tochniquol
gero-order correlation
partial/semi-partial correlation
multicollinearity
dummy, effect and/or contrast coding
matrix algebra

residual analysis/outliers

variable loloction methods
covariance
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~ Orientation Presentation Background

Author " 'Year publisher :fﬁ

a b c d e £
Belsley 1980 John Wiley X x x - X
Chatterjee 1977 John Wiley x . X X
Cohen (1) 1975 John Wiley x x x x
Cohen (2) 1983 John Wiley x x x X
- Draper (1) 1966 John Wiley x X X X
Draper (2) 1981 John Wiley X x X X
Dunn 1974 John Wiley X x X
Bdwards (1) 1976 W.H.Freeman X x : x
Biwards (2) 1979 W.H.Freeman x x x
Fraser 1979 McGraw-Hill X X X
Freund 1979 Marc-Dekker X ‘ X x
Goldberger 1968 MacMillan S X e X . x
Graybill (1) 1961 McGraw-Hill x X x X - P
Graybill (2) 1976 Duxbury _ x x X .
Gunst 1980 Marc-Dekker x x X x
Haitovsky 1973 Hafner x X x
Huang 1970 John Wiley X x x
Kelly 1969 SIU press X X : X
Kerlinger 1973 Holt,R & W x X X X
Kleinbaum 1978 Duxbury x X X x
Koerts 1969 Rotterdam X X X X
Lewis 1978 81U press X . X : X
~2 McNeil 1975 81U press x x x
> Pedhazur 1982 Holt,R & W . X b X X
Plackett 1960 Oxford press X b X
Rao 1965 John Wiley x 3 X
Searle 1971 John Wiley X X x
Smillie 1966 Ryerson X X X
Sprent 1969 Methuen X b b X
-» Ward 1973 Prentice X X x x
Williams 1974 MS88 corp, x X x
Wonnacott 1981 John Wiley X X X
Younger 1979 Duxbury X X b X
XEY: a = applied
b = theoretical
c = textbook
d = reference
e = matrix algebra
£ = basic statistics




Tablv 3 indicates the ?lesch‘kesding ae Scsle used to interpret the

!-—'—‘"-"".'—'—"' e

fibcmk scoze listed in mable 4. All books tsnged t:om tairly ditticult to
:“ e e S

T

jvety di!ticult .which would be expscted given the topics discussed. The

T T RS R R e
reads?ility messure does not take into considetation the numerous formulse,
gtspﬁs,.netstion aed mathematics; It does howevet pzovide some ‘indication
of teadsbility for compatison smong the books as well as a genetal
indicstion:o! reading comglexity compared to other types of reading

materisl. .
" CONCLUS ION

' The intormation ptovided permits compstisons among several bocks of

multipls regression published over past years. Certain topics were
indicated as appearing in the majotity of the books. Host ot the bocks
reviewed emphasized an spplied orientsticn with a basic statistics
bsckground :equirement. Additional inquiry about csttain books is possible
by.re?etring to the published rsvisws.i The rlssch Easswéormuls was used to
computs's score on each book. Ths books te!lectsd a dit!icult reading level

comparable to scientific and academic text.

Most books had an outstanding feature which bscsms’hpﬁsrsnt during the

rsvisy pzecess. For example, Belsley tcvered snlesis“ef:outliets and
sources of multicollinearity. Chatterjee covered multicollinearity,
autocorrelation and ridge regression extremely well. ceE:p (1) and Cohen
(2) had the widest range of topics covered and included one of the few
discussions of power. Digger‘(1), Draper (2), and Gunst present the
analysis of rssidusls/outiisrs and vstisbls selection techniques the best.
Edwards (1) and Edwards (2) afford an excellent introduction to linear
regression with the presentation of different designs for analysis with
'dummy, effect, and contrast coding. Gtsybill (1) and Graybill (2) offer a

broad coverage of topics at an advanced level using a matrix algebra



Table 3 .

- Flesch Reading Ease Scale?® .

Reading Ease Scale

0 to

30 to
50 to
60 to
70 to
80 to
90 to
100

30
50
60
70
80
90

100

Description . Typical Magazine - Grade level
Very Difficult . Scientific
Difficult Academic
Fairly Difficult Quality ..
Standard Digests 8th
‘Fairly Easy Slick-fiction . 7th
Easy Pulp-fiction 6th
Very Easy Comics Sth
_ 4th

®adapted from Flesch, 1948, p 230

Table 4

Rcadability Comparisons

R.E, Score Author Description
16.5 Cohen (2)

18.1 < Pedhazur Very Difficult
23.1 Belsley '
32,6 Kleinbaum

32,9 Haitovsky

33.1 Gunst

33.8 Huang

35.1 Cohen (1)

35.9 Goldberger

35.9 Smillie

36.8 Draper (2)

38.2 Fraser Difficult
39.5 Kerlinger

4207 Rao

45.4 Sprent

46.2 Wonnacott

46.5 Koerts

48.9% Dunn’

48.8 Ward

$0.7 «~? Draper (1)

52.0 Chatterjee

52.7 Lewis

53,1 Bearle

54.4 Graybill (2)

54.9 Freund _

55.9 Bdwards (1) Fairly Difficult
56.6 - McNeil

56.7 Williamg

56.9 Kelly

57.2 Younger

57.2 Graybill (1)

57.4 Plackett

60.0 BEdwards (2)




and McNeil propoae model formulation to test given
Kex‘linger and Pedhazur cover dummy, eff.ect, and
‘Mﬁm.____.

co@gtrast coding well. Pedhazur additionally 1ncluded a computer program on

LISREL. Kleinbaum provides a broad coverage of. all topice with excellent

':x:tultivari_.‘a_te examples. Williams providee excellent examples on coding

"rep'ea“ted':lrﬁeasore designs. And finally, Younger provides computer

| applications 'using SAS, BMDP, and SPSS. ''Overall, selection of a specific

bock for classroom use is in the "eyes of the beholder", but this
information should permit an alternative to experimentation or chance

gselection.
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MICROCOMPUTER RESIDENT PROGRAM
'FOR THE ANALYSIS OF
STRUCTURAL EQUATIONS

- Lee M. Wolfle . ... .02

o . o . ) RN .

Virginia Polytechnlc Institute and State University

ABSTRACT ~
A ‘microcomputer-resident program for the analysis of 'structural
" equations (PASE) has beon designed to provide the causal modeler with
all of the usually desirod ostimatos of coefficients In recursive causal
modois. Tho program Is Interactive and self-documenting, and requires

only a sories of option selections by the user. Odtpui Includes all of

the usual regression coofficients, plus total causal effects decomposed

into direct and Indirect causal offects.




CAN T structural equation causal models provide a powerful aid to assist
in the substantive lnterpretation of social and educatlonal processes.
Unlike stralghtf;rward regression analyses, structural equation analyses
permit the measurement, not only of direct causal effects, but also of
indirect causal effects through other, causally intervening independent
variables (Finney, 1972). For example, it Is now well understood that
the primary reason father's ;-occu'patlonal status is so closely associated
wlth sons occupatlonal status ls not that sons dlrectly inherit their
fathers status, but l:athor that sons of fathers wlth hlgh status attain
gducatlons of a level that allow entry into occupations of higher status.
Wolfle (1980), among others, showed how application of the basic
theorem (Duncan, 1966) or first law (Kenny, 1979) taf path analysis could
be used to aid in the interpretation of tho causal effects of one variable
in a model on another. While the application of the first law of path
- analysis provides a useful aid in lnterpretatlo.n, in many cases its
computation Is tedious In practice. Alwin and Hauser (1975), followed by
Wolfle (1983), showed how a series of relétlvely simple regression
equations could be used to estimate the direct and indirect causal effects
in a hierarchical structural equation model,
The present paper describes a microcomputer program designed to

provide the causal modeler with all of the usually desired estimates of

coefficients In recursive causal models, and also yields all total, direct,

16




and indirect causal effects. implied by the hierarchical causal ordéring of
variablei in the equation. | —

The microcomputer program‘ accomplishes this goal by the simple
expedieﬁt of requesting the user to supply information about the causal
order of variables in the model, and with this information calculates a
series of reduced-form equations from which the total causal effects of
independent variables are stored in the computer's memory. The
differences between the reduced-fofm coefficients, or total effects, and
the_ fully specified, -or direct efféct, ‘coefficien'ts are the "total indirect
causal effects. Algebraic proofs of this relationship ha\}e bé_en provided
by Griliches and Mason (1972) and Woifle (1983). _

The microcomputer program described in this paper, PASE:
Program for Analysis of Structural Equations, was designed to provide
the causal modeler with all of the usually desired estimates of coefficients
in recursive causal hodels. The program is u-ser friendly In that it is
interactive and self-documenting, and requires only a series of option
selections by the usar. The program requires the lnput' of a zero-order
correlation matrix from either an existing file or the keyboard. Output
Includes all of the usual regression coefficients, plus total causal effects
decomposed into direct and indirect causal offoct‘s.

System Requlrements

PASE was written for an Apple Il or Apple Il Plus microcomputer
that utlllzes Applesoft BASIC. System configuration must be a minimum
. of 48K RAM, and one disk drive operating on DOS 3.3. The program
provides support for, but does not require, a printer for hard-copy

Y

output.
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The Analysis of Structural Equations

9-‘ﬂ’f‘he ‘most -important advance in’ social research methodology in the
past 15 years has been the introduction (Duncan,-1966) to the social
;‘s'cié’n”ces of ‘causal modéling techniques first worked out over 60 years
ago (Wright, 1921, 1925). On the one hand, this development has been
‘important to social theo'r'y”’;" for the techniques of éausal modeling provide
an explicit link between theory and the equations used to test the
hypothesized relationships. On the other hand, while the estimation
methods for structural equa.ttions implied by‘cau'sél models are not new,
the techniques have proven to be invaluable ‘aids in the interpretation of
social data. One of the most important of these interpret;tive aids in
causal .modeling Is the decomposition ‘of zero-order -associations among

v.arla'blos into various causal "comb:onents (see Wolfle, 1980).

o A zero-order association may develop for one or all of three
reasons. - The association ‘may be spurious; that:is, It can  develop
‘because two ‘variabléé;"'say"x"'and Y, are related because: they are both
-caused by a prior variable; 'Z, or'a'set of Z's. ~To the extent that the
‘relationship between X and Y ‘is spu'r‘lous; - that -‘-péorltion is called a
‘noncausal “component of ‘the ' zero<order assoclation.. The remaining
«portion ‘of the assoclat_lon""betWéen X and Y Is causal, and Is called the

total effect. Total effects may in turn be decomposed into direct causal

effects and Indirect causal effects. Direct effects in recursive causal
models are nothing more than partial regresslon coefficients of a variable
regressed on all causes of It. The Indirect causal effect of one variable

"~ on another Is that portion of the total effect that can be traced through
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causally intervening variables. Such coefficiehts,"both -direct._and
indirect, can be expressed in  either standardized or ' unstandardized
(metric) form; the latter are often preferred, because standardized
coefficients are relatively unstable from sample to samp!e'or‘"f‘at:ross
populations (Duncan, 1975; Kim and Muellef, 1976) .

+ Users of structuf'al equation technlq'ues need to keep in mind,
however, that the interpretations of causal effects are model specific. if
the causal model is plausible, the variables within it credibly ordered
and accurately measured, then the interpretations of effects within it are
plausible.  if these conditions are not met, -‘vhowev‘er,' then the
interpretations based on faulty models are themselves faulty.

Program input and Output - ° B

‘A new computer program written for the Apple microcomputer,
called PASE (Wolfle, 1982), provides a potentially useful tool for
estimating hierarchical, recursive causal models. Because such models
depend upon Ieast~squarels estimation procedures, PASE provides all of
the usual regression coefficients. In addition, PASE provides estimates
of total causal effects, and decomposes these into direct and indirect
components.,

PASE permits thoe input of new correlaltion matrices along with
means and standard deviations. All data matrices can be saved to disk
for future analyses, The program thus permits either the input of new
matrices or the reading of previously saved data. Data matrices can be
reyiewed, corrected, truncated, or expa_nd_ed to __the maximum-sized
matrix (17 variables) analyzable with the 48K memory limits of the

L}

compiled version of PASE.
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mg;ﬁ'ggﬁ.ﬁéﬁcsj‘stlﬂle"‘i:laﬁta"',_.-ha:ve',bean'-input,"reviaWed ‘if desired, changed if
o n%cassary,and saved to disk as 'reoomrﬁended, the pi'ogram prompts ‘the
T ,}';us'"e.'i'for the number of equations in the causal model. The program next
‘asks the user to specify the dependent variable, followed by a list of the
rr_iﬂ;independent variables. The program next requests the user to specify
the causal order among. the independent variables. With this information,

the program-pi'oceeds with the calculation of all regression coefficients,
 both standardized and metric, and decomposes these _into direct and

.Indirect causal components. -(if one oesihes,- the'noncausal component of

an association may be calculated by ‘the simplo expedlent of subtractlng

the total causal effect from the zero«ordar association )

. The output of PASE has been .organized .for easy review. The
foutput ‘menu gives the user the option of revieWing ‘the rogfession
_results, the regression lANOVA' table, ~the . R-squares among the
. Independent varlablos, . and the docomposltlon ‘of - causal effects. : If

. desired,  all of these results may be directed to a printer.

The ‘regression results Include ‘all - metric slopes, beta weights,
standard errors, and t-ratlos for tho Ihdepondent variables. The value
‘fiwa _fhe intercept and the R-square for the regression are also included.

~ -The ANOVA tablo Includos the usual regrasslon, residual, and total
‘sums of squares, along with their associated degrees of freedom and
mean squares. From these the F-ratlo Is calculated, and presented along
with the standard error of estimate and the regrossion R-square.

The R-squafes among the lndeoondaot variables may be viewed. A

high value among these suggests the presence of multicollinearity, which
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- if present cadse_s regression coefficients to be unstable in the face of
slight changes in the’ .zero-drder, correléti_on coefficients (;'ee' Golrdon,
1968). In addition, standard errors are often inflated, and highly'
correlated independent _variablos often (and. implausibly) have regression
coefficients of opposite.sign (seo,‘*‘ for example, Muffo éhd Coccari, 1982).

The table of caus.al decomposltion pre#ents the total effect of each
independent variable, along with ,.Its direct effect and total indirect
causal effect. If there are no lnfervening variables between the causal
independent variablo and fhé';:aused dependent variable, then the total
effect is the direct effect. |

An Jllustration

To illustrate the use of PASE, refer to the causal model illustrated
in Figure 1. The model is based on some analyses p'reseﬁted in Duncan,
Featherman, and Duncan '(1972), and the data taken from Duncan (1968).
Of particular interest lﬁ this model is the rélatlonihlp befween ability
and earnings; what is tho expected relationship between intelligence and
earnings, controlling for social backgro'und, educational training, and
occupational prestige?

There are three endogenous variables in the model; therefore,
there are throe equations to be estimated. l;'ocuslng attention on the
equation for earnings, X(1), one would specify upon request by the
program that variable 1 Is dependent. The user will then be asked to
specify the variable numbers of the causes of X(1); therefore, the user
wl_‘ll input variable numbers 2, 3, 4, 5, and 6, since all other variables

in the model are hypothesized to cause earnings.

L}
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The program will next ask the user to identify the causal order of
the independent variables. In this case, X(4), X(5), and X(6) occur
simultaneously in a slngle causal block of exogenous variables. The user
would therefore input "variable numbers 4, 5, and 6 as constituting the
variables in Block 1 (followed by the value 99 to terminate the Block
listlng) Educational attalnment X(3), ls the slngle variable in Block 2,
followed by occupational prestlge, X(2), in Block 3 " With this blocking
information, the program proceeds with the calculatlon of the coefficients
for X(1). N | |

The regres-slon results for this eqoatlon" "a're shown 'l‘n Table 1.
These indicate by examination of the beta welghts that the most
important effect of earnlngs is the prestlge level of the respondents '
occupation, X(2) The relatlvo effects of educatlon and intelligence are
less than half that of prestlge, ‘while the lnfluence of father's education
and occupation are statistically indistinguishable from zero.

| The decompositions of causal effects for this equation are shown in
Table 2. Examination of the total causal = effects indicate that
intelligence, educational attainment, and occupational prestige all have
about equal total effects on earnings. The indirect effects indicate that
about half of the total effect of education on e'arnlngs occurs indirectly
through occupation; that is, those people with higher levels of

educational attalnment not only receive higher earnings ceteris paribus,

but also tend to enter occupatlons of hlgher prestige which in turn lead_

to higher earnlngs
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" Table 1. Regressfon Results

 '~\Dgpendent‘Vab1ab1e§ 1

”Vqr, . ”B y ‘Béta | : St Err :“'

2 .62 .2625
e m
= "; jp’1o13fi“

036 036

0183 _,01§3 _ 

- R 2, T S )
-
o
b
w

0342
0348

6.8821

2.8

2.9436

.8958

.5263

. Var{ables:
l - %964 earnings,
964 occupation.‘ |
3 = education, ™ - . " °
"4 m "ear]y" intelld ence.
- § = father's education,
6 = ‘father's occupation,
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Table 2. Decomposition of Causal Effects

(Stahdardized)
FROM TOTAL DIRECT INDIRECT
VR. 4 2273 013 .i26)
VAR. 5 0881 .0306 - 0574
VAR. 6 1032 . .0183 0849
VAR. 3 .2454 " .1069 .1385
VAR, 2

2625  .2625 0

Variables: See Table 1.
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B The a'ame may be said for the effects.of intelligence on earnings.
“There is a direct causal effect of 'int'elligence on earnings (the higher

one's intelligence ceteris paribus, the'higher one's earnings), but there

is also a set of indlrect effects wherein people of higher intelllgence
acquire higher levels of educatlon and possess occupations of higher
prestige, which also have positive effects'on earnings. The combined
direct and indirect effects of intelligence make It equally important to the
explanation of earnings as is either education or occupatlonal prestige.

In sum, PASE not only permit: the causal modeler to examine the
straightforwar; ‘re}gresslon results, but,: further, PASE also allows one
to examine the decomposltion of causal effects into thelr direct and
indirect components These Iatter examinations often prove‘. to be very

useful in revealing how causal offects are manlfested In the model.

‘Avallabllity of PASE

b

PASE s avallable fnom the authsor; College of Education, Virginia
Polytechnic lnstltute and State University, Blacksburg, Virginia 24061,
Please enclose one blank 5.23-Inch, soft-sectored floppy disk compatible
with the Apple disk operating system. A users' guide Is also available;
to cover duplication costs, please enclose a cheek In the amount of 81.00

made out to VPI&SU College of Education.
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Introduction

Completion of correlation studies may require that the
researcher test for signirioant dirrerenoes between two inde-
pendent oorrelations and/or between two dependent correla-
tions. Solutions to the rormer problem may be found 1n many
basic statistios books (Tate, 1965; McCall, 1970; Dayton,
1971; Minium, 1978). Prooedpree to test fpr a significant
difference between dependent oorreiatiene have also been
reported (Glass and Stanley, 1970; Hinkle, w1ersma and Jurs,
1979). Minium (1978) reported that there was no entirely
satisfactory test 'of the difference between correlations from

dependent samples, but it 1is not known whether he was famil-

iar with the procedure presented by Hinkle, Wiersma and Jurs

in 1979.




Neuman suggesged_that difrerences between correla-
tions éronﬁgoth dep;ndent.and independentiuniuerses could be
.“jtested‘for significance using multiple linear regression
:;(MLR) This application of the use of MLR had not been pre-
‘viously demonstrated | while testing for a difrerence betwee:
:ég of independent universes appeared to be relatively
uncomplicated using MLR, such was not the case when the test
was applied to data fron dependent universes. In the latter
case repeated measurers were ‘made, hence it was necessary to
include Person Veotors in theistatistical models developed
Peddhazur, 1977 reported a-procedure for inclusion of

Person Vectors in MLR models, but no analogue procedure was
given when the dependent variable was dichotomous. This
paper presents such an analogue procedure and demonstrates
‘its appropriateness. [

Results of using the prooedure reported by Miniunm,

1978 to test tor a signitioant ditterenoe between r and’

r using independent eamples and the prooedures rep;rted

b$ Glass and Stanley, 1970 and by Hinkle, Wiersma and Jurs,
1979 tor testing the dirterence between r snd r

using dependent semples were compared to ;esultsausing the
general MLR approaoh suggested below. Study of the outcome
for the}independent sample case was based upon a Monte Carlo
approaoh in'whioh'100 pairs of samples‘or 30 subJeots each

were taken from the Coleman Data Bank. The criterion vari-

1_
Newman made the suggestion in planning the present paper.
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able was sex (Y) and the predictor variables.wereVGPA
(X ) and reading achievement (X ). In the dependent
'ca;e the same variables were usgd but the subjects in sample
1 were the same subjects as those in sample 2. Using a Monte
_“Carlo procedure, 100 samples of 60lsubjects“eaeh were created
fron the Coleman Data Bank. When these subjeets were con-
sidered to be in sanple 1, a correlation (r ) was calcu4
lated between GPA and sex; When the same slbjects nere in
sample 2 a correlation (r ) was calculated between read-
ing'aehievement and'sex.vz' R - o

Comgarison of Minium s Suggestion (z test) to MLR ror

'Testing H .‘n1- 52 = 0, HA. r1 - r, F Q,Ci = 05 for Inde-
pendent Sample Data.

Using a Monte Carlo procedure 100 pairs of independent

N ”samples were drawn. Correlations (r and r ) were run
" ‘between sex (Y) and GPA (X ) and'sexi(Y)'ang.reading |
achievement (X ). Te”detelmine if there was a significant
| difference betseen~r and r using the z test the
following formula wa; appiiid: | |

Formula One:

1 1
+*
b/ n1¥3' n, -3

Fisher's z equivalents were used rather than r values

(]
1

because the sampling distribution of the r values is likely
to be skewed. Values of z obtained for the 100 pairs of
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liqet at the .05 level.'

sampleslare reported in Table 1. Inspection of the z scores

“-1pindicates that only two reached a magnitude greater than

ﬁg.ﬁ'g

. .96. “Tuice the null hypothesis was rejected ‘with alpha

To determine if there was a significant difference be -

tween r andr with the same data using MLR, vari-
1 2 ' ‘

ables x y X and Y were transformed into standard
1 2

_scores to obtain common units of measurement._ Using the

following regression models, the hypothesis H: a=a

‘o 17 2
(where a and'a are partial regression‘weights)dwas“
1 2 . - . SORIVSR A EE I AR '
tested. _ - _ e
Full Model A .:TVS"'p | Réééricteauuodel 2
- 7y s a,l %Q,*' %&2 7-‘0- E‘ S‘: ‘ zy = aasz + E

(In standard score form zy1 represents sex, zx1_represents

GPA, zxz_ represents reading aohievement and zx3 represents
the prediotor soore regardless of whether the person came
from sample 1 (s1) or sample 2 (s ), x3 * le +

2, a3 represents the common slope for a and a .)

, 1 2
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Full Model 1

Model 1

Restricted Model 2

Model 2

2y= 89241 * 3245 + E,
2 z, 0 -
Y11 le

2,4 2 0 -
Y12 x12

z z 0 -
Y130 x230

2 0 z_. -
y11 : X21

z 0 2 )
y12 x22

z 0 2 x
Y30 x2

Restriction: a, 5’32"

zy s a3zx3 +:E2
. Yy o

Y11 x11

30
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Testing Model 1 against Model 2 will determine 1f
| a #a '«  The testing of Model 1 against Model 2
s;ouldzgive the same results as one would get by usihg
formula one, the z test. |

Reported in Table 1 are F values obtained by testing
Model 1 againsﬁ Model 2 for the Ibb pa;re.of samples drawn
(F eritical for ar, = 1, d‘r2-=.28,' -0\; .05 = 3.34).

Only four of the F values computed when testing Model
1 against Model 2 exceeded the critical value or for this
problem four times in a hundred a null hypothesis was |
rejected when alpha was set at .05. . | |

| when the z and F scores in Table 1 were compared it

was found that 1n 98 percent of the cases. the same conclugion
.would have been drawn regarding the hypothesis
H: r -r = 0. Por two of the cases in which
tge F ;coreg oexceeded the critical value, this was also true
of the z saores. Examination cf cases 44 and 80 show the F
sgores exceeded the critical magnitude while the z scores

narrowly failed to reach significance. (Critical z = 1.96,

observed z scores were 1.88 and 1.86 respeoctively.)
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~ Table®1 ..

Comparison Data forIndependent Samples Testing the

- Hypothesis that r}-r2= 0 Using MLR Vs ... ... .. ... ..

Z Test i
Sample R)12 Ri3 F ‘2
1 - =.0382 -.1445 .2275 .3906
2 .1097 -.0822 1.0266 .7051
3 .1659 .2998 ~,0562 -.4921
4 -.1066 -.0515 - .0213 -.2024
5 .2092 .1476 ©,0341 .2264
6 -,2958 -.2087 " 2870 -.3202
7 -.2195 -.2314 0277 .0439
8 .1568 .1993 0074 -.ﬁssa
9’ -.0877 ~.3084 - .,0018 .8110
10 - .2246 -.4637 7.8551 2,5292
11 -.0876 .0219 .2493 ~.4023
12 -.3548 -.0749 .8628 -1,0285
13 . .0987 .1240 .0018 -.0932
14 -.2053 .0243 .7295 -.8433
15 -.1435 -.1563 .0075 .0473
16 ~-.0480 .1629 .5986 -.7749
17 .0000 -,1785 .6556 .6557
18 -.2496 .0925 1.8128 -1,2570
19 .1861 -.0689 8114 9370
20 -.1435 -.1249 ,0067 -.0682
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" (Continued) .

A r
B N N
FERL N

42

36

.3642

407133
1.,6368
.2862

L3117

1#0;613
5;2995

1.,0676

11,9379

i «1464

49003

04751
1153
7.2476
07674

.0764

.0876
.2218

1.4081

5749 f
.6106‘3
.aloa_g
-.9910 |
-.4523 j
.6844 f
.436925
s
-;9725{53

1.2923;;:
.4984?;
-.7990%.
i
-.6554§'
-.2021§
2.4136%
4716
~.0540
.2550
-.3857
-.3650

1,0867




(Continued)

mple \ . Ry ¢ - Riz

f Z T
. Wk oew ewe

3 o874 2461
TR -.2835 2203
5 0879 _-;5577
6 © 24,2411 -.0628
7 i;dsee .1021
.8 -.0666 . =-.1132
9 f.1§es 0159
0 ST VR ©.3008
1 . -a7se a2217
2 -2905 . -.3968

3 . . =,2900 -.3334

288 1T
4 Fe,06 57
R R N
.5 -.3273° . .0132
6 | -.0844 -.3070
7 ~.1926 -.1973
.8 0219 .2391
9 . =.2871 -.2601
0 -.4133" -.2789
1 .2297 .0214
2 -.2553 -.0265

'3 .0067 -.0732

37

7123

4.6929
1.8545
.6567

.0292

,0020

" 46105

2.1849

-,0206

.3242

L0202 -
";éb;s_
1,6870
' .9242

. .2412

1.3448
.0793
.2876

.5132

4226

.0108

o.se0

;1:5391
1.1964
-.6553
-.2326

'.,f?lo
7879

-1.5033

1692
©.3905

1592

" =.5696

~1.2510
8181
40175
~.7980
-.0992
-.4938
.7654
-.8410

«2935



-4 Table 1.
o ‘:,(Contfh‘(l.ed)
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Lf§7
:.68 |

69

70

71

.72

73 cl

A

7
78
79
80
81
82
83

84

74

1030
-.1015
- -.2034
-;1255
yégaoss
-.0128
“-;2958

=.1137

i ‘fJZOSO-

25;0795

Y ,2440
- .1383
0074

0569
-.2532
-.1656
-.3158
-,2261
-,2011
-,0156

-01663

38

.0104

| 6764

.0401

.0679

‘”03624
.2748

2.6689

.0614

.0064

«2265

2,7359

.3197

.0156

,0231

+4696
.8270
3.7560

1.5966

- 42890

.0150

«1434

;0424'-
-.5789
-.2517

.4310
~-.6604

.4766

-1.5924

,2659
-:1059
~.5611
1.6410

.5215‘ 

.1189

.0079

4907 -

-1,0434
-1,8594
-1.1251
-.4638
-.1433

-02845




Table 1

(Continued)
— e . - — _,;: i_,__.z .
35 : -.1278 1714 9152 -1.0993
16 -.1424 -.0176 - .0748 -.4583
17 . -.3278 1275 3,1805 . -1.6732
'8 -.0852 .0105 .1551 . =.3515
9 -.1290 - =.,0545 | 1322 -.2736
0 -, 0962 =052 0419 -.1620
1 | .0666 -.0978,  .3745 6041
2 -.1241 -.3654 " .6108 .8869
i .0000  -,1096 7583 4025
1. =.2129 | .0429 .7594 - -.9398
5 L0 =.3984 jf‘z' .0154 1.8932 . =1.5204
5  -, 0182 J1301 . ,0856 @ ~.4111
7 | 073 . .0088 .0604 .2383
3 .. =.2708 -.0433 1.1240 -.8360
) 0142 -.1267 . +351§ 5177

) -,0968 -,1105 .0084 : .0506

The F and Z values for the 100 samples were in agreement 98% of the
time, Data for sample 44 and 80 showed the F with 1 and 28 df to be

~ significant while the Z value narrowly fail to be significant. Critical
value of F was 3,34, ' '

iz
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.QComparison of the Glass and Stanlex Procedure (z test) to the

HinkleL,Wiersma and Jurs. Procedure (t test) to the Newman Proce-

dure (MLR) in Testing the Hypothesis H,: r, - r, = 0,

1

o H 10 QA = .05 for Dependent Sample Data.

A1 "2

Method for Stddy Two

Solution to the problem of testing for a significant
.difference between r and r when dependent samples
~are used must.take.i;to accguntxthe lack-ef:erthogpnality by
including the degree of co-Varienee betdeen'ﬁhe two sempies |
_fin the error term of the test., Results.er solving this prob-
lem using the three procedures referred to will be reported
lpelow.- lfl-

A Monte Carlo procedure was used to draw 100 pairs of
:‘dependent eamples. Correlatione were run between similar
" predictor (X) and eriterion (Y) variables in each sample
(r and r ). The criterion variable (Y) was tne
. di;hotomoﬁa variable sex. Predictor variables were GPA
(X ) and reading'aehievement'(x ). All data were |
oblained from the Coleman Data gank.

Formula 2, presented below, 1s the solution suggested

by Glass and Stanley, 1970.

'Formula 2 Z 3. .
2 2 2 2 3 =
V (1=-r xy) +(1 = r xz) - 2r yz = (Zryz- rxyer
2 2
(- Py = &%z -~ r‘yz)
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Inspection of z scores obtained using Formula 2 ‘and re-
ported in Table 2 indicate that two of the 100 tests reached
the critical value of 1.96. Thus, in only two cases was the
null hypofhesis_bejected.

Fofmula 3 bresented below is the solution suggested by
Hinkle, Wiersma %nd'JUrs; 1979. |

Formula 3 . Wy , -
ormula 3 . - (r'xy-rxa) Mnr-B) “"'Py;z)

B 2 2 2 ,
V., 2_(1 - Py - Pyz = Tyz * 21,y Tz ryz)

Inspection_of t scores obtained by using Formula 3 and
reported 1in Table'2 indicates that two of the 100 tests
reached the critical value of 2.00 with df = 57. Thus, in
oniy two cases wWas the rull hypothesis rejected.

. The MLR procedure used to test for a-signifiqant dif-
ference between r -aﬁd;rl obﬁained from dependent
samples involved'ého trdisrormation of predictor and
criterion variables into standard scores in order to obtain
common units of measurements. The hypothesis that
Hs: a = a = a (a represents the common slope) was
o 1 2 3 3
tested by comparing the amount of variance accounted for by
the following regression models. Values a1, a ,a are

3
partial regression weights.

Full Model 3 VS Restricted Model 4
Theoretical Models 3 and 4 )
&y = A,%,q% 852,50+ 3Py + -« + 8goPg3 * E3

VS




”tiff%;eddhazurfs conceptual approach for Models 3 and 4 where

. small ps areioollapsed and designated}as a large P. (See

Jﬁpqdqhazgp,,1977}-Williams, 1977.)

.ay = a12x1 f a23x2 + auP + E3 Vs 'zy = a32x3+ auP + Eu“~

(In standard score form zx1 represents GPA in sample 1 (s )
1

zx2 represents reading achievement for the same persons in

:Wfsample 2 (s ), z-
2 x3u

if the soore oame rrom sample 1 or 2, zx3 = 2.4 % 245 and z

represents the prediotor soore regardless
| y
gzrepresents.the oriterion}variablehsex, a. is-a-partial
regression weight Ps represent person viotors used to
faooount for ‘the oo-varianoe between ‘the two dependent
samples, a: representa the common slope for the.partial‘
. regression weights a and a .)g,;ﬁ-;ihwﬁﬂ;_ |

Below 1s a aim&lated gumerioal example to explain the
procedure.

 Full Model 3

Model 3 z, a1ix1'f 82,5 + 8, P+ Eg

Sub. 1 1 1 0 2.5
2 1 .5 0 1.2

81 3 0 - o =
y 0

0 o7 1.6_
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0 1.5 2.5
2 0 0 .7 1.2
y 1 0 .9 1.6

Restricted Model 4

Restriction a, = a2l= a3

Model 4 Zy = 8323 + 8y P+ E),

‘Sub. 1 1 1 2.5

2 1 .5 1.2

1 -3 0 -:3 4.5
u 0 “.07 1.6

Sub. 1, 0 1.5 2.5

2 o 7 1.2

8, 31 =2 -5
oo e .90 T 1.6

Attention 13 directed to the procedure used to develop the
perason vectors. Model 3 represents the prediction of sex (zy)
by tho standardized GPA (zx1), the standardized reading |
achievement score (zxz) and a composite person vector (P). In
the.simulated ﬁodel.tﬁere are four subjects, two males and two
females, each of wﬁom is measured twice; once on GPA aﬁd once
on reading achievement. The person vector is then computed

by adding the GPA score of subject 1 to the reading

43



gglgﬁeﬁéﬁi*égéredf”eubjeetci;which"in the simulated case
.;.s£n$7£o 2:5 - Similarly.for subject 2 one adds GPA to read-.
.tfing achievement and places the total 1 2 in the two
positions of the person vector representing subJect 2.

- This procedure is repeated until all persons are repre-
sented by a'person vector, thus accounting for the co-

‘Varianceibetween'the dependent samples.
Results for Study T.wo ‘

Reported in Table 2-are F valuee:obtained by testing
Model 3 against Model uror the 160 samples drawn (F
critical for df = 2, df, = 57, A = .05 is 3.17). only
two of the F values computed exceeded the critical value.
Thus, for only two caees was the null hypothesis rejected
-with alpha set. at .05.

When the z, t and F ecoree reported in Table 2 were
compared, 1t was round that for the same two cases (58 and
62) the z, t and F test results were significant. It is,
therefore, apparent that there was 100 percent agreenent

among the three procedures used.

Conclusion

To the extent that the approaches suggested by
Minium, 1978; Glass and Stanley, 19?0; Hinkle, Wiorsma and
Jurs, 1979 are valid, the use of multiple linecar regression
“has been'domonetrated'to be a vlable procedure for teeting
for a significant difference between r and r with both

1 2
dependent and independent data. Results using MLR were in
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Table 2

Comparison Data for Dependénl: Samples Testing the

Vs the 2 Test Vs the t Test

Hypothesis that r}-ra= 0 Using MLR (F)

Ry3

45

Sample .Rya R3 F Z

1 ‘-,1081 -.1019 -.5947 .0141 -.0273 -.0271
2 -.0049  -,0730  -.4437  .0600 .3109 .3033

3 -.0685  -,1147  -,4848  ,0200 .2094 .2059
4 -.2429 1196 -,4731  2.0612  -1,7047  -1.6438
5 -.0427  -,1308  -.3334 . .1386 4213 4125

6 2337 -.0451  -.5143 45423 -.8629  -,8587

7 -.1578  =,1723  =.4318  .0002 .0680 0680

8 -.1443  -,0763  -.4686  .1262  =.3113  ~.3071
‘9 .N;;1229 -.2118  -,4150  .1868 .4203 .4201
10, - -.0698 -1742  -.5636 L0899 4648 .4625
1 @ﬂf.oaae_'ﬂ"Q.ix;S 5485 9222 11873 . 1.1320
12 -.2294 .1421 5152 2,1572  =1,7221  -]1,6558
13 0391  -.0373 -,5648  ,0003  -,0080  -,0078
M -.2200  -.0820  -.0279 ©  .1535  -.8143  -.7983
15 -.0909  -,0583  -,5034  ,0285  -.1466  =-,1438
16 -.0975  -,1126  =-,3899 0074 .0709 .0697
17 -.1112  -,0085  -.4717  .2554  -.4666  =-.4559
18 -.0344 .0036  -.4687  .0137  =.1719  =.1675
19 .0208  -,0351  -.6242  .0499 .2406 .2344



Table 2 !
h (Continted)
,_,,‘S*!’T’.Er’,;?,f R’ Ry Ry F 2 t
20 <1637 0648  -.6433 6383 -,9927 -.9661
21 -.1286 _.0124 -.5309  ,1273 -.5187 '-.5079;
22 . .1160  -,1413  -,3697  .9576  1,2280 1.1886%
‘23 l486 -.2208  -,3999 L1420 344 3464 |
24 '  i;o933 0405 -.5993 .2844 -.5828 -.ss74§
25 ":--;17i4 L0376  ‘"4.5277f © 5597 -.9417 -.9194§
26,1634 -.1349 L7 1243 1.3573 "1.3096f
5*“27, - sk .0733 -.2734 "".6172 ~1.0346 71.0046%
28 L0417 -020  -.4s48 2704 6571 .6395;
29 L0000 - -.003  -.3758 L0726 4381 4273
**'36; fﬁ{oa7a ©.2072 -,3869 - .4074 = =.8049 -.7919 |
31 =102 ,2080  -,4317. 1,5068  =1.5030 -1.451e§
32 =122 .0247  -,3253 3005  =.6559 -.6389?
33 -4}1519 0089 ~,5131 2809 -.7245 -.7qe4%ﬁ
34 1304 1154 -.$743  .8748  -1.0910  =1,0559
35 1613 -,2518  -,5863 2,4361  1,8883  1,8093 |
36 -.2672 1156 -,4620 2.2825  -1,8183  =1,7541
37 -.1817 1420  -,6488 1,5265  -1.4215  =1,3691
38 -.2039  -,2760  -,3791  ,3468 .3548 .3639
39 -.1299  -,1480  -,3844  .0000 .0858 .0849
40 .0268  -,2342  -,4445 1,0715  1.2244  1.1973
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(Continued)

Sample R12 | R13 ‘R23 | F ') t
41  -,0862 .0675  -.5479 ,3316 6814 - .6624
42 -.1134 -.1388  =,3589 .0068 1214 1197
43 -.1972  -,0269  -.5492  .4731 .7643 ,7557
44 .0722 =.1105  -,4592 .5056 .8365 ..8126
45 .1039 =,0568  -.4406  .3424 .7391 .7186
46 - 1462 0208 -,5723 L3459 27379 -.7210
47 -.1396 0224  =,4709  .3753  =.7395  -.7212
48 . -,1728  -,1842  -.6266  .0000  .0502 ,0521
49 ,_-;i147 ;,6868 -.5359 0033 -.1245  .-,1230
S0 . L0794 L0287 ‘-;5166‘. 0303 .2263 2212
51 ";L6é49i j§€{§739 .fft¥;384e ©.0007  -,0280  -,0274
52 -.1164 '?ﬁ?fiba7' -.4168  .0085  ~.0891  -,0582
53 1752 =.0219  =.5276  .2925  -.6898  =.6789
54 -.2124  =,0444 -.4226  .4027  -i7889  =-.7785
55 .0896  =,0502 - =,3565 . ,2555 .6618 .6439
56 1172 =,2122  -,5267  1,5152 1,5087 1.4563
57 -.1864 1915 -,6415  2,0257 -1,6806  -1,6098
58 -.4106 .0709  -,4124 4,1282 -2,4361  -2,3888
59  -,0425  -,0898  =,3059 0451 .2278 .2226
60 0822 -.1186  -.5032  .6037 .9077 .8809
61 ~.2270 0985  -,3751 1,5038 -1,5736  -1,5216
62 -.1543 .3160  -.6016 3.6028 =-2.1797  -2,0931
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- V(Qqnti_n'ued)
Rz Ry Ry F 2 ot
;;{fqa- L0251 -.1084  -.4283 2451 .6155 .5996
64 -,2392 -.qgos‘ -.3373  ,3583  -,7738 ©  -,7665
s -.2249 -,2041 -;4498 .0027  -,0986  -,1010
.66 B -.1786  -.0302' -.2974 | 4226 -.7250 -.7099
67 -,109 n,.1o§; -.3481  .6796  -1.0474  -1,0157
68 -.0522 0362 —,4324 | .1157_ -.3990  -,3885
69 ,-.1247' : .;739 '5.3957: 1;3316 “1.4216  -1.3729
. 70,0057 -,1372  -,6823 3335  .6094 5983
7 e s -2 1,0284  -1,3374  -1,2039
.72, ,-.ioss ,=.1328  -.4727  ,0680  ,1202 1190
'»75""ﬂ;i}QZOST__»x;O}ZO -.4677 - .0018 .0405 0395
74 —.2765 =479 -,3575 L5527 -1,1157 -1.1045
. 75_ w1378 -.0768  -.3822  .7065 = 1.0143 9844
76 . =,0664 e;lgzo -.3096 1457 .3661 _:.3591
77 -. 1462 -.1266 - -,3292  ,0466  -.0850  -,0840
.78 =.2009 -79959 -.5044 ,,3175 ' -,4800  -.,4800
79 -.0960  ~-.2412  -,2796  ,1335 .7244 .7171
80 -.1449 .0812  -,4936  ,7979  =1,0293  -,9985
81 -.1217  -.1347  -,4893 0955 .0591 .0587
.82 -.0315  -.,2108  -,5069  ,3846 .8179 .8087
83 -.1265  °,0388  -,4502 4362  -.7589  ~-.7388
84 -.1869 1276 -,5317  1,4378  -1,4325  -1,3818




Table 2

(Continued)
Sample Ry2 R;3 Ry3 . F 2t
85 -.1404 .0383  -.6209  .5040  =-.7773 L7583
86 1376 -.0578  =.4992  .1262  =.3607  =-.3552
87 -.2128 1423 -.4939  1.7676  -1.6518  =1.5890
88 -.1787  -,0716  =-.5486  .0233  =-,4796  =.4772
89 -.0400  -,0773  -.6466  .0179 .1600 .1570
90 -.0700 .0425  -,5035  ,1760  -.5043  =-.4909
91 -.0341  -,2049  -,5194  ,3524  ,7750 .7667
92 -.0233  -,2465  -,4014 1,0884  1,0644  1.0487
93 -.0624  -.0942  -,3143 . 0317 .1524 .1491
94 1593 =,0670  -.5301  .7893  1.018l .9892
95 _.1582  -.1596  -.3849  .000l .0067 .0067
96 L0196 =.3220  -.6075  2.694S 1,5569 1,5625
97 -.2074 0764 -,4736  1,1570  -1.3129  -1,2740
98 -,0962  =-,0658  =-,5215  ,0722  =,1357  =-,1334
99 -.1564 ,0108  =-,5323  ,3164  =-,7495  =,7332
100 -.2481 ,0265  =,4969  ,9063  =1,2694  =1,2449

Note: The F, 2 and t values for the 100 samples were in agreement 100% of
the time, Deqrees of freedom for the F and t values were F)= 2,
F= 57 and dfy= 57. The critical value of F was 3,17 for t it was
2.00.
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“c1@1(1978) ror dependent data. For the two cases (44 and 80)

'“(t test), and Newman (MLR)

”f pedagogioal advantage seems to exist when ‘'using MLR.

98 percent agreement with the procedure suggested by Minium

S B B e R K i

where the MLR results did not agree ‘with the more tradi- 4
_tional procedure, the observed values Just missed reaching .

the critical level, 1.88 and 1.86 respectively. When data 1

from dependent samples were evaluated there was 100 percent .
agreement among the procedures suggested by Glass and ]

-'Stanley, 1970 (z test), Hinkle, Wiersma and Jurs, 1979

_l The similarity in the results tends to support the use-f
| of all procedures tested The writers, however found the ;
traditional tests (z and t) to be more cumbersome when a

oomputer program for testing general linear models was

available. In addition to the pragmatio consideration, a

Teaching students how to use the general linear model permitsi
them to oonceptualize’more'clearly'what they are doing.

This would be especially true for more naive students for
whom application of the traditional models may be based
ontirely upon what appears to be unrealted statistical pro-
cedures. For the more sophisticated individual, MLR faoctli-
tates expression of the research question of interest in

terms of general linear models without having to worry about

a specifioc procedure to use for that particular problem.
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Further, it is the belief_ef the authors that the
general linear medel apbroach to testing hyposheses is more
apt to increase the ability of the researchers to ask ques-~
tions that are of most specific interest to them; reducing
~the likelihood of their making a Type VI Error, Newman, I.;
Deitchman, R.; Burkholder, J.; Sanders, P.; and Ervin, L.
(1976) and Roll, S.; Heedt, K.; and Newman, I. (1979). A
Type VI Errer is the'ineonsisteﬁcy between the research
question of interest and the sﬁat;stieelimodel being
applied. | | | ;
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~ ABSTRACT

A ngitiple reqreesion method is presented for comparing
the”baees of two ragers' judgnents. ~ This technigue,j uhich
has begn referred;wto as judgnent analysis or policy
captuting, is described foc judgments ‘of tvo nurses. In the
" example presented, judguents of future infant perforiance
vere derived from the nurse's scoring of 4infants' behavior
on the Brazelton Neonatal Behavioral Assessment Scale.
Brazelton dimension sco:es served as ﬁtedicto:s of future
performance in a test ot eitterences between the policies
(criteria) of the tvO”nnrseératersgvVfSample data illustrate
the technique but do not.conStitute a direct test of the
data since the two nqrseis- ratings vere ac:ueily on two
different aets ot infants. It the ratings had been on the
same babies or 1dentica1 sanples o£ babies, } the technique
would have revealed,btigey,‘ thegsgbe tvo nurses based their
judgments primarily on“o;e Bre;eltee dimension, interactive
procegsses; and aecohd;:that one nurse consistently rated the
babies' tuture portoruance at a higher lavel than did the
other nurso. | Thin technigue has pOtontial abplication to
evalustion of rating criteria for training of obgservers or
Judges an? in other problowm solving areas such as conflict

rosolution.
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o SubjeCtive\“ prediccions ot progress;‘and objective |

’ 7 )i X
assessments of behavior are treguently required in l;ny

prograns and projects.wmwéonsistency and accuracy ot thesgf
observations are' 1mportant issues 1n evalnatinq **iéé“
judgnents of dlfferent 1nd1v1duels or policies in relation
to patterns of attributes (Plsher, 1983-3 Host 8 Starr,'
1983) .  When aSSessing these judguents several - quesclons
often arise, for exenple, ihich of the nany observations
contributed the hosnlro the overall judgnent’ | 'of. nore

?

importantly, 1f more than one observer is involved, to vhat
extent did the raters rely on the same criteria as the basis?
for their pred$ctiens.a el pjwp e ?Qsmmﬂgga;hdg Qﬁft
This' paper presents a general statlsticdl nethodlﬁfofﬂ
comparing the observations and detezuieioq{ ;ﬂe bases ot che’
judgneats of two.indivlduals.3 The .mathod 1is applled to
ohservations on the current status and judgments of :ucure
vapabilittes ot newborn lntants.‘ The observations vere naded
0y two nurses ln the proceas ot conducting ‘the Brazelton*
veonatal nehxéioral Assellaent Scale,'J BNBAS. (Brazelton,
1973) . Judyaent of the 1nfent's futuro pertornahco vasioedei.
1fror completion of the nwnasgaasessnent. 70 illustrate the
mthod, tho nufse's judymenta aro treated as if they Jere'
rating the same infants. The tvo rators' Judgnents are then
compured in terms of the regcression weights assoclated with
UNBAS dimension scores (Als, Tronick, Lester & Brazelton ,

1977) derived from the original BNBAS obser'vations. These

scores represent the following dimensions: 1. Lg;g;act'gg
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"n'ggoce_gggf capacity to respond to social stinnli through

W

orientation, cuddling and consoling, 2. » o_o_ oc ses:

i‘i’k -.\. ‘m .'Jv" di' i A 2 "‘ RN

abiiity to naintain good tone,‘ control notor behavior ‘and

e J

integrate actions. 3. Q;gg igg ig_Q; gggggggg_g ability to

‘nodulate States of consciousness in interactions uith the

Hi

environnent primarily by shutcing ‘out aversive Stinuli° and

gh1§101091g51 ;egcgig 1o g_;ess:‘ stability in reSponse

to Stress. . Dinensions 1~3 are scored as follows- '1 for

-

good 2 for average; and 3 for vorrisone or deficient

k.

'perfornance.‘ Dinension' " is coded either 1 (good) | or 0

fM “y

(bad).

Thé’genaral model usel as a basis for‘analysis or'degree'

of ratgr sjnilarity is a - nuktiple linear regression using
IR Iy R SRRV S TR W SO R G die #

least-sguares estination o£ theﬁregression veights.

e ﬁl} ,'F{}u & dr PR

SEEE CE TR TINTE SRR w,xa +w;£;=+<wkxk;+'z; SR S R
SRR S o T ‘a'".:,,» R R .

uherg Ve Yoo and Vyee. "k ate- 1east squares veights that
RS e e ‘

nininize the agunred errocs in gg p is ,& vactor ot "1"s and
X. and x, ...xkare the K predictor’ vectorr. The dependont
varlable,. !, ia the ‘9: of jndgnonts or ratings_ 2f the
situAt!ons chnract«rizod by tno predictor data, Tho
Leqrosnion Jpplmdbh outlined here is a'variation of a
ted\nique" called ‘gpolicy cnpturin_g,_" (Ch_risltal,‘ 1968a, b;
chrtntal's dottanherg, 1969; ward, 1979) . Tho conbination_
of the regresslon weiglits applied to each vnrinb1e in taken

as defining the rater's "policy" wicth regard to ¥, rthe

depanient vaciable,
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The qaneral hypothgses_to be tested are: _’“Doeq the
policy used by one rater differ from that used by another?"
an@_ "Iif the _;wb poliries differ, do they Qiffer by a

constant amount?"

The models for interrater coaparlison are presented first

followedl by their applicatiorn to sSanple BNPRAS data.

MEZHOD

Model Development

The folloving regrnssion*euua:ions wvere ‘designed to ‘test
the Judgmeénts of the *wo ratocs. Nurse '1 arnd Nurse. 2, on the
fonr BY¥BAS dimension scores. Each nucsa's equation would

take the geaneral torﬁ,

Y nucpa = function of (bimension 1, pinmension 2,

Dimcnsion 3, and Dimension 4) + E (2)

/hore Y is u nurse's judgment of an infanc's performance. A

ilmilar regrassion equation is established for Nurse 2,

Mpial 2. Model 1, vhieh {incorporates both nursas?
quations into u single wodel,” takes into account the
m38ibilicy thae wurse 1 makes ratings of infants that yield
‘0 equation (velghts a4, a,, a,, 3, a,} that differs fron
he correspanding equavion (weights b, b, b,, by, b)) of
acse 2. The equation is: .
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_f9:'.5f‘_'.i_'r= a,P1 + ay(e1eon) + a, (21%02) + a (21+D3) +
L a, (p1¥na) + byP2 Y b, (pztm) + b, (92*02) + |
1€;7 b,(Pz*DB) + L~(92*D4) + El A | (3)"
where Y is the vector of future infant performanco ratings
~from both nurses, D1 to Di are the four BNBAS dimension
scores, P1 is "1 for Nurse ) and O otherwise, P2 is "1" for
Nurse 2 and o othenwise,vand E1 is the error in Model 1. 1In
other words, the nurses are assurmed to hnve based their
predictions on two complerely different policies. The least
squares solution ifor Eguation 3 will yield two.sets of
veights tnat might be different. Dimension 1 ' for Nurse 1
(91*01) has one weight (al) nasigned to it, dimension 1 for-
Nurse 2 (92*01) may have nother weight (b,) asqigned to it,

and so on.,:,?urthernore P1 is assigned one veight (a,) and

P? may havn anocher weighe (bo).

ngggi 2; aeiTo test tho hypothesis that the two nurses'®
predictions diffnrod by a coastant, restrictions are|impoaed
on Model 1 to obtain Hodel 2, Equation 4. To illustrato
this point,‘vo would act as it the hypocthesis is: vhen two
nuCsos aro pzenontad vith 10 blabies and asked to nmake
prodic ionn independontly oun  those 10 babios, tho
predictlons wlll axrzét by a constant anount. The
rostrictions dimplied by the hypothoses of constant

differences ato:
u, = b, = ¢,, a, = b, =c,, 8, =h, =¢,, and a, = b, = c,

snhstitnting these restrictions in Model 1 gives Model 2.
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Observe that this model has the same weights (cv’c,vg,
c,) for the two nurses, but that the nurses' judgments will

differ by the constant value a, = b .

figlel 3. Model 3 assumes that the policies used by
Nurses 1 and 2 are identical. The restrictior on Model 2
implied by this hypothesis is a, =b, = ¢. Substituting

this restriction in Model 2/givés Model 3,

Y = c,U + c,D1 + c,D2 ¢+ ¢,D3 + c, D4 ¢« E3, (5)
where U = P1 + Pz{zﬁhe?Unit vectot:cdn;ainingfa1Fi";ln”eﬁety
elament, ~ Ohserve .that this model  has .givem up  all

information that distinguishes the two nurses.

Testing the 'ypotheses.

After Molaels 1, 2 and 3 (uguaclqns 3, 4, and 5) have
bhoen devalopad, the quaestions of policy dittérencea can ba
ansvered by comparing tche R2's  (squared multiple
corrolation3) from cthe equationa. The question, "If the two
policlies difter, do theny diffar by a constant amount?" can
be aniwarred hy dotermining 1€ ne is s8aignificantly larger
chan  R2, This coaparison, Equation 6, is made by
calculatin g |

P e AR1Z=R’) / (n;- n,) (6)
(1 - R2) / (N~ n)

which i3 distributed as P vith degrees of freedom (1f;) = (n
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ket

(N - n,).ﬁp n,(=10) is the nunber of

oo

:{_cogfficients in’ Hodel 1 ﬂ_s‘ (’6) : 15 5th° number of

| d-coefticlents in Model 2. and N .(=q§) is the total nuubec of

.“§2£1n9§<5Y=hQFh nurses. JIf tne_rftestd;s not sdgni:}cent ve
lfaccept¢the teStriCted ﬂode;;z,fr.thnt is the hijthesis'that
the' differences -between. the tvo nurse's policies are
. conStant is not rejected. The difference will be (ao - by)e.

In thls case %odel 2 would be adopted.

‘The next Step in the analysis depends on:,ﬁne_:eSQ}tlof
the comparison between Hodel 1 and Hodwl 2. If ve reject
the constant difference hypothesis ve"conclude that the

policies_dlffet,,and, there:o:e, 594?1\1‘15 approptiate.

" If we accept the constint difference hypothesis Model 2
1s assumed, and to testgtnot‘ the policies are identical ve
compare #odel 2 with Model 3 as in eguation (7),

(R? = Re?) / (np = ny) .o (7
(1 - R}*) / (N = n,)

Fw

vhere R,? is compared to RA  If R? 4is significantly larger
than n!, tha null hypotheals (ag= b = c,) is rejoctad‘and it
can be conclude) that the nurses diffor in thoir ratings and
the diffoeronco is constant, If thn differonco in the two R?
is not significant, ic is concluded that there are no
differencas between the nurses! Judgments when expressed in

terms of the four BNBAS dimensions.
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fodel ‘Application.

. : e
Sabjects and gggggggigg Subjects ﬁefe‘ds'iiﬁfigiéfﬁgg
vere seen at term as part of a larger study of metabolic
derangeaents, neurophysiologiéal functioning and behavior.
Informed consent was obtained from parents and physicians
prior to testing. Brazelton assessments for 25 Oof these
infants were conducted by one rater, HNurse 1, and the
remaining 20 by a second'racer, Nurse 2. The same assistant
recorded the scores during the BNBAS tests done by both
nurses., Affer each test'uas completed, the test information
vas compined to form the fou; dimension scores (Als et al;,
1977) . Subsequent to thalr determination of the four
dimension scores the nursés made a Judged Fuiure
Performance, JPP, for each infant. This JFP wvas scored as
0, 1, or 2, to correspond vith predictions of below average,
average, or above average future pertornanée. No other

explicit criteria wero sugjested.

Resylss The scores. for the four dimensions resulting froa

the tost of the tvo nucses arc in Table 1.
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;andBrazelton

Froa Twvwo -Nurses

'Judged Puture Performance (JFP) ;7.

able 1.
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The four dinension scores, !nurse 1dentificatioﬂiuiw¢1 l_l
of future perfornance were then enteted intd th; “models
previously described. ‘rhé* results wvere R,? = 0. 931" Rf~=
0.926; and Rz = 0.912, Tha 82 valnes vere eutered into the
F -test formulas with the appropriate degrees of freedon.
First, Model ' vas compared with Hodel 2 using Fquation 6.

(0.931-0.926) / (10-6)

= =.57 8
-(4,35) (1 -70.931) / (45-10) ? (8)

.Test 1: F

Test 1 (Model 1 compared witgnﬁbdei 2) "uas not significant.
In light of this result, Model 2 was assumed where a, = b =
€,» a, = b, = ¢, a5 = by = ¢; and a, = b, = ¢,» Since Test
1 indicacved that nu:ses"judgmehts differed by a constant
amount,-ﬂodel 2 vas compar¢d to Model ? in Test 2, equation
(9), using equatior (7) above.

=(1,39) (1 - 0.926) / (45-6)

The F of 7.24 was significant at p ¢ .05; therefore, the
null hypothesis, that a, = b, = ¢y, vas rejected. While the
oxpectod nursos' ratings of future performance differed by a
conatdnt amount, the constant ditfference was not zero. The
eatinite of the actual difference was a, = b, = 1.93 -

2.26 = «,31 (sce fable 2).
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gforﬁﬂodel 2 (ﬁé@ﬁgibﬁ;yjzﬁﬁy

_ {5 S ;}{ - ;3 u‘f b g;x;g PR oy Msﬂ mw,g;;{& o
R ol LR TS = P-Value*.f .
*Predictor R Coetficient (df=1, 39) xaability
‘91 Nurse One . o 1,93
p2-Nurse Two _ 2.26
Di-Interactive Processas . - .32 16.75 .0002
D2-Motoric Processes = L02 - 04 8471
D3-0rganizational e , . “ o
processes ' - 22 3.45 .0708
D4-Physiological Peaction
to Stress _ .26 1.63 « 2098

*F-Valués result from the (1,39 degrees of <freedon) test
that the corresponding coefficient is equal to zero
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Since the d;fferences betveen . ratings vere constant: Testc'ﬁe

1), we can conclude that the relationships betveen the four"l°

A L
BNBAS scores and the 1udqnents ot Nutse B did not'ﬁiffet?a-'

from the 'relationships of Nurse 2. Buc Test 2 indicatedﬁn
that even though Qifferences vere constant there “%BQ“QSE
significant difference between the level of ratings of the’
two nurses. Nurse 2 tended to give higher ratings (;3i)

than Nurse 1.

Since the nurses .. did not actually rate the.seme infants
it cannot be,detepnined,vhether“;hese results reflect actual
differences in thenurse's policies or differences in the
two sets of {infants, In this example the relationship of
the four “Nanﬁ scotesltof7the judgnents vas the same for the
tvo nurs QS therefore, it was of intere"t to exanine each of

the Iour coefricients € ¢ Cy c,, c“; | Inspection of the

L f

Model 2 reqlossion equntion in Table 2 reveals that the two
nnfsos basod tneif Judgments primnrily on dimension 1
(Intocnctivo Processes) . This conclusion is based on the
small probabllity' ( p = .0002) associated with thae
hypnthenin that bahbies vho have tha same scores on Dimunoion
2, 3, and o, bur dLfferant Dlmonnion 1! ratings will have the
gamn  elpectod JIP ratinga, T"ha prohability of .07
anguciated wlth the test on Diwension 3 indicates that
organt{zational Processes also may contribute to the‘judgnent

procass,
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'.based- 

de R

,Evaluation ?'eﬂ'judqménts 1.of. behavior

Ay : . ‘_me ’—-v Ef\i
! ; e

'obseriationa is a. aituation that ,occurs frequently;f

.ig‘“

important jnot "only to _knou on what bases and how

._::»-i

 cons1etant1y the ob etvét is ma<ing 1udgnents, _be; ;also

| unetner_ﬁjuﬁgnen;s of diﬁferont ohservers or raters have
similar neses.' fecnnigues vhich address &osc ques:lons are
demonstrated in Test 1 and - Test 2, multiple :egresSion
' models which have been described as folicy captuting." This
approach deectibes the set of variables or: observations that

DRI |

best ‘characterize a jud9m°nt.‘ R Lf-“*- T n,f~~“

" B s -" 3 P S o .
AT SR Sy v M ;* g : 5 o E
Al . LIS

- One possible application of judgment ancljsis or policy
canturing would be training pxogramv hore the goals are to
ovaluaeo_ and “increase degrno of 1ntta-. and inter-rater
reliabiltty. It the policy or combin *lon of independent_
vxrlablen (obnervations), does not account for a siqnitlcant_
proportion or the variance in the dependent variable. it can
be infarraed that the judgnent o£ the observer is, to a large
daqroe basad on inrormation ot her than that contained in the
pnodotnrmineq gt  of oheorvations. In other vorde, the
person is ucilinlng. information not wsumnarized 4in the
tohaviors rupreaented by the valuea o£. thoe 4indoepondent
varfables in the equation, For example, if tha observer is
instructo?l to makc an aassesament of an. infant's future

performance basod on the results of the BNPAS, and the DNBAS

valuas 10 not support or prelict the JFPP, it may be that
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knovledge of the child's home 'environnent or some other
i ST ;‘i PR )

, unknown factor vas entering into; this judgnent.“wavln thisem‘
situation, it aay be necessary to retrnin the obseryer QS
eliminate other than specified information or it nay be nore
desirable to reconsider the factors in the equation. If tvo
raters (judges or observers) differ in their rating
criteria, the criteria of the rater whose judgnents hest
approximate actual futnre performanCe'can be adopted as the
standard for others. These sanme considerations could be
pertinent' to queStions of conflict resolution, both in
refining the dependent variable (uost £ Starr, 1933)‘ and as

a wvay of describing how decisions are arrived at in problem-

solving or negotiation settings (Pisher; 1983) .

CONCLUSION

This technique can be a valuable aid for detecting
implicit wveightings of unknown variables which result 4n
unexplained variance in judgments, and for standaroizing
Judgments, that is, insuring that they are basod on the sane

criteria.
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The purpose of the study was to investigate the judgmentel policies of
campus ministry held by campus ministers at state—supported universities
when the campus ministers were“ Igr'oup»écﬁl accor& ikﬁto "?t?he&‘"}cﬁ:;puswminister 8
ministry group, years of personal campus ministry experience, size of

the student body, campus minister ) position at tgzéschool, and the
campus minister's age by decade of birth. The ultimate goal of the
research was to provide both clergy and leity with a. cleerer understend—
ing of the role of campus ministry at state-supported universities.

The questionnaire used in the study Q;sﬂéézﬁloped using the critical
incident technique. Supervisors of campus ministry were esked to list
the three most important ministry goals or role functions or campus
ministry at state-supported universities. The responses were tabulated
and a 1l7-item questionnaire was formed. In order to determine reliability,
a pilot test of the questionnaire mes.conoucted. The subjects (N = 276)
who participated in the study'be?reeponoinélto?the questionnaire were
campus ministers in ten ministry group attiliations at state~supported
universities during 1982,  They rated l7 goels of campus ‘ministry and
gave a rating to a program of campus miniltry that would have the 17
goals as principal objectives. The Judgment Analysis technique was

usod and the campus ministers were found to be clustered in six

judgmental areas related to ministry group.
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The 1969 Wesley Foundation study found that clarificdtioh”of:”“”*
ministerial roles and the search'for se1f-image were among the
greatest concerns of campus ministers (Underwood, 1969). Campus
ministry has been in existence long énough to have a very ldrge
professional staff and a physical presence on hundreds of campuges
(Johnson, 1979). Although this specialized ministry has produced
several generations of practitioners and many generations of clients,
it is still unable to define its role (Hammond, 1979).

Lanagan (1979) suggested thgt both the university and the chutch
are involved in determining the role campus minig;;y‘plans on campus.
The Qniversity gsees campus ministry as an qgaq;mic or studeﬁt lifé.
force and asks what preparation‘the_gqmpus minie;qg should have to
serve and assist the college or Qnivéysity in achieving its goals.

The religious organization with which the campus minister is affiliated
sees the campus miniatry as a component which tostqrs a religious
atmosphere in the University.

The purpose of thia research was to develop purpose statements
that could be identified by campus ministers as being relevant to
campus ministry and analyze the purpose statements according to the
campua ministor‘s ministry affiliation, size of student body, and
campus minlster's age. The sats of purpose statements can be
utilized to provide both clergymen and laity with a clearer understanding
of the role of campus ministry at state-supported universities and to

[ Y
provide educational organizations affiliated with campus ministry
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witﬁ ?gdirection in planning 'continuizn:g'eduqatior.\all Oppox;t;ﬁhitiés for
campus ministers. e e
| ~ Procedures

The qritical incident technique (Flaﬁ&géﬁ}ilQSd) Q@slugéd to_:
develop the instrument used in thig study. Qgé;hundred'seveﬁtyfone
supervisors of campus ministry weréiasked to state what ;héy”¢onsidered
to be the ;hree most important goals pfla yiable cahpus min#étty.‘ The
responses of the supervisors were ;ébulatgd andthélmog:lf;équeqt

responses were used as itgmgj]goaLS}Ldn?thgAngtﬁ;ﬁéﬁﬁiéééé Tqbie 1).

IR BT B S S PR B

'l‘dble 1

_Goala ot Camgus Ministrz 1

Numberd' R ‘w:rééatement of Goalm*ﬁ”z;fﬁwu?iffﬁfSho;;,Titie

t»;*s

1-';= "'To assist students in devoloping (‘B£51icéiif based life
t kJ,Biblically baaed lite goals ‘and in tho ;‘QogLs;;ﬂ
integration of these into the vocation o o

W4t .. of thelr. choico.dﬁ: e e .¢”‘;;i.

2,%*  To provide opportunities for = Fellowship.
fellowship, ' o '

3, To provide worship opportunities WOrihip{‘
~on campus.,

4.* To develop student leadership. Student leadership.

S.%*+ To lead students and faculty to Involved in the local
become involved in the local church.,
church,

G.*** To nurture students who are Religious vocation.
considering the religious pro-
fession as a vocation.

7.* To expand the vision of students Invest in hurting
to invest their lives in meeting world.

the needs of a hurting world.
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Number

g, "W

10, **

1.+

12.*

13,.¢

17.*

18.

* Factor 1t
LA ractor 2:
**+  Factor 3:

Statement of Goal

To organize groups for study and
action upon special concerns and
problems raised in the university.

To assist persons in their search
for religious identity.

To provide opportunities for study
in doctrine, religious beliefs,
and church (denominational) policy.

To provide students with
opportunities for personal

. ministry.

To nurture students and faculty
in faith deveIOpment.

TO create an environment
(organizational structure) in

"~ which’'students can grow in

their faith.

To develop a visible community

" of faith on campus.

To provide pastoral counseling.

To help students and faculty
relate their work in academia
and in ‘the larger world beyond
the campus.

To enable the faith community on
campus to be able to share their
faith with others on campus wlille
respecting the boliofs, values,
and lifoutyles of those other
peoplo.

Assuming that all the foregoing
are principal objectives for a
campus minlstry program, how
valid would you judge the overall
goal of that ministry to be? '

Short Title
Organize ‘for study
and aqtion.

Religious identity.

Study of religious
topics.

Personal minstry.

Faith development.

Environment for
growth,

Visible community of

‘faith.
Pastoral counseling.

Relate faith,

Sharing of faith.

Overall rating of
goals,

Developmental Role of Campus Ministry
Supportive Rols of Campus Ministry o
Denominational Identity Role of Campus Ministry
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Each item on the instrument was scored from oneﬂto five. ~An item

‘ § ﬁi AL
received a score of 5 if the dimension wasasco;ed s being very
V;important to campua ministry; 4 1if the dimension.was acored as being

gl T f.q ;;-ll‘
of more than average importance; 3 if the dimension was scored as

: being of average importance; 2 if the dimension waswecored as being

of less than average importance; and 1 if the dimeneion was scored
g .sx,gfsiﬁ"a CE

SR ALRRETRCUYD,
Construct validity of the instrument was invgatigated using

i ,;‘4%?&%;? 12\3».» et ..r

factor analysis. Three factors (conatrdcts) wer tound to exiet and

e N*WM J‘ ;-4.7‘ A

"as being of little or no importance.

R

- are indicated in Table 1. They were Developmental Role of Campus

2 § Ty T 1 AR &f’*bﬁ*”\

Miniatry, Supportive Role of Campus Miniatryfﬁand Denominational

#"“F

o vﬁ Ek ; ‘ f'.'-..?,'
Identity Role of Campus Ministry. o [

Y ‘6 v
The inetrumenta were then mailed to SOO randgmfy selected campus

fminiatera aarving at state~supported univeraitiaa.qgwhe participants

were aelected from 3,427 campus ministers whoao namea appeared on

i 3n ‘[’3*7'4

mailing liasts obtained from the headqnartera of National Campus
Miniatry groups., There were 276 usable reaponagauﬁndﬂfable 2 shows
the ton groupinqa by ministry affiliation. e
The aample'conaiated;of“226=malea and Sb femalea and were

distributed among four age categoriea (s0e Table 2). Almost 64\ of
the campus ministers were less than 43 years of age. The samplo was
further cateqorired by the size of the student body at the institution
where'the campue ministry was.located'(eee.Table 2). Over G5\ of

the campus ministries were located at campuses having more than

9,000 students.
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Table 2

Profile of Campus Ministers

Ministry Group | | ggmggg_ | 4éé;§eht.
Jewish Sstudent Union | 19 6.9
Southern Baptist Campus Ministry 54 ' 19.6
Campus Crusade for Christ 34 12,3
o The Navigators _ , , 13 _ 4.7
Catholic Campus Ministry 36 13.0
Lutheran Campus Ministry , : 21 7.6
Presbyterian Campus Ministry - 13 4.7
United Methodisg Campus Ministry 29 10.5
Interdenominational 34 12.3
Episcopal Campus Ministry ‘ 23 , 8.3
Age -
legs than 33 | a7 31.5
33 to 42 89 32,3
43 to 52 66 23.9
Creater than 52 34 12,3

o Gy ey S e S e Y e D ey B A M e i W i S G D S A s O O A e e o S S A I b AU R AR S-S W A0 AR G A TR O SR A e e e

Student Body Size

loss than 2,500 students 35 12,7
2,500 to 8,999 students 61 22,1 j
9,000 or more students 180 - 65.2 ‘




&

Judgment Analysis (JAN) was utilized to identify the patterns by

*

which campus ministers make decisions abOut goGls‘ﬂ Theﬂpatterns -
S L

._identified through the formulation of an association between the

items on the instrument and an overall item. The strength of this

association is reflected in the value of the multiple correlation

s Sramm——————

coefficient (R)°d_£“ this case the overall item represented an

e o ek et
s e e A

evaluation of all the goals which_werelpresented to. the'campus .

ministers (Table 1) . The JAN procedure gave ‘an- R (multiple R

.

coefficient squared) for each individual grouping of campus ministers

~ and an overall R2 for the initial stage;of;the procedure;xaThe:initial

L ————————

,,,,,
ot — e b . G AP

—-—-o.—,.—p-v—-rwwn-“'.“':":_, T

'~individual system. Two judgmental groups were then seleoted by the

v g s —

procedure and ‘combined on the basis of the homogeneity of their

m\ R SRR P - Er

prediction equations. This resulted in the 1east loss in predictive

Vos L

efficiency of the procedure, The loee in predictive efficiency was
moasured by the drop in B?Hb°tW°§?,th°.F"° stages. The grouping

~ continued until all of the groupinge_vore combined into a single
cluster. N )

A determination_of the number of different judgmental groups
that are present can be made on the basis of the drop in 52 at tho
different stages of the JAN procedure. Ward (1962) and Ward and
Hook (1963) suggested that a drop greater than .05 between successive
stages represented too great a loss in predictability.

| Results

Mean responses of the 276 campus ministers are shown in Table 3.

Coals which were rated as most important were number 7 (invest in
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MEAS RESPONSE SCCRES FOR GGAL STATEMENTS®

Goal Statements

Category 1 2 3 4 s 6 ? 8 9 10 1 12 13 1 15 16 17 18

Ministry Srouf:

1. lewish 2.7 €3 40 4.3 2.5 2.6 40 3.5 4.6 4.0 2.8 3.7 4.1 4.4 4.3 4.0 3.2 4.2
2. Scithers Baptist €8 €3 3.7 43 43 39 4.4 3.0 4.0 3.6 4.5 4.5 45 &3 3.9 4.4 s 4.6
3. Campus Crusade for Christ €8 4.1 2.5 4.8 4.2 4.2 4.8 1.8 3.5 2.4 S0 4.7 4.8 4.4 2.4 4.6 4.9 4.5
4. Navizators €7 3.8 1.6 4.2 3.8 3.2 48 1.8 41 2.7 4.9 45 4.8 1.6 2.7 4.4 4.8 4.2
s. Catholic 4.4 3.8 4.4 39 33 34 45 3.4 4.2 3.9 3.9 44 44 4.3 4.2 4.1 '3.9 1 a5
€. Lutheran €0 39 €2 3.8 3.3 37 43 3.3 42 3.6 3.8 4.3 42 7T &2 4.4 0 a4
7. Presiyterian 4.0 27 €2 3.2 31 3.7 4.4 3.9 43 35 3.6 43 43 42 45 45 41 43
8. Caited Methodist €0 3.6 3.6 1.3 3.3 37 42 32 42 2.9 3.7 41 4.2 3.9 33 4.3 «c 4.4
9. Interfenaminatianal 4.0 36 3.4 3.3 3.6 3.6 4.6 3.9 4.2 3.2 3.9 45 42 3.8 4.1 4.4 3.8 4.4
1C. spiscopal 3.6 €0 4.4 38 3.3 3.0 €6 3.7 4.4 3.8 319 46 43 44 43 46 44 a4
Winister's Age: |

€33 yaars " 4.5 4.2 3.2 3.5 39 39 47 2.5 40 3.0 4.6 45 46 4.3 3.3 4.4 4.6 &5
33-42 years 4.1 3.9 3.8 40 3.5 3.4 4.4 3.3 4.2 3.5 40 4.4 44 42 41 43 4.0 a3
43-52 years 4.2 39 4.1 &0 3.6 3.7 4.4 3.7 4.3 3.§ 3.9 45 4.3 €0 4.2 4.¢ c.q'." 4.5
>52 years 3.5 3.6 3.4 36 3.4 3.2 €3 35 40 3.3 3.2 39 39 38 4.2 42 39 4
Stodent Dody Size: :
<2,500 students 3.9 3.8 39 41 3.6 3.3 4.4 31 39 34 4.0 4.0 43 40 38 3
2,500-8,999 students €2 €1 3.6 41 3.7 1B 45 3.2 43 33 41 45 4.4 42 4.0 ‘45

29,000 studunts €3 3.9 36 41 3.5 36 45 3.2 41 3.4 41 &4 48 41 38 4D 3
OVERALL 42 39 3.6 41 3.6 3.6 €5 31 41 3.4 €1 €& 45 61 I8 448 4.2 e

'm to nsarest tanth
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hurting world) and number 13 (environment for growth).) Each of these

received an overall mean rating of 4 5. The‘campus ministers rated
g, ; - g W ;
goal number 8 (organize for study and action) as having the lowest

2 BpS ; .
g ‘;'.- : \,}‘.r- K ’,,, : ,\, z .

priority with an overall mean of 3. l. The Campus Crusade for Christ
campus ministers gave as high as or the highestratingsﬁof'allgroups
for 10 of the 17 goals. The Jewish campus ministers’gave as;low as
or the lowest ratings of all groups for 11 of the 17 goals. ,:

o

Twelve of the 18 goals were given as high or,xhe highest ratings

L wE ‘\’e e
b4

of importance by the youngest group of campus ministefs. The oldest
‘:‘M.“ ¥ r [

ministers held the highest rating £or.only one goal. number 15

-ﬂ” g R ”aw v ; : IRCA
-

(pastoral counseling). Indeed, the oldest campus ministers had ‘as
low or the lowest ratings for 13 ot the 18 ;;a;;'j:%£;~/'~£ "

. Fourteen of eighteen goals were rated as high or higher by these
: ministere from medium sized schoola than by@either the ministers
£rom schools with lmall or 1“‘99"t“9f"ttbOQ}?§f» The lmall achool
ministers rated only one goal higher than the other two greupa.
That goaliwaa number 3, i,e.f_tokprovide;worehip opportunitiel on
campus. C . “_jj AR

In an eftort to determfne?Zhefgoal orientationl of the three

claeeitications: 1;3.. minietrvqgroup; ltudent body size, and age,
the data were submitted to dudgment Analysis technique (JAN).
Characteristics of the campus ministers who evaluated ministry
goals werelilluminated by JAN which incorporates the strength of
association between the ratings of the 17 individual ministry goals
and the overall goal rating.

Table 4 demonstrates the judgment analysis system of regrouping
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Table 4

JAN ITERATIONS BY CLASSIFICATION

Stage cudge R

NISTRY | I 1 2 3 X 5 6 7 8 10 .80
ROUP

11 1 2 3 4 5 6, 1 8 10 .80

111 1 2 - 3 4 (s, 8) (6, 7 10 .78

v 1 2 3 4 (5. 8) (6, 7, 10) .76

v 1 (2, S, 8) 3 4 (6. 7. 10) .74

V1 1 (2, 5, 8) (3, 9) 4 (6, 7, 10) .67

vII 1, 3, 9 (2,5, 8 4 (6. 7. 10) .59

VIII a, 3, 9 (2, S, 6, 7, 8, 10) 4 .49

Ix 1, 3, 4. 9 (2, 'S, 6, 7. 8, 10) .35

X (1, 2,3, ¢, 5,6, 7, 8,9, 10) .19

'!:églsftx. ¢ 1 2 3 4 -47

, 11 (a, 3) 4 .4

IIX (1, 3) (2, 4) .32

v (1, 2, 3, © .20

i L

11 (1, 2) .29

111 a, 2, 3) .23
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classifications"of'ministers. This procwss determines the groupings

_ e
tho have made similar patterns in evaluating the goals. Thus in the

§

first part of Table 4 the goals are analyzed by ministry groups.

‘Starting with ten groupings of ministers the JAN procedure shows that

group G (Lutheran) and group 7 (Presbyterian) were the most alike in

LEs

the way that the ratings of the 17 individual goals related to the

1

overall goal This combination of campus ministers produced a

negligibly small reduction in R2 from stage l to stage 2.f The R2

l

L5 B e .:'.’lf-,"“l_i‘ ~

indicated the association between the l? goals and the overall goal
l

for each iteration. That is, the” R2 of 80 indicated that 80% of

O

the variability in the evaluation ot the oyerallxgoals was accounted

s L

for by the 17 individual goals. The iterationcprocess continued to
CE e Vi has o

combine ministry groups until a .05 decline in the g? was noted
i W l ?{ 5 ; . l l '

‘ % ,
At this time six difterent groupings of csmpus ministries out of

i

A {,_ PR i

the original ten were revealed’ Groups 1, 3. 4, and 9 are singletons

49. o
i" .@‘/ 4& L 3

having distinct charactsristics by themlelves, whereal 2, 5,'and 8
RS Sl *ﬁ' g K '
were merged and 6, 7, snd 10 were msrged owing to the homogeneity of

e 4‘5;J ='!)9

-

Lo ;w:i‘ ey

- their rating policies.
Using age as a means.ot classiiying campus ministers (the sacond
part of Table 4) four dfstinct wsys of perceiving the subsidy of the
individual goals to the?oyerall goal of campus ministry appeared.
" fhe third part of'fableddrshows the campus ministers to have two
composite policies with respect to student body size. Those campus
ministers from small and intermediate size student bodies tended to
have the same viewpoint concerning the contribution of individual

goals to the overall while those from the largest schools were

significantly different.
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Discussion

The Southern Baptist, Catholic, and Methodist groups segwed.ﬁo
perceive all of the items as moderately associated with ﬁhe 6ver§il
goal of campus ministry. The goal showing the greatest contribution
was number 6 (religious vocation) follqwed by 7 (sharing of faith).

Another composite of ministfy,groups'qombined,Lcheran,
Presbyterian, and Episcopal who alsq showed moderation on goal
statements. The Presbytefiané perceived goals 11 (éersonal ministry),
14 (visible community of faith), and 16 (relate faith) as being the
most worthy dimensions of a campus ministry endeavor. While the
Lutherans were very high on goals 7 (invest in a hurting world),

9 (religious identity), and 14 (visible community of faith), ;he
Episcopals were very high on 16 (relate faith).

The other four campus ministry groups, the Jews, Navigators,
Campus Crusade for Christ, and the Interdenominationals, all had very
different perceptions of what a campus ministry should be., The Jews
showed negative perceptions of goals 2 (fellowship), 4 (student
leadership), and 6 (religious vocation) followed by negative
perceptions of 10-13 (study of religious topics, personal ministry,
faith development, environment for growth). All other goals seemed
to make no contribution to the overall according to the perception
of the Jewish ministry group. NAccording to the Navigators goal 6
(religious vocation) has the highest priority followed by 5 (1nvolved
in local church), 4 (student leadership), ana 14 (visible community
of faith) for inclusion in a campus ministry program, whgreas, goal 15

(pastoral counseling) was definitely not desired as a facet of a
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nlnlstsy program. The Cembns Crusade for Christlgroup had high
oerceptions for goals 5 (involved in local'cnurchfﬁﬁlof(stﬁdy of
’£§1igioﬁs topics), and 15 (pastoral counseling)’ as Beindltoondatlons
of a campus ministry program, Qhereas, the interdenominational group
showed high interest in goals‘lS (pastoral.counselinc); 16 (relate
faith), and 17 (sharing of faith). 'The'1ntetdenomlnhiionsl“otoup
showed 1ittle interest in the other goals in defining their campus

vvvvv

ministty except ‘for number 2 (fellowship) which they perceived as

BT I TR da
A R h L TN I S

not being a part of a program.

wWhen the campcskmlnisfersuwefe&oronpea b§“igé“£ﬁé'Siaér’bsrsonne1
showed the strongest feelings about ‘the components of ‘a mlnistry
program; They perceived the “lynch pins“ to be composed primarily
of goals 7 (invest ln a hurting world), ll,(personal minlstry), 13
(environnent for qtoﬁth), 15'(§A££5££i‘éﬁﬁﬁi&iiﬁéf,*is'(ééiace faith),
‘and 17 (sharing of faith). 'Tne’édeiﬁiddiéréééd'iéoﬁbi:kaaito 42 and
43 to 52) showed rather‘modeecﬂgfigflfiyonrmosf'ot]the'qoels. The
youngest of the campul”ministefcjﬁnodeoefiiﬁefcelced goal number 5
(involved in local‘church).esiniqnésé:pfiofitQ in a program followed
by 1 (Biblically based 1ife goals) and 14 (visible community of
faith), o

In'the grouping accofdinq to canpus population, ministers
employed at small and intermediate sized campuses tended to have
similar perceptions concerning the constituents of a campus ministry
program. They also seemed tohave the strongest perceptions overall,
particularly wherein they rated goals 2 (felloﬁship), 3 (worship),

and 7 (invest in a hurting world) as not being a part of the campus
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ministry geal (However, these ministers rated goals 1 (Biblically
based life goals), 16 (relate faith), and 17 (shering of faith) as
being most contributory. Campus ministers from larger campuses
tended to be very moderate across the board, that is, they viewed
all goals as being moderately contributory to an overall campus
ministry goal. | |
Conclusions

Tne study seems to neve reveeled e.eensensns ef prierities
concerning the components of a campus ministry missien: These
components are revealed eccording to ministry group, age of the
campus ministers, and size of the student body at the institution
where. the campus ministers ere employed. Evidence indicates that
Southern Baptists, Cetholics, end Methodists dominete the cempus
ministry movement. They reveeled a moderetiontconcerning the
components of the campus minietry mieeion end.eeemed te view
the campus ministry as en extension of the e!tiiieted institution
of higher learning. Evidence turther_euggeete that Lutherans,
Presbyteorians, and lipiscopal campus ministers viewed the goals
from tho standpoint of a more orthodox form of protestantism. The
litorature seems to indicate that these divisions tend to have
mora rituals and liturgy in their activities. The Lutherans seemed
to view the campus ministry as a church functioning as a community '
within the campus, whereas the Presbyterians tended to emphasize

L}

the importance of personal faith in campus ministry. The Episcopals
on the other hand seemed to underscore the idea that the campus

ministry mission should support an applied religious philosophy.
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That is, religion should address questions deeling with the way one
Al ;@ Thim :(}“W

should live in contemporary times and how one should decide ebout

situationsl ethics.

\..3‘

The Jews seemed tolperceive.very little social contest within
their campus ministry commission. They viewed the charge very.
differentiy fromrsli'other groups. Information suggests a sort of
introspection about their.epproech They were interested in psstorsl

counseling, individuel religious identity and local -church involvement

s n!';

- qossian whei e el
in their campus ministry mission. R

Church involvement in the student's lifeqsoﬁe:red Ld”ha a
cornerstone of the Campus Crusade 8 ministry.- %ﬁSiﬁabigAtdxa seemed

to emphasize a religious leedership orientation with a sociel context.

Results also suggest the Nsvigetors ss being orgenizers ot leedership

! :*," Wi" wé E
development. The Interdenominstionel group stressed individusl

student growth and shering faitﬁ*Qi&ﬁ“éﬁﬁét*lﬁaiviﬁﬁ;ial‘ |
When the ssmple wss reolassified eccordiniztoucamous pOpulstion,
those campus ministers'fromhsmeliwshd'ihtermediete'sizs campuses
seemod more interested in indiyidu;1¥sspeots of religious msniteststions.
Morgover, they were somewhst negstive on tellowship and group worship.
Ministers from the lergest csmpuses ssemsd more attentive to social
progremming but were moderetely involved in all 17 of the goals,
Although the isck of a clear understanding of the role of campus
ministry msy‘be s problem in the field, it cen be assumad that the
campus ministors participating in the present study had definite
judgmental policies of campus ministry and were consistent in

expressing them.
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Call for Papers: e
Members and prospective members of the SIG are encouraged to submit paper
proposals for SIG at the 1985 AERA meeting in Chicago. In particular, we
would like to encourage "users" of regression to consider submitting proposals.
We would 11ke to have one full session on regression: ‘applications only. If
you are a user of regression and would consider submitting a paper, please

do so. If you feel reluctant because you feel you need ‘additional technical
expertise, we'll even try to find.a "regressor" to he1p. Also, we should

have sufficient time available to us at Chicago.: We'would be able to
accommodate several more sessions than we had at New Orleans Send your

paper proposa1s to me: . o e ST

John D, Williams - :

Professor, Measurement and Stat1st1cs ;
Center for Teaching and Learning ™ "~~~
University of North Dakota =~ .

Box 8158, University Station %"
Grand Forks. ND. 58202-8158

- -iﬁé} ;;w_-,«-.._:‘ oo,
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Also, the bottom of this sheet can be used for becom1ng a member of the SIG.
Send your $5.00 to:

Dr. Isadore Newman R ‘
Research and Design Consultant
College of Education

. . The University of Akron
Akron, Ohio 44325

Name:

Address:

Telephone:
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If you are submitting a research article other than notes or comments, | would like to suggest thai you

use the following format if possible:

Title

Author and affiliation

Indented abstract (entire manuscript should be single spaced)
Introduction (purpose—short review of literature, etc.)
Method

Results

Discussion (conclusion)

References

All manuscripts should be sent to the editor at the above address. (All manuscripts should be
camera-ready.) ' '

It is the policy of the M.L.R. SIG-multiple linear regression and of Viewpoints to consider articles for
publication which deal with the theory and the application of multiple linear regression. Manuscripts
should be submitted to the editor as original, double-spaced, camera-ready copy. Citations, tables,
figures, and references should conform to the guidelines published in the most recent edition of the APA
Publication Manual with the exception that figures and tables should be put into the body of the paper. A
cost of $1 per page should be sent with the submitted paper. Reprints are available to the authors from
the editor. Reprints should be ordered at the time the paper Is submitted, and 20 reprints will cost $.50

per page of manuscript. Prices may be adjusted as necessary in the future.

A publication of the Multiple Linear Regression Special interest Group of the American Educational
Research Association, Viewpoints Is published primarily to facilitatea communication, authorship, creativity
and exchange of ideas among the members of the group and others in the field. As such, It Is not sponsored
by the American Educational Research Association nor necessarily bound by the association’s regulations.

“Membership In the Multiple Linear Regression Special Interest Group Is renewed yearly at the time of
tho American Educational Research Association convention. Membership dues pay for a subscription to
the Viewpoints and are either Individual at a rate of $5, or Institutional (libraries and other agencies) at a
rato of $18. Membership dues and subscription requests should be sent to the executive secretary of
tho M.L.R. SIG.”
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