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TIPLE LINEAR REGRESSION VIEWPOINTS 

ume 13, Nuni>er 2 Winter 1984 

Testing Hypotheses in a Repeated 

, Measures Design • on Empl_oyee Attitudes, 

'With Large Samples 

John D, Wllllama and Jolt A, Wllllama 

, . 

. Th• Unlveralty of North Dakota and Grafton (N.D,) State 8ohool 

Su111Mrv - The use �f a tvo,caJ r�oeated measures desjon js contrasted.with. 
using specific hypotheses which would directly address research questions. 
The use of 1mpos1nq side conditions to construct a fu11 model is shown, 

The following design using the notation of Campbell and Stanley (1963), 

was used to test the effect of moving into superior .facilities on employees 

1n an 1nstftut1on for the developmentally disabled:

Group One 0
1 

X Oz 03 
Group Two 01 02 X 03 
Group Three 01 Oz 03 
While this design is relatively simple to conceptualize, computational 

difficulties can occur 1n practice; if large N's are encountered with unequal 

N's, typical texts will often do 11ttl� more than suggest a solution. If the 

researcher wishes to address spec1f1c hypotheses, traditional multiple com­

parison procedures do not serve as a handy gu1de. Using our example, but 

changing the notation yields: 

Group One 

Group Two 

Group Three 

X

X

A researcher may want to address the question, "Is the change in V1 to Yz
diff_erent than the d1 fference 1n V4 and V5 or V

8 
and V9 (or a mean of these two

differences)? 

1 
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Is the long'tenn effect (V3 - V2) different than the.corresponding

control differences (Y9 - V8)? Are the implementation changes the same (is

v2 - v1 • v6 - Vs)?

These questions become more difficult to address in the presence of a 

repeated measures design with large N. The addressing of these questions 

in a regression"fonnat is made somewhat easier using the suggestion regarding 

coding of Pedhazur (1977), Williams (1977), and more recently, by Fraas and 

McDougall (1983), 

Subjects and Setting 

The subjects involved in this study included three groups of employees 

at Grafton State School, a state institution for the developmentally disabled. 

Grafton State School is a unitized facility, that is, living units are 

organized according to the level of resident functioning. Seven of the 

units are progressively formed in that residents within a unit display a 

similar level of functioning. An eighth unit is a behavior management 

unit that exists to help aleviate short term behavioral problems of resi-

dents from the other units. Typically, a resident would spend considerably 

less time 1n the behavior management unit than fn the other units. 

A new complex was built that houses 192 residents (the total institu­

tion population has fn recent years approximated 800), The first scheduled 

use of the new complex was December 1982, at which time one unit-Un1t VIII­

the behavior management unit moved into its half of the complex. A second 

unit-Unit I-the lowest level of functioning unit moved into the other half 

of the complex upon its completion in March, 1983. 

The new complex could be described as highly superior 11v1ng units to 

those occupied previously by the residents. Not cofncfdentally, the new 

units would also provide markedly improved working conditions for the 

affected employees. 

The three groups of employees involved in this study included Experimental 

Group One (N • 37); Experimental Group Two (N • 56); and the control group 

7.



(N • 92). The number of employees just referenced indicates the number 

who completed all three attitude scales. All employees of the designated 
' 

units were asked to participate; a few employees declined. While many of 

the members of the professional staff of each unit would have received 

college or university degrees, over 85 percent of the employees were 

direct care personnel and typically were hfgh school graduates without 

further education. 

Statement of the Problem 

The present study attempted to look at relocation effects-more 

specifically to determine ff there was a change in job attitude among 

employees after the move to the new, superior facflities. 

Attitude Scale Construction and Testing 

A small core of professional and direct care personnel were involved 

in the scale const,ruction, directed by the present second author, Items

were written to measure relevant job related activities including actual 

work activities, relationships with other personnel both inside and out­

side the unit, work with residents and issues related to pay. Two scales 

were constructed, each with 24 items. The first sc�le used a format with 

complete stems, while the second, measuring the same universe of items, 

used a Likert format. For example, two items from �oth scales are 

presented. The following item is from the scale with complete stems. 

11. Do you think your ward is a good place for residents to_ live?

A. The ward is much better than most.

B. The ward is somewhat better than most.

C. The ward is about the same as most;

D. The ward is not quite as good as most.

E. The ward is much worse than most.

3 
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The corresponding item from the Lfkert type scale is as follows: 

11. I think the ward I work on fs better than most other places for

residents to live.

1 2 .3 

Where 1 • I agree completely 

2 • I agree mostly 

4 

3 • I agree and disagree about equally 

4 • I disagree 

5 • I disagree completely 

5 

For present purposes, only the ffrst scale is considered; the results from 

the two scales are quite similar (see Williams and Williams, 1983). A 

complete copy. of the first scale is appended. 

The first testing occurred in early December. 1982, prfor to any move 

to the new buildings. Shortly after the first scale administration, 

Experimental Group I (Behavior Management Unit) moved to the new facility. 

A second testing occurred two months later, prior to the move of Experi­

mental Group II (Unit I) to the new facility. The third and final testing 

was completed in May J983, after Experimental.Group II had moved into the 

new facflfty and after both Experimental Groups I and II had become Title 

XIX certfffed (federally funded}. 

In regard to the .scaling, items were scored so that the higher the 

score, the more favorable the attitude. For each person, a mean was used 

rather than a sum; thus for those respondents who failed to answer a 

particular item; scores were still possible. 

Completing an Analysis of Variance with Large N 
• 

Perhaps the most novel aspect of the analysis of variance, from the 

4 



point of view of users of linear models. 1s the coding of the subjects 

effect. With tf • 185. building 184 linearly independent person vectors 

would be wasteful of time and energy. and perhaps beyond the capacity 

of many computer systems. Rather. the use of the !!!! of the subjects 

scores is:used as a single variable to serve as a proxy for the N - 1 

btnary coded person vectors. 

Results and Interpretation for tht Analysts of Variance 

From Table 1. tt can be seen that s1gnif1canct is found for time 

(both linear and second degree) and the tfme X groups interaction; the 

mafn effects for groups ts non-sfgntffcant. Experimental Group One 

appears to have had a slight increase in job satisfaction upon moving 

into the superior quarters. followed by a decrease at testing time 3, 

Experimental Group Two appears to have suffered a precfpftuous drop 1n 

job satisfaction upon moving into superior quarters. The control group· 

appears to have had a drop fn Job satisfaction approximately equal to 

that of Experimental Group One at testing time 3. Indeed, ff Experimental 

Group One is comp,ared to .the control group, t�e intervention (moving) 

might be seen as __ being perhaps slightly beneficial '1n employee attitude� 

On the other ttand, Experiment;1l, Group Two has' outcomes that are markedly 
a - . '••. • • , 

• . 
.; . '. ,•;,' ·� .' 

, • ,, , l 

different from the !>ther two groups. These �mployees initially had the 

highest job att.1tude scores, but by testing time 3 these same employees 

had the lowest job,attftude scores._ It would appear that·the effect of 

moving into superior quarters on eq>loyee attitude might well be negative .. 
. • 

.. . .  •• •• , ; . 

In the sense of Campbell and Stanley (1963), history yields two clues 
• . 

' 

to the outcomes described here. Because Title XIX (Public Law 92-223) 

certification was sought for both experimental units. concerns and pressures associ­

ated with certif1cat1on might well have dissipated any positive impact of the 

s 



! ' move on employe� attitudes. lnittally, the unit whose employees were in 

Experimental Group One failed to receive certification. This failure 

occurred directly before the second administration of the attitude instru­

menb. While certification was received shortly thereafter, this certifica­

tion was not achieved without considerable disruption after moving into the 

new facilities, The employees fn Experimental Group Two were in a situation 

made more tense by a "push" to receive certification upon the first inspec­

tion. The inspection occurred in April 1983; that inspection occurred 

prior to the final testing. 

A second variable that affected the outcome of the study in the same 

sense of history could be sought to explain the overall drop, The most 

significant outcomes are in relation to time, It can be seen that all 

three groups of employees show a major drop in job satisfaction at testing 

time 3, See Figure 1. While it can only be conjectured, these outcomes 

might be closely related to political activity in the state legislature. 

Perhaps it might be simpler to discuss what happened to employees' raises 

1n the state legislature, The govemor was expected to restore 4% increases 

for employees allowed by the previous legislative session on January 1, 

1983, with raises of as each year, beginning in July, After testing tfme 

1 (in January, 1983) the 4S that was withheld temporarily became with-

held permanently. Also by testing ttme 2, the raises had dropped to 

4S for each year, By testing time 3 the legislature had adjourned. 

There were to be no salary increases. Thus, dfssatisfactfon with salary 

might be one explanation for the overall drop fn each of the groups. 

Direct H,vpotheses Testing 

Sever(l different ways using linear models can be incorporated into 

6 



addressing hypotheses of interest. For example, consider the hypotheses 

regarding ''Is the change 1n V1 to V2 different than the difference in V
4 

and V5 or Ya and V
9 

(or a mean of these differences)?" The question just

posed actually can be seen to be three questions: Is V1 - V2 • V4 - V5,

is V1 - V2• • Va - V
9 

and fs V1 - V2 • �(V4 - V5) + �(Ya - V
9
)?

The ffrst approach to be used is sfmflar to that shown in Wfllfams 
(1980). Ffrst, the criterion fs reconstructed as Y • Y* + v•• where

Y* • '9' where the 'v values are the predicted values from usfng the equation 

'v • bo + bl . [l] 

For the present data, 

Y • 1/JP 

Then, v•• • Y • v•. It fs the v•• crfterfon that wfll allow tests 

on certain (but not all) cell means. The full model can be written as: 

v•• • b1X1 + b2X2 + ••• + b9X9 + eL; [2] 

where the x1 • 1 ff from the corresponding cell and O otherwise. Reparameterf­

zatfons that would be useful for thfs full model include: 

v•• . bo + b1X1 + b2X2+ ••• +baXa + e1,

and 

[3] 

[4] 

In fact, nine such reparameterfzatfons could be completed, each tfme ,leav,ng 

out a single biXf.

If simple comparisons of cell means are of interest, the set of nine 

reparameterizations would yield psuedo-Dunnett solutions (Williams, 1971) 

that would allow ·all possible comparisons of means such as would be accom­

plished by Tukey's test (Williams, 1974). The resulting computed t values 

l i l /correct df f would have to be adjusted by mu t p ying by incorrect df since the d 

for the MSW would be 364 rather than 546 which would routinely appear

7 
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on the printout (Fraas & McDougall, 1983; Williams, 1980). However, 

these values ·are only accurate for within subjects effects (i.e., 

comparisons among Group One at Times 1, 2 or 3, or comparisons among 

Group Two at Times 1, 2 or 3 or among the control group at Times 1, 

2 or 3). For comparisons among cross group cell differences, the 

situations 1s the same as any two way layout for multiple comparisons 

(see Williams, 1980, Chapter Four). A reparameterization of equation 

4 would be: 

Y** • bo + b2X2 + b3X3+ . .  , +b9X9 + e
z. , [5]

Using equation 5, the computed t value, ,474, would be multiplied by/� or 

. 8165; t • . 387. 

Of course, this value could have also been found by placing appropriate 

restriction.,__,...._....,,.."-'-' ...... model (equation 3) and solving the equation: 
2 2 

t • r'f' a . RF - RR)/1 

( 1 - R:)/364 

The appropriate restriction 1s b1 • b2. Then

Y** • b2X1 + b2X2 + b3X3+ ... + b9X9 + e
3 

or 

Y** • b2(x1 + X2) + b3X3+ ... +bgXg + e
3
, and

reparameterizing, 

Y** • bo+b2(X1 + X2) + b3X3+ , •• +b8X8 + e
l.

Testing the restricted model against the full model yields: 

t /. 16043 • • lS008 ■ 389 ( approximately the same as the earlier va 1 ua),' ( 83957 )/364 • . 
This comparison could also have been accomplished by: 

t • Y2 - VJ 

i6f + Jt,. 094) •

8 
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or 

To address the question: 

fs V
1 

- V2 • v4• - V
5
, the restrfction b

1 
- b2 • b

4 
- b

5 
can be placed on 

equation 3. First, b
1 

• b
4 

- b
5 + b2. Then: 

Y** • (b
4 • bs + b2)X

1 + b2X2 + b
3

X
3 + b4

X
4 + b5X5 + b6X6 + �7X7 + baXa + bgXg + e

s · 

v•• • b2(X2 + X1
) + b

3
X

3 + b
4
(X4 + X

1
) + b

5
(X5 

- X
1
) + b6X6 + b7X7 + baXa + 

[7] 
Then, arbitrarfly choosing any b1 between b2 and bg to equal zero (thereby 

refntroducfng b0 ), yields (choosing bg • O) 

Y** • b0 + b2 (x2 
+ X1) + b

3x3 + b4(x4 + x1
) + b

5(x5 • x1
) + b6x6 + b

7x7 
+

baXa + e4, ---- ----- [13) 

Then, t • 'F'. (R� • R�)/1 or j, 160 43 - , 15576 ,
vr _____ ,...___ .83957/364 

(1 - R�)/364

t.• 1.423, 

which should be tested using an appropriate multiple comparison procedure, 

depending upon the number and type of comparisons to be completed, In any 

event, thfs t value fs unlikely to be convincing evidence that the change 

for Group One is significantly better than Group Two at Time 2, 

A similar process could be used to test V
1 

- V2 • V
8 

- V9. 

This test yields 

t ,. If • ;-, l-60-4-3--. -15-51-6 • l 512 ir .83957/364 • • 

Also, testing V
1 

- V2 • �(V
4 

- V
5
) + �(V

8 
- V9) yields 

t = ff = A����/364
15443 = 1 .613. 

Testing the second set of implied questions, "Is the long term effect, that 

is, V
3 

- V2 different than the corresponding control differences (Y9 - V
8
)? Here,

t •./F • /§����1364
15878 • .846, indicating little_ long term effect.



Are· the implementation changes the same (is v
2 

- v
1 

• v
6 

- v
5
) yields 

t • ff ·./A��;�l36413265 • 3.470. 

This last difference would show that the implementation changes were 

different for the two experimental units. Clearly, other questions 

could be posed on the data as well. 

Using Side Conditions 

Another approach to the repeated measures design 1· s to emp 1 oy side 

conditions. Since the group effect is nested in the subjects effect, 

the full model Y • bpP + b
1
X
1 

+ b
1
X 

2 
+ ... + bgXg + e

5 [9] 

can be turned into a full model with the group effects removed by imposing 

side conditions. 

The group effects hypotheses can be given as: 

nlbl + "2b2 + n3b3. n4b4 + n5b5 + n6b
6. n7b7 +nabs + ngb9 

0
1 

+ 02 + 03 "! + 0
s 

+ 0
6

°7 + 0a + 09 
[10] 

. Since n1 • n2 • n3, n4 • n5 • n
6

, n7 • n8 • n9, equation 10 can be rewritten as: 

n1(b1 + bg + b3) 
• 

n4(b4 + b5 + b6 
• 

n7(b7 + ba + b9)
3n1 3n4 3n7 

or more simply as b1 + b2 + b3 • b4 + b5 + b
6 

• b7 + b8 + b9. Any two of 

several restrictions could be made. The following two could be chosen: 

b3 • b7 + ba + bg - bl - b2 and

b6 • b7 + b8 + bg - b4 - b5, 

Imposing these two restrictions (actually, side conditions) yields: 

Y • bpP + b1X1 + b
2
X
2 

+ (b7 + ba + bg - bl - b
2)X3 + b4X4 + b5X5 + (b7 + ba + 

or 

bg -,b4 • b
5)X5 + b7X7 + baXa + bgXg + esi [11] 

Y • bpP + b1(x1 - X3) + b
2
(x2 • x3) + b4 (X4 • X6) + b5(x5 - X6) + b7(x7 + X3 +

x6) + b8(x8x3 + X6) + bg(Xg + x3 + x
6
) + e�. [12] 

10 



[9) 

10] 

en as:' 

l +
1]

Equation 12 (or reparameterizations of it, using different restrictions 

expressing the side conditions) then serves as a full model for testing 

against restricted models; R2 • ,79869, 

Now, direct hypotheses can be tested by placing appropriate restrictions 

simultaneously with the side conditfons. For example, test1np V1 - V2 •

V4 - V
5 

is done using the restriction b1 - b
2 

• b4 • b
5 

or b1 • b4 • b
5 + b2

,

as before. 

Then Y • bpP+(b4 • b
5 + b

2)X1 + b2X2 + (b7 + bs + b9 • b4 + b5 
• 2b

2
)X3 + b4X4 +

b
5X5 + (b7 + b8 + bg • b4 • b

5 )X6 + b7X7 + b0Xa + b9X9 + e7. [13)

Y • bpP + b2
(X2 + X1 • 2X3) + b4(X4 + X1 • x6 • X3) + b5(X5 • X1 • x6 + X3) + 

b7(X7 + X3 + X6) + ba(Xs + X3 + X6) + b9(X9 + X3 + X6) .+ e7, [14) 

Note that the restrictions are made simultaneously with the side conditions 

on the full model (equation 9), Were the restrictions placed on equation 

12, a different hypothesis would be tested; b1 in equations
13 and 14 is. different from b1 in equation 12. Placing the restriction b1 - b

2 
•

b4 - b5 on equation 12 tests the hypothesis 2(Y2 • V'5) • V6 • V
3
, clearly a

very different hypothesis than V
1 

• V
2 

• V
4 

• V
5
. 

The constant tenn could be reintroduced by arbitrarily setting equal 

to zero any one of the remaining b1. Doing this yields R2 • .79757.

Therefore t • /f .. /Jafi!
1
36/

9757 • 1.423, the same result given �arlfer

for this contrast following equation 8. 

This process could be repeated for any of the other hypotheses, imposing 

the restriction implied by the hypothesis simultaneously with the side conditions. 

Care must be taken to be sure that hypotheses tested on this model are 

appropriate; such hypotheses must be some combination of within group contrasts. 

11 



r�·•, ,. . , · .. , , ... , ; , " >iliiil.�,li:�,lilI'!iilla$11'li½WfaM'ffiffl1DTEIWMlfl • I Wit

11 

,:,: 
;\ 

• I 

,1 
,, 

Directly Using the Full Model 

Had equation 9 been used directly, ft can be seen that the outcome is 

comparable to using the side conditions: 

Y •bl+ b1x1 + b2x2 + .. ,·bgX9 + e5; (9] 

testing V1 - V2 • V
4 

- V5 is done using the restriction b1 - b2 • b4 - b5 or 

b1 • b4 - b5 + b2, as before. 

Then, 

Y = bpP + (b4 - b5 + bz)Xl + b2X2 + b3X3 + b4X4.+ b5X5 + b6X6 + b7X7 + baXa
+ b9x9 + ea; 

Y • bpP + bz(Xz + X1) + b3X3 + b4(X4 + X1) + b5 (X5 - X1) + b6X6 + b7X7 +

baXa + b9X9 + ea. 

Reparameterizing by choosing b9 • O, 

Y • bo + bpP + bz(Xz + X1) + b3X3 + b4(X4 + X1) + b5(X5 - Xl) + b6X6 + b7X7

(15] 

Note the similarity between equation 15 and equation 9. 

Equation 9 yields R2 • .79869; equation 15 yields R2 • .79757, Therefore, 

t • /F • /��,��736/
9757 • 1,423, identically the same result as found

using side conditions. 

It can be seen that several different approaches can be used to test 

hypotheses in a repeated measures designs, The use of the criterion v••

where v•• • Y - v• when v• • 1/JP, as was shown 1n Williams (1980) allows 

an appropriate testing procedure. The use of side conditions (which u�e, 

a model removing the nesting effect) or a model containing the group mem�crship 

variables and the' person-score vector yield identical results. Perhaps the 

latter approach would be conceptually easier to understand. The direct use 

of equation 9 can be completed despite the nesting of the group effects. Had 

person vectors been included rather than the sull1'18d P variable, the nesting 

12 
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.:-. .. i: Table 1 

Analysis of Variance for the Stem Attitude Scale 
with Three Groups of Employees (N • 185) 

Source of Variation df ss MS F 

:,,.·,,1··,,;,''i· 
\ :·;. ,� �I 

Among Subjects 184 128.84 

Groups 2 .64 .32 .46 

error (a) 182 128.20 .7Q 

Within Subjects 370 40.63 

Time 2 5.23 2.62 29.llc

Linear 1 4.83 4.83 53.67c 
'i 

Second 1 .40 .40 4.44a 
;:,,: '.l Time X Groups 4 1.29 .32 3.56b 

error (w) 364 34.11 .09 

Total 554 169.47 

a, p <.05 
b, P <,01 
c, p <.001 

Tablt 2 

Table of Means for the Stem Attitude Scale 
wfth Three Groups of Employees (N•185) 

Tfmt 1 Tfme 2 Time 3 Total 

Group One (N•37) 2.68 2.71 2.54 2.64 

Group Two (N•56) 2.90 2.79 2.50 2.73 

Control (N•92) 2.80 2.73 2.63 2.75 

total (N•185) 2.80 2.75 2.57 2.71 
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JOB ATTITt.'l>E QUESTIO�'NAIRE 

Ple3se choose the letter that best represents your ans-wer to th• question 
asked and put. it.in the blank provided next to th• question number. 

1. How do you like the wrk that you do?
A. It's the kind of work that t like best.
B. It is clo•• to the type of wrk I like to do.
c. I like it, but there are other kinds of wrk I like just aa much.
D. It's all right; but there are other kinda of work I like better.
E. I don't like it very much; I wuld prefer soma other kind of work.

2. What do you think about th• Unit you wrk in aa a place to work?
A. Th• beat poaaible place to work.
B. Cood place to wrk.
C. About avera1e,
D. Somewhat below average.
E. Among the poor�•c place• to•work,

3. What do you think about your ward�• a place to work?
A, The be1c po1aible place to·work. 
B. Cood place co work.
C. About averace,
D. Somewhat below average.
E, Amon& th• poore1t place• to work,

4, Wl,.in it coa•• to accoapli1lling reaulta, how do you chink your Unit would com11u 
witn other unit• ac the School? 

A,' Much botter than moat. 
B, Somewhat better than most, 
C, About th• 1ame a, moat, 
D, Not quit• al 100d a, IIOIC, 
E, Huch wor11 than IIIOIC. 

5, All in all, how do you feel about your own pay? 
A, V•ry 1aci1tied, 
II, Satilfied, 
C, Fairly 1ati1fied, 
D, Ra�h•r di11aci1fied, 
!, Very di11ar.i1fied, 

6. tl vou had a chance ·co do the 11ame kind of work, for ch• aame aalary, in anoche
unit of r.he Scho?l, whac would you rach1r do?

A, Definitely wane to ltAy where I a•• 
a. R.:.cher 11ca:,• wh?re I ""'·
C. It wouldn't m�tter co me, 
D, R.lther move thnn atav.
E, Wane very 111&ch to mo�e co another 1ection,

16 



.. b ·•Attit1.:do Quntionnaire 
:ige -2-

>the 

7, How would you deacribe the morale of e111ployee1 in po1ition1 1imilar to your, 

8. 

in your t:nit? 

Do 

A, Mo,c. employee, have hi1h morale. 
B, More employee, have hi1h morale Chan have low morale,' 
C. Employee, who have hi1h morale and employ••• that have low morale are

abouc the•- in nuaber.
D, Hore employee, hav1 low moral, than have hi1h 110ral1. 
I, Ho1c e111ployee1 have low 110rale. 

)'OU. 

A, 
a. 

c. 

D, 
1. 

feel you are workin1 •• part of a tea•T 

I almoac alway, feel I am pare ot a teaa, 
I u1ually t11l I am pare of a teaa. 
I teal I am part ot a team abouc halt of th• t:l.me, 
I rarely feel I am part ot a team, 
I almoec never faal I am pare of a team. 

9, In your opinion, whac do you think your attact 11 on th• bahavior ot r111d1nt1 
on your ward? 

A. Stron1, po1itiv1 affect.
B, Moat often th• attecc 11 po11c1va.
c. Thar• 11 little or no effect,
D. The effect t1nd1 to be aoraawhat naaacive,
I, Stron1, na1ativa efface,

10, What one word 1uu up your opinion of your job? 

11. Do 

A. Challan1in1,
B. Sat11fyin1,
C, Acceptable.
D. Fru1tratin1,
E. Borina,

you 'think your ward 11 a good place tor r11id1nt1 

A, The ward 11 much batter than moat, 
B. The ward ii 101111vhat batter than moat.
c. The ward is about the same a1 moat,
D, The ward i1 not quite a1 good a1 moat.
E. The ward ii much worH than moat.

to live? 

12, In your opinion, do you think ra1idant1 in your Unit have anouah privacy·and 
individual apace? 

A, Resident• have enough privacy and individual apace - with no exceptions, 
B. Resident• have enough privacy and individlUll space - with few exception,.
c. Ra1idenc1 have enough privacy and individlUll space - with 1evaral exception,.
D. Residents do not have enough privacy and individual space - they have not

be�n treated fairly,
E. Residents do not have enough privacy and individual space - they have been

treated 'quite unfairly.

17 
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.;-,b Attitude Queaeionnaire 
t>:aae -3-

13. Would your attitude toward your job be different if acaff on your ward h
progr:a111111inR and activity _aupplie• to work with the re•ident•?

A. Much 1110re po•itive attitude.
B. A little better attitude.
C. Neutral attitude.
D. A little poorer attitude.
E. A !Mich more poorer attitude.

14. How closely do your actual work dutie• match the job de•cription you read
applyina for your job?

A, Exactly the •ame . 
B. Basically, pretty 111Uch the •ame.
c. Some dutie• are •imilar, other• are different.
D. �o•tly di••imilar,
E. Aren't alike at all.

15. How import:ant to me in my job 1• feeling useful and being needed?

A. Th:ac'a the moat imporc:anc china to me,
B. ·It'• nice to be u•eful and needed.
C, It'• o.k.
D. There are ocher china• that are more important co ma.
E. It i• unimporc:anc to me, 

16, The opporcunitie• for job advancement in your Unit are? 

17, I 

18. I 

A, Extellt1nt, 
B, Good, 
c. Averaiie,
D, Fair,
E. Poor.

fHl that I a■ VHtin& my tiu on II)' job, 

A, All of the tiu, 
a. Mo■c of the Cillle,
c. Some of the tiM,
D, Seldo111.
I, Never,

think th• in••rvic• crainina 117 

A, Appropriate and uaeful, 
a. Uaeful, but more ia needed,
·c. U•eful 101111 of the time,
D, Only occaa•ionally u•eful,
I, A WHU of time.

. .  
I 
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19. In regard to workina with reaidenta, I think.
A. Th.1t.thia 1a a type of work that will be very fulfillin1 to m• for n101t

of my workin1 life. 
a. Th• work ia enjoyable, but not aomethin1 I want to spend th• reat of II)'

Ufe doin1. 
c. I ••• thia job in many waya like any other, I don't lllind it, it'• o.k.
D. If I could 1•t another job With the aame or hi1h•r �ay, I would prefer to

witch Joba. 
!, . If I could 1•t another job even at a lowr pay, I would prefer to chan1• 

, read Joba, 

20. The auperviaora that I have on II)' Job ara?
A, Both helpful and knovled1eable about my job conc1rn1, 
B, Somewhat helpful and lcnovlad1aabla about my job concern,. 
C, They try to be helpful, but don't alwaya know enou1h about II)' apecitic 

Job to help that much, 
D, They don't •••• to be available ennu1h, 
!, Th• auparviaor• tend to be diaintereated in my Job and the work I do, 

21, The profa11ional 1tatf in your Units 
A, Talk with ward ataff ra1ui;rly and aak tor opinton1 'on ra1idant1 1 

pro1ra■1, probl••• and behavior,, 
B, Talk with ward ataff occa1aionally and aak for opinion, on ra1id1nt1' 

pro;rau, problau and behavior,, 
C, Talk with ward atatf occa11ionally, and now and than a1k for opinion, 

on ru1.dt1nt I a pro1rau, probleu and bahaviou. 
D, Do not talk with ward itaff, 
E, Appear not to treat the ward ataff with re1pect,. 

22, Do you feel fr•• to openly di1cua1 conc1rn1 with th• admini1trative 1taff of 
your Unit? 

A, Yu; both peraonal and bu1ine11 concarna, 
B, Ye1; but only matter, concarnin1 buain•••• 
c. Some, but not all of the time, 

D, �o: it is best not to di1cu1a either personal or bu1ine11 concan,a with
the unit administrative 1taff, 

t:, Iha l••• aaid the better 1n ■Y unit; you can avoid trouble chat way, 

23, With regard to the profeuional etaff in your unit, they seem? 
A, Readily .1vailablo for •••i1t.1nce with raaident's and staff's concarna. 
B, Usually available for aasistanco with reaidant's and staff's concarn�. 
C, �ot readily available for assistance. 
D, Do not t�ink that they are performinR their job duties. 
E. Do Mt Ir.now what they do within the Unit,

24. Do you think that the Cr.1fton State School administrative staff is r•�•Ptiva to
y:i,,r concerns or fe1t! tngs?

A. A.lways.
B. Usually.
c. Sume of cha time. 

D, Seldom.
E, �:ever.

, ,,,,, .,. 
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Research activity is very important for college and 

university faculty members. In addition to teaching, advising 

students, and other related duties, faculty are expected to 

engage in research activity within their particular 

disciplines. The •publish or perish• phenomenon is well known 

in academic circles, even though it may be argued that a 

college educator's worth cannot be measured simply by research 

productivity. Nevertheless, the importance of publishing is 

likely to become increasingly crucial as the academic climate 

reflects lower enrollment, f�wer economic resources, and 

faculty retrenchment. Bishkin (1984) noted that as grants and 

other resources become increasingly scarce, only creative 

researchers will be able to obtain funding. At the same time, 

productivity i• 1till required. 

Numerous researcher• have attempted to measure scholarly 

productivity, despite the nebulous issue of quality versus 

quantity. Studies within the physical science• (Bayer, 

Dutton, 19771 Bayer, Pogler4 19661 Crane, 1965) and within 

psychology (Dennis, 19541 Guyer, Fidell, 19731 Platz, 

Blakelock, 1960) have measured productivity by counting 
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journal article• and books, looking at the number of 

citations, and analysing the content of journal articles. 

Little research, however, ha• been done in the field of 

counselor education. Walton (1982) looked at difference• 

between high and low producer• on numerou• variable• using 

chi-square analy•e•. He found several significant difference• 

between the two groupa, and 1ugge1ted 1everal way• tho•• 

difference• could be uaed by counaelor educator•. 

The present atudy i1 an exten1ion of Walton•• (1982) 

reaearch, and employ• multiple linear regre1aion to predict 

productivity among counselor educator• •. Institution• which 

intend to hire employee• who are likely to engage in research 

may be able to use the equation generated in the present study 

to predict whether the prospective faculty member will be a 

high or low producer in terms of the publication record. 

Individuals can also use the equation to determine whether or 

not a given academic environment 1a conducive to research 

• activity.

Methods and Procedures 

A total of 520 questionnaires was mailed to members of 

the Counselor Education and Supervision (ACES) division of the 

American Personnel and Guidance Association (APGA), which is 

now called the American Association for Counseling and 

Development (AACD). From these randomly selected individuals, 

23 
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56.1 percent returned completed questionnaires. For the 

purposes of this analysis, only those respondents who listed 

their primary occupation as counselor educator were included. 

Questionnaires with a substantial amount of missing data were 

not retained for the analysis. Hence, a total of 158 subjects 

was used for the regression procedure. It should be noted 

that educators who are low publishers may be underrepresented 

in the sample. Some caution is necessary when interpreting 

the results. 

The questionnaire was divided into two major parts. 

The first dealt with demographic information, as well as 

preferences within the field of counseling, while the second 

part concerned productivity information. In the final 

analysis; the number of journal articles, books, and 

monographs each participant reported having published was 

used as the dependent variable� 

All variables which were nominal in form were dummy-coded 

in order to perform the multiple regression analysis. The 

authors employed several regression procedure• with pairwise 

deletion of missing data. Pairwise deletion allows for th� 

inclusion of a questionnaire with a minimal amount of missing 

information. The default on most software packages is to 

delete a questionnaire if even one item ls missing. 
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It was hypothesized that some combination of the 

variables would yield an R2 value significantlf different 

from zero, such that Hos R2y.x1x
2 

... xp • o. Because

of the exploratory nature of the study, the authors did not 

predict which variables would significantly contribute to the 

regression equation. 

RHUltl 

Before regre1aion procedure• were employed, an analyaia 

checking for outlier• was conducted. Using Cook'• Di1tance, 

Mahalanobis' Di�e, and W_!iaberg'• Teet, it was determined

that no outliers were present. 

Five regression procedure• were used in an attempt to 

reach a concenaus on the.variables included in the equation. 

A graph of the R2 and Adjusted a2 values yielded similar 

results. Other graphical methods were not employed, 

although it can be noted that the.Adjusted R2 va1ues give 

almost identical results to an analysis of the residual mean 

squares, as Hocking (1976) noted. 

Both R2 and Adjusted R2 indicated that seven 

variables probably determined the most useful equation. 

Forward, backward, and stepwise procedures concurred with this 

conclusion, with all five methods suggesting the same 

•. regression equation.

When the questionnaire was developed it was assumed that 

the percentage of completed questionnaires returned would be 

25 
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maximized by allowing the respondent to answer in categories 

rather than requiring exact information. It was reasoned that 

counselors would be more likely to respond if given various 

ranges to choose from, rather than having to give exact figures 

Although such procedures may have had desirable results 

in terms of the rate of return, there was a disadvantage in 

using such information without assigning rank values. Thus, 

the data analysis may have lost some of its potency because of 

the use of categorical data rather than interval data. Tabl� 

1 gives the appropriate values, after dummy-coding, for the 

seven variables used in the equation. 

Table 1. 

Values Assigned to categorical Data

Years of \tbrk 

Research Hrs/Week 

University Size 

NulTber of J�nal 
Subscriptions 

Rank 

o-4 - 1 ·s-10 • 2

0-4 • 1 5-12 • 2 

11-25 • 3

13-20 • 3

>25 • 4

>20 • 4

<10,000 • 1 10,000-19,999 • 2 20,000-29,999 • 3 

30,000-39,999 • 4 40,000-49,999 • 5 >S0,000 • 6 

0-2 • 1 5-10 • 3 >10 • 4

Professor• 1 Associote Professor• 2 Asl'listant 

Professor• 3 Instructor• 4 Other• 5 

Preferred .Activity No• 0 Yes• l 
• Mministration

First Publication Before Doctorate• 0 After Doctorate• l 

26 



1ed that 

·ious

figures,

·sults

C in 

Thus, 

·1use of

Table

the

4 

4 

= 3 

= 6 

The seven variables meeting the criterion for entry into 

the model resulted in an R2 of .455. The r�sulting f

value was 17,88, R < �0001, Table 2 gives the regression 

equation, and indicate• that all seven variables meet the ,05 

criterion for incluaion in the model. When reduced model• 

from this restricted model were con1idered, the! value 

remained significant, giving further evidence that all 1even

variables contribute to predicting productivity among 

couneelor educator,. 

Table 2 

Variablee in Restricted Model 1 1• Determined bf All Five Methods

Variable B Error R2 p Significance 

Years of Work .56 .16 .182 12.67 .0005 

Research hrs/Week .64 .18 .301 12,70 .ooos 

University Size .36 .08 .356 19.13 .0001 

First Publication -.70 .20 .391 11.67 .0008 

Journal Subscriptions .37 .15 .420 5.65 .0187 

Rank -. 31 444 .440 4.47 .0362 

Administration -1.25 .62 .455 4.04 .0463 

-.. Constant -1.18 • 77
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Discussion 

The present study suggests that it is possible to predict 

counselor educator productivity with a reasonable amount of 

accuracy based on seven variables, These are: years of work 

in the field, number of hours per week spent on research 

activities, size of university, whether the first publication 

was before or after receipt of the doctoral degree, the number 

of journals subscribed to, academic rank, and whether or not 

the preferred professional activity is in administration. Of 

these, several seem intuitive. First, the number of hours 

spent doing research would seem to be an obvious indicator of 

how many pubi'ications that researcher is likely to produce, 

although it is recognized that one could spend many hours on 

research,· and still' not be highly productive in terms of 

tangible end products. Second, the number of years of work 

experience has a substantial correlation with productivity. 

Th•·longer a researcher has been in the field, geneially 

■peaking, the more the likelihood that he or she has publJsh

professional articles. Associated with this is Walton's 

(1982) finding that as an individual improves his or hor 

academic rank, scholarly productivity is likely to incr�J� 

It should be noted that academic rank increases with nur, ,.,r 

years of work experience. 
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University size is also a predictive factor of 

productivity. Walton (1982 > noted that 501 of high producers 

were affiliated with institutions whose total student popula­

tion was more than 20,000, while 43.31 of low producers worked 

at colleges or universities with less than 10,000 students. 

The present authors suggest that larger universitie1 generally 

tend to facilitate research activities more than their smaller 

counterparts, 

The number of journals to which the individual subscribes 

was another of the predictive factor� in the present. study •. 

Walton (1982) found that counselo� educ_ators w�o subscribed 

to more journals were more likely t� publ�sh. •·· • This does. not

mean that those who do not publish do not keep current in the 
�, 

. . ' 

field, a·s over 621 of low producers subscribed to at least 

five journals, and over 951 received_at least three journals.

Alternately, it may indicate that high produ9ers ar�_likely to 

receive a_ large number of journals. The reasons for.this are 

unclear, but may be related to their search for relevan� 

research topics and issues. 

Another predictive variable_is whether the individual's 

first publication was before or after receipt of the doctoral 

degree. Highly productive researchers were more likely to 

have published their first work before they received �heir 

doctorate (Walton, 1982). This seems to indicate that those 
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expressing an interest in research before beginning work as 

counselor educators are likely·to maintain the interest after 

obtaining employment in the field. 

The question of academic rank has been previously 

addressed. • In terms of Whether or not one prefers adminis­

trative tasks, it would seem to follow naturally that less 

time spent on administrative work leaves more time available 

for research and publication. Although ·Walton (1982) reported 

few differences in high versus low producers on this variable, 

the current finding could be an artifact of the question, 

since preferred activity was requested rather than the 

activity in which the most time was actually spent. 

The prospective counselor educator may be able to use the 

information contained in the present study, along with that 

provided by Walton (1982), to determine if the institutional 

environment of a potential employer is conducive to research 

productivity. Specifically, does the institution allow 

adequate time for research? Also, is the size of the 

institution sufficient for adequate support of research 

activity? These factora·must be combined with factors the 
.. l 

potential employee control• in order to reach an adequate 

level of prediction. conversely, the institution can usn. the 
. 

,_I·.,,. equation to help choose faculty members who are likely to 

participate in research activities. A substantial part of the 
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variance is not accounted for in the equation, therefore the 

equation should not be used as the only selection device. 

It should be remembered that the present study probably 

underestimates the variance accounted for by the independent 

variables, since the present study used categorical data 

rather than exact responses. Thia factor is especially 

relevant when one considers the dependent variable, which was 

the number of journal articles, as well as the number of books 

and monographs published. Dividing responses into several 

categories rather than looking at the exact number of 

publications may have yielded a conservative estimate of the 

effect of variables predicting counselor educator 

productivity. As mentioned previously, however, ordinal 

responses were used to obtain a higher rate of return. 

The authors suggest that more research is needed in this 

area. A replication would help ensure the validity of the 

prediction equation, and would substantiate the present 

authors' claim that it is possible to predict research 

productivity among counselor educators on the basis of the 

seven prediction variables listed herein. 
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• PLE LINEAR REGRESSION VIEWPOINTS
13, Nuni>�r 2 Winter 1984 

'Testing Hypotheses in a 

• Repeated Measures Design: An Example·

John D. Wllllame and Jolt A. Williama 

he Unlv.erelty of North Dakota and Grafton (N.D.) 8tate School 

SulmlAry - The use of a typical repeated measures desfgn fs contrasted 
with using specific hypotheses which would directly address research ques• 
tions. A complete example 1s gfven, 

In an earlier paper W11lfams and Williams (1984) showed three d1f• 

ferent methods of using lfnear models to perform multiple comparisons 
(contrasts) for wfth1n subjects effects on a large sample (N•l85) of 

employees in a test of hypotheses regarding improved fac11itfes on 

employees attitudes, While large sample sizes yield fmpractfcal the 

use of person vectors (1 if person 1, O 1f not), it would be useful 

to use a small sample so that the two approaches might be compared 

and the utility of using a single vector (predictor) for the subjects 

effect can be examined, Accordingly, a data set that has been previously 

used (Williams, 1974, 1980) will again be used here as an example.

An Example 

The following problem is taken from Williams (1974)!. 

A researcher may have an interest in the differential effect 

of two or more methods of instruction over time; thus, measures 

can be taken at specified intervals on the several instruc-

tional methods. From the point of view of the experiment, a 

repeated measures design can be conceptualized as a treatments 

I_ X subjects design repeated for each instructional method.* 

*!�J�.;··•des1gn 1s �alled a Type I design by Lindquist (1953).
"r, . , 

.. . 

nru . 
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To make the example more specific, suppose a research is interested 

1n 1nvest1gat1ng the differences among three approaches to a human 

relations experience,** 

The three different approaches toward the h1.111an relations groups 

selected are (1) structured sessions in which the group participates 

toward concrete problem solving, (2) an unstructured group, where the 

group decides upon its own goals, and (3) a group designed to allow 

the individual to focus on his personal problems with the interest being 

to help solve these problems. Five groups with 7-9 individuals in 

each group are assig·ned to each of the three human relation group 

situations; i.e., there are five separate groups for each treatment 

situation, Each group 1s to have a two hour session once a week for 

four weeks. 

While there are several things that might be of interest to 

measure, the researcher is interested specifically in the amount of 

aggression exhibited in the group setting. 

Videotapes are made of alt sessions, and a group of five experts 

independently judge the amount of aggression expressed during the 

sessions on a conttnuum from O to 10, where O represents no aggression 

and 10 represents an extreme amount of aggression, The measurements 

are made with the group as the unit of analysis. The score to be 

used is the mean of the five ratings. Results are as follows: 

Table 1 

GROUP SCORES FROM THREE HUMAN RELATION GROUP METHODS FOR FIVE SESSION� 
(ARTIFICIAL DATA) 

Method 1 (Structured Groups) 

Group Session 1 Session 2 Session 3 Session 4 

1 3,2 3.4 3.2 2.8 

2 4.6 4.0 3.8 3.4 
3 5.0 3.8 5.0 3.2 
4 2,0 2.0 2.4 1.6 

5 3,6 3.2 3.4 3.0 

**By human relations experience is meant the meeting of a group of people that
has variously been called the T-group (training group), the encounter group,
or some similar name. 
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Met hod 2
(Un struct ured G

roups)
Group 

Sess io n 1 Session 2 Se
ssi on 3 Session 4

6 6.2 5.8 6.8 5,0 7 3.6 3.8 7,2 5,4 8 4.0 6.8 7,8 6.0 9 5.0 5.8 6,0 5.0 1 0  4.8 s.o 6.4 5.8 Method 3 (Pe rso nal Problems}
Group Sessfo n  1 Sess ion 2 Sessio n  3 Session 4
11 7.4 7,6 6,8 5,2 1 2  6.4 6.4 5,6 4,0 13 7,0 6,6 6,6 6,0 1 4  5.8 7.4 5.0 4,8 15 6,4 5,2 4.0 3,6 To an aly ze the da ta fn Ta ble 1, ft is first useful to d efine severalvariables: 

Y • the criterio n  va ria ble,
P1 - P

1 5  
are bina ry  v ar iab le s  that i d ent ify each gro u

p (the "pers on" ve ctors)
x1 6  • l ff the score fs f rom a gro up fn the struct ured t

re
atments;0 otherwise, 

x
1 7  

• 1 ff the score fs from a group fn the unstruc
tured treatme

nt;. 0 otherwf se • 
X1

8 
• 1 f f the sc ore fs f rom a gro up fn the p roblems treatment

,
x19 • 1 f f th e score fs from Sessi on 1; 0 

othersfse,
Xzo • 1 f f the s

core
is f

rom Ses
s
ion 

2
; 0 

ot herw is e, 

x21 • 1 ff th e sc ore is from Session 3; o o the rw ise ,
x2

2
• 1 ff th e  score 

fs from 
Session 4; 0 

othe rwise ,
Xz3 • X16' X19•
X24 � X16 • Xzo• 
Xzs • X1

6
' X2

1
•

X26 • X1
7

' X19•
X27 • X1

7
' Xzo•
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X28. X17 . X21• and

x29 • P • a sum ·of each separate group for the four sessions; for

example, for group 1, x29 • 3.2 + 3.4 + 3.2 + 2,8 • 12.6. (X29 will be

referred to as P.) Each score·(rather than each group) 1s the unit of 

analysis; thus, there are 60 scores for the data in Table 1. When 

preparing the data cards for a computer analysis, 60 data cards would 

be made. The use of P greatly fac111tates a regression solution; 

this suggestion regarding coding was made earlier by Pedhazur (1977) 

and by Williams (1977), and more recently by Fraas and McDougall (1983) . 

. To analyze th� data· in Table 1, it 1s useful to consider two sepa­

rate analyses; one analysts can be treatments X subjects design, 

temporarily disregarding the three different kinds of groups; Then, it 

1s useful to conceptualize the data 1n a two-way analysis of variance, 

disregarding for the time being that a given group has ·been measured 

several ttmes. 

The linear models that are useful for conceptualizing the data in 

Table las a treatments X subjects design are as follows: 

and 

'• ' 
.. 

Y • b0 + b1P1 + bzPz +,,,+ b 14P14 + e1 (for the subjects (groups)
effect) (1); 

Y • b0 + b1gP19 + b20P20 + b21P21 + ,2 (for the trend effect)
(2); 

y • bo + b1X1 + b2X2 + ... + b14X14 + b19X19 + b�oX20 + b21X21 ◄, C3, (J),

When these linear models are used, the following results can be found: 

from equation 1. ss
5 
• 104.14; 

from equation 2, SSTREND • 8.63; and

from equation 3, SSERROR • 32.52; also, SST• 145.29,
1 
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While the preceding infonnation would be sufffcfent for a treatments X 
subjects desfgn, ft should be recalled that fn thfs fonnulatfon, the 

' 

type of human relation group was dfsregarded, 

Actually, the treatments effect 1s "nested," f .e., totally contafned fn 

the variatfon among subjects. Before pursuing thfs "nesting" further 

at this point, ft fs first useful to complete the analysis for the two­

way fonnulation. 
The following four linear models are sufffcient:

Y • b0 + b16x16 + b17x17 + e4, (for the treabnents effect) (4) 

Y • b0 + b19x19 + b20x20 + b21x21 + e2• (for the trend effect) (2)

y • bo + b16Xl6 + b11X17 + b19X19 + b20X20 + b21X21 + e5, (S) and

y • bo + bl6Xl6 + b17X17 + b19X19 + b20X20 + b21X21 + b23X23 + ••• +

b29X28 + e6 (Full Model) (6)

When these linear models are used, the following results can be found: 

from equation 4, SS
ME

TH • 78.87; 

from equation 2, SSTREND • 8.63; 

from equa tfon 6, SSERROR • 39, 71.

The sum of squares attributed to regression for the full model (equation 

6) is 105.58. The sum of squares attributed to regressfon for equatfon

5 is 87.50. The difference between these two values is equal to the

interaction. ·Thus, SSMETH X T
REND• 105.58 - 87.50 • 18.08. A slllllllary

table that would contain the foregoing fnfonnation would appear as follows: 
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Tab le 2 S UMMA R

Y TAB LE FO
R

TH
E 

H
UMAN 

REL
A
TION GR OUPS D

AT
A 

I
N TAB LE 1 

Source o f Variation df 
Among Subj

ectsMethod 2 Error {a) 12 Tota
l Amo

ng 
S
ubj

ects 1 4  
Within Sub

j
ectstrend 3 meth x tr e nd 6 error (b ) 36 Tota

l Wit
h

i

n 
S
ubjec ts 4 5  

Total 5 9  
**S i

gn
if

ic
an t at , 0

1 level

s s  

78.8 725.27 
1 04.1 4  

8.6 318. 08 14.44 
41,1 5

1 4
5 .2 9  

MS

39.44 
2.11 

2.88 3.01 .4 0

F

18.6 9**

7.
20**

7.52* *  

The sunn,e
d vec

tor ,  x29
, co uld have been use d  to ac h

ieve sim ilar resu l ts:
Y • b0 + bPP + e1 (fo

r
the subj

ects (g

ro

ups) ef

f

e c
t) [la] ;  

y • bo + bpP ·+ b
1
9X

1
9 + bzo

X zo + bz1X21 + e3. [3a] 
E
qua

tion la is i de n
tic a

l 

(in sum 
o
f squa res) to equa

ti
on 1; S Ss • 1 0 4.14;

s
i m ila rly, equation 3 yield s  SSERRO

R • 32,52 .  Tab le 1 co uld hav e  be en 

acc o

mpl
i

sh ed b y u s
i

n g results from these last two equ ations in l fe u  oft
he 

o ri

g
i

na
l binary per s on varia

ble s  (X1 t
o x

14)
. 

Mu l
t

iple Compa
r
i sons (Cont

rasts) Wit h in Groups

It wou l
d 

be helpfu l  to g ive a diag
ramatic vi ew, in te rms of m eM• '

o f the data
des cri

bed earl ier
; 

Sess ion 1 Session 2 S ession 3 Sessi on 4Metho d 

1 Vl Vz v3 
v4Metho d 

2 vs v6 V7 VaMethod 3 V9 
Yio

V
ll V l2 

' 

in te sting the long term change (from session 1 to
Sup pose the intere st was
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session 4) between methods land 2. that is. the interest is fn testing 

v
1

- V4 •VS• V8. In our earlier paper (Williams and Williams. 1984) we

outlined three different approaches to answering this sort of question. 

The first approach. also outlined with this same data set fn Williams 

{1980), was to reconstruct the criterion as Y • Y* + Y** where Y* • '9' • 

.'1e'v values are the predicted values from �sing the equation -9' • b0 + bl·

Jr the present data Y • 1/4P where P is the sU111111d person vector 

•�scribed earlier as x29. (Although it 1s more cumbersome, P1 to P12 could

:•ave been used instead of P,)

It is the V** criterion that can be used to accomplish tests regarding 

1�ithin group cell differences. The full model can be written as: 

'I** • b?1 + b2x2 + .. + b12x
12 + e4, where x1 to x12 correspond respec-

tively to binary coded group variables for each cell. [4] 
ro� some com�uter programs, a reparameter1zation of equation 4 that 

includes the unit vector 1s more useful: 

(4a] 

many other reparameter1zat1ons could have been chosen. For a more complete 

description of this reparameterization process, see Williams (1976). 

The restriction that tests the hypothesis r1 - Y'4 • Y"s - Y-8 is b1 - b4 •

bs - b8, or bi .. b5 - b8 + b4. Placing this restriction on equation. 4

yields: 

Y** = (b5 - bs + b4) Xl + b2X2 + ... + b12X12 + e5 [5] 

or Y** = b2X2 + b3X3 + b4(X4 + Xl) + b5( X5 + X1) + b6X6 + b7X7 + bs (Xa - X1) +

b9X9 + b10X10 + b11X11 + b1zX12 + 85' [5] 

let o4 • x4 + x
1
,

D5 • X5 + x1, and 

• Da .. 'Xa - X1.
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Then equation 6 can also be given.as: 

Y** • b2X2 + b3X3 + b4D4 + b5D5 + b
6
X

6 
+ b7X7 + baDa + b9X9 + b10X10

+ bllXll + b12X12 + e
5. (6a] 

Either equation 6 or a reparameterfzatfon of ft. done by introducing b0 an, 

arbitrarily dropping any one predictor. can be used as the restricted mode 

Letting b12 • o. one reparameterfzatfon. incorporating o4• o5 and D8 is:

Y** • bo + b2X2 + b3X3 + b4D4 + b5D5 + b
6
X

6 
+ b7X7 + baDa + b9X9 + b10X10 1 

bllXll + e5. (6b] 

The test fs given by: 
� 2 2 t • v F • RF - _ R

R
/1 

(1 - RF)/36 
2 2 

Here RF• ,64899; RR• .57123

t .Y7,9rr, • 2,824.

Using Side Conditions 

Another approach to the repeated measures designs fs to employ side 

conditions. Since the group effects are nested, fn the subjects effects, 

the full model 

(7] 

can be turned into a model with the groups effects removed by imposing 

side conditions. 

The group effects restrictions can be given as: 

nlbl + n2b2 + n3b3 + b4b4 • 
·n5b5 + n6b6 + n7b7 + naba 

• 
n9b9 + n1ob10 + nll

nl + n2 + n3 + n4 n5 + n6 + n7 + n8 ng + nlO + nll + nl
Because of equal n's (proportional n's would also suffice) these restrfctfo 

can be greaUy simplified: 

bl+ b2 + b3 + b4 • b5 + b6 + b7 + b8 • b9 + b10 + b11 + b12. Any two of

several restrictions could be made. The following two could be chosen: 
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1

and 
,odel. 

10 + 

f

b3 • b9 + b10 + b l l  + b12 - bl - b2 
- b4 

and

b6 • b9 + blO 
+ b l l  + bl2 - b5 - b7 - bs• Impos ing th ese two res tr ictions 

(
sf de co nditions)yfelds: y • b

p
P + b1 X 1 + bz X z + (b9 + b lO 

+ bll + bl2 - bl - b2 - b4)X3 + b
4X 4 + b5X5 + (bg + b

10 
+ b11 + b12 • b5 

- b7 - ba
)
X6 + b7 X 7 + bs X s + b

gXg

or 
+ b10X10 + bllXl l  + b 12

X 12 + 
87' 

(SJ 
Y • bp

P + b1(
x
1 • 

X 3
) + b2(x2 

• 
X 3 ) 

+ b4( X 4 • X 3) + b5(x5-X6) + b7(X 7 • X 6 ) +bs(
X
s - X6

) 
+ bg(X g  + 

X
3 + X 6) + b1o <

X1 0  + 
X
3 + X6) + b1

1(
X11 + X

3 + X6
)+ b1 2<X 12 + X

3 
+ 

X 6) + 17' 
[9] Equati on 9 (

or repar ame t
er i

z at fon of t t. either usi n g  different restrictionsexpressing the si de con diti
ons. and/or i ncluding a unit 

ve ctor) t
hen s er

v
esas a fu ll mod el fo r tes ti ng wf

t
hfn gro up hy potheses: 

. 2 R • , 90057. 
N ow , direct hy potheses can be teste d 

by placing ap pro priate rest r1ctfons�1mu ltaneous ly wit
h the s ide co ndit ions. With t he hypothesis V1 - V'4 

• 
v5 - V8 or, i n tenns o f the reg ress i

on coefficient s. b
1 

- b
4 

• b5 
- b8 

or b1 
• b

5 

-
b
8 

+ b
4
,

a s before. 
Then, placing all t hree restric

t
ions s imultaneously on equation 7 rtelds: 

y = bpP + (b5 - ba + b4)Xl + b2X2 + (bg + blO + bll + bl2 - b5 + bs - b4 - b2 - b4 )X 3+ b4X
4 

+ b5X5 + (b9 + bl
O 

+ bll + b
12. b5 - b

7 - ba)X6 + 
b7

X
7 + ba Xa + b9X9 + b10X10 + b11X11 + b12X12 + ea ;  [l0]

)J !' Y ,. bpp+ b2 (
x
2 

- X
3 ) 

+ b
4
(x

4 
- 2 X

3 + X
1 ) 

+ b
5(

x
5 

+X
1 - x

3 - X6
} + 

b7{ x7 - X 6 )+ b aCXa + X3 - x6 - X1 ) 
+ bg(Xg + X3 + X6

) 
+ b1o< X

1 0  + X 3  + X6) + 
b11 <X11 + X3,+ X6 ) + b12<X12 + X

3 
+ X6

) 
+ ea· (l l

] 
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Note that the restrictions are made simultaneously with the side con­

ditions on the full model (equation 7). Equation 11 could be reparameterfzec 

(necessary with computer programs that automatically introduce a unit vector) 

by setting equal to zero any o_f the remaining b1 fn equation 11 (excepting bp

Doing this yields R� •. 87854; F. (.9o���943jg�a54)/l. 7.976, t ·VF- 2.84

this fs the same t value found earlier. 

This process could be repeated for any other hypothesis, fmposfng 

the restriction implied by the hypothesfs_sfmultaneously with the.side con­

·dftfons. Care must be taken to �e sure that hypotheses tested on this model

are appropriate; such hypotheses must be some combination of wfthfn group

contrasts.

Directly Usfng the Full Model 

Had equation 7 been used df.rectly, ft can be seen that the outcome 1s 

comparable to usfng sfde condftfons: 
• ' ' .  . 

y � bpP + blXl + b2
X2 + ••• + bl2

Xl2 + e
6
., 

Testing V1 - ·y4 + v5_
- V8 can be done using the restrfction b1

or b1 • b5 � b8 + b4, as before. 

Then, 

y • b p + (b5 _. ba + b4)X1 + b
2X2 +, .. + b12X12 + lg , or

. p ,, 

[7] 

Y • bpP + b2
X

2 � b3X3 + b4
(X4 + X1) + b5(X5 + Xl) + b6X6 + b7X7 + ba(Xa - X1)

+ b9X9 + blOXl� + b11X11 + b12
X12 + 19'

' 
. 

R1paramet1rfzfng by (arbftrar11y) choosing b12 •·o, 
Y • b

o 
+ b P + b

2
X

2 + b3X3 + b4(X4 + X1) + b5(X5 + X1) + b6X6 + b7X7 + b3(Xap 

+ bgXg + b10x10 + bllXll + e9. [12] 

Equation 7 yfelds R2 • .90057, and equation 12 yields R2 
■ ,87854;

F. (.90057 • .a
7as4)/l 

■ 7 976· t �VF ■ 2,842, the same result as was• ,09943/36 ' ' 

found by the first two methods. 
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,r) 

bp)'

.842; 

< -
8 

It can be seen that several different approaches can be used to test 

hypotheses in a repeated measures designs. The use of the friterion Y** 

where Y** • Y - Y* when Y* • l/4P, as was shown in Williams (1980) allows 

an appropriate testing procedure, The use of side conditions (which uses 

a model removing the nesting effect) or a model containing the group member­

ship variables and the per�on-score vector (directly using the full model) 

yield identical results. Perhaps the latter approach would be conceptually 

easier to understand, The direct use of equatfon 7 can be completed despite 

the nesting of the group effects. 

The present paper, like the earlier one, has shown three different 

:;:.; types of solutions for testing hypotheses (contrasts) of interest. All 

three methods yfeld accurate results for within group comparfsons. Whfle 

they yield results that are equivalent, they are not conceptually equal 

• ,t'i:'l':; in tenns of thefr understandabflity, The first method has the drawback 

of using a constructed criterion; method two, usfng side conditions, is 

unnecessarily complex; extreme care must be used to achieve intended 

results. Our preference is clearly on the side of the third approach, 

directly using the full model and makfng restrfctions of research interest 

upon ft. From the point of view of actual use, the third method is 

sufficient and clearly preferable. On the other hand, the relationship 

to the other two solutions fs at least interesting. 
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Abstract 

' 

Bruce G, Rogers 

Dept, of Educ. Psych, 
and Foundations 

University of Northern 
Cedar Falls• IA 50614 

The Box-Jenkins approach to time series analysis, 11 regression method 

for analyzing sequential dependent observations. is used to detennine the 

most appropriate stochastic nodel for describing undergraduate grade point 

averages. The technique was applied to approximately a half century of 

data from two unfvers1t1es, to i nves tf gate models incorporating both regular 

and seasonal components. Prelfmfnary results suggest a moving average 

model. Final results will be presented fn the paper. 
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Time Series ARIHA Models of 
Undergraduate Grades 

BRUCE G. ROGERS 

University of Northern Iowa 

Objectives 

s P171Ml1iii11W l 

Bruce G. Rogers 

Dept. of Educ. Psych. 
and Foundations 

University of Northern Iowa 
Cedar Falls, IA 50614 

The purpose of this study is to determine the most appropriate stochastic 
model for describing the temporal variation of undergraduate grade point averages. 
Using the Box-Jenkins approach to time series an4lysis, various ARIHA models are 
constructed from regular and seasonal components. The models are then compared 
in tenllS of adequacy and parsimony to select the "best" one. With the avail­
abilit,y of appropriate computer software, this technique may have potential 
application 1n using a regression approach to analyze a variety of archival 
educational data. 

Perspect1 ve 

Whenever a phenomena 1s observed over time, it 1s often useful to search 
for temporal patterns within the data. Economists have studied stock market 
prices, sociologists have examined population levels. and psychologists have 
investigated changes in the incidence of depression. For such purposes, a 
variety of time series analysis procedures have been developed, derived primarily 
from the theory of multiple regression. These techniqui?s require data gathered 
from a large nuni>er of time periods (at least 50 1 according to McCleary and 
Hay, 1980). Since archival data is not as commonly analyzed 1n education. as in 
some other fields, these mathematical approaches are not as widely used in 
educational research. It is the purpose of this paper to illustrate such an 
app11 cat1 on. 

All educational institutions evaluate their students in some manner. but a 
single group of pupils 1s not often evaluated fifty times on the same variable, 
as would be required for a time series analysis. However, a meaningful time series 
can be realized ·by obtaining the average grades given during each of the grading 
periods across a lengthy time span. For about the last half century, many 
universities and colleges have adopted a 5-point grading scale, using either the 
letters A through E or the numbers l through 5, Some of the institutions calculated, 
at each grading period, the average of grades awarded to their students, wfth the 
interest of maintaining reasonable consistency in their grading standards both 
among their departments and across time, Approximately fifteen year ago, 
reports began appearing that a conspic1ous increase was occur1ng each year in 
the grading patterns at many institutions, and numerous ad hoc explanations 
were proposed (Bt rnbaum. 1977), 

hly "txpl anatton" of a phenomena 1mpl 1es that the phenomena CM be • 
adequately descrtbed; Mathematical models, and regression models in particular, 
are appropriate for such a description, but an examination of the literature 
suggests that most authors rely solely on visual graphs rather than employing 
mathematical modeling, In this paper, therefore, the use of the stochastic 
time sertes approach is used to generate mathematical models that might 
appropriately describe the entire sequence of available data on grade point data. 
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Methods and Techniques 

While the analysis of time series data has occured throµghout most of 
the present century, major methodological advancements have become practical 
with the use of the computer. The analysis techniques proposed by Box and 
Jenkins (1976) have become almost ubiquitous in the time series research 
co11J11uni ty, and it is that me tho do 1 ogy that is used to analyze the data in 
this study, 

Models are sought to describe the existing data across the past half 
century. Some have suggested that grades systemately vary between the terms 
of a school, an� that hypothesis will also be tested, using a model incorporating 
both regular and seasonal components. 

The major purpose of the paper is to describe and illustrate the use of 
this methodology and the interpretations of its results. 

Data Souce. The data was drawn from two midwestem universities which have 
collected grade data for the past half century, One institution reported 
the grade point average data for each Quarter Term, while the other reported 
data from each Semester, 

Results and Conclusions 

Preliminary results indicate two facets. First, the Auto Correlation 
Function (ACF), represented by the correlogram, appears not to be well behaved, 
even with first or second differences. Second, modes incorporating Moving 
Average components appear to be more promising than those with Auto Regressive 
components . 

At the present time, further analyses are being conducted to generate 
models which can be defended in terms of adequacy and parsimony. 

The results will include Arima parameter estimates for alternative models 
and autocorrelations for model diagnosis. Results of model forecasts will 
also be shown. 

The conclusions will compare the diagnoses and metadiagnoses of the 
models. The usefulness and limitations of the ARIMA regression models for 
educational data will be discussed. 
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California State University, Fresno 

California State University, Fresn 
Fresno, Ca. 9.3740 

Objectives and Perspective 

The purpose of this applied paper is to present 3 examples of the use 
of multiple regression analysis in situations where the dependent (outcome) 
variable ts dichotomous, While such use of regression is not revolutionary, 
the examples provide ideas regarding appropriate situations for use and 
reconrnendations for presentation of results. For example, in the first 
study to be presented, the use of the regression approach for analysis 
was rejected by an APA journal. When the analysis was recast in the 
traditional discriminant function model, the article was accepted for 
publication. 

Example 1 

• The research sought to investigate the coping skills of rape victims
to determine 1f some wcmen may be more vulnerable to rape than others. 
The study investigated five domains: psychosocial competency, mental 
health, alcohol and drug use, cognitive resources, and physical ability. 
Seventy-two rape victims and 72 control women were administered psycho­
metric instruments and a biographical inventory. Infonnation was also 
obtained from significant others. The strongest domain of prediction 
was psychosocial competency, with the rape victir.: scoring lower on 
measures of social presence, dominance, and assertiveness, and higher 
on external/social locus of control. A past history of alcohol .or drug 
abuse added to the rape-vulnerability profile. Rape victims were more 
likely to have a past history of psychiatric hospitalization and suicidal 
thought5, They did not differ from control wooer. on the Vocabulary 
subtest of the Wechsler Adult Intelligence Scale-Revised, but they 
scored lower on the Achievement vta lndpendence Scale of the California 
Psychological Inventory. Physical ability attributes were not associated 
with rape vulnerabtltty (Myers, Templer, Brown, 1984). 

The proposed presentation w111 provide ideas regarding data 
pre5entation, the use of a stepwise procedure for domain selection 
and interpretation problems. 
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Example 2 

The problem of unwed adolescent pregnancy has been studied 1n the 
past primarily as a symptom of 1ndividual psychopathology. These 
studies yielded equivocal results. Gradually. the broader social 
context of pregnant teenagers began to be studied. Past research 
pointed to the importance of the family 1n contr1but1n; to the 
problem. 

The objectives of this study were to investigate whether family 
variables could d1scriminate between the famtltes of unwed pregnant 
and non-pregnant teens, All teen subjects met the research criteria 
of being un�ed. under eighteen years of age. enrolled 1n local high 
schools. and l1v1ng with their families of origin, Thirty-one 
pregnant teen families and 28 non-pregnant teen families comprised 
the study sa.�ple, Each subject completed the Moos• Far:iily 
Environment (FES), In add1t1on, each parent completed a quest1onna1re 
which included a problem checklist. demographic infonnation, questions 
about the teen's dating behavior and recent family structural changes. 

The hypothesis that incongruence of perception and other family 
adjustment variables could differentiate the two groups was explored. 
Pregnant teens were found to have longer boyfriend relationships and 
fewer problems as rated by the parents. Their family's perceptions 
were more congruent overall and more congruent regarding family 
cohesion but less congruent in their perceptions of conflict. 
organization and control. 

Of particular interest in example 2 was the choice of a full 
model rather than a stepwise procedure. 01scussion of such a choice 
based on the situation 1s presented. 

Example 3 

This study examined the effects of acculturation on adolescent 
development. specifically focusing on daydreaming as one aspect of 
coping and adaptation. An investigation of two samples of acculturating 
(Hispanic and Native tvnerican) and acculturated (Caucasian) adolescents 
revealed two variables that. in combination. significantly differentiated
the two groups. These two variables. fear of failure daydreams and
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djstractibility, suggested that acculturating adolescents were more likely 
to report guilty and fearful da:,dreaming themes and less likely to report 

·concentration difficulties than their acculturated coparts.

As in the previous examples, presentation of date. and interpretab111 ty 
problems are discussed. . 

Importance 

The examples presented provide ideas for alternative analysis in certain 
situations. Additionally, ideas regarding presentation of results will 
promote discussion among potential users. 

Reference 

Myers, M, Templer, D, and Brown, Ric Coping ability of women who become 
victims of rape. Journal of Consulting and Clinical Psychology, 1984, 
52, 73-78. 
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Significant Interaction - I Got What I Needed 
l<ei th McNeil 

Dal.lu Independent School Diatrict 

The teat for interaction ii ••ldom treatecS u a meaningful enc!Mvor 

in atlltiatic• texte. Hence it would be expe¢.e4 that few ruearcher1 t .. t 

euch inter .. ting queati0M. 'l'wo appliecS journal• are •� for the 

nunber and generic 1d.DS• of intarac::tion questions. 

Few t .. tecS interaction hypotheMe (other than ... ing if their data 

met ueun;,tiona), althoogh many had buioally identifiecS interaction 

hypothuee in their review of literature. Statistical techniques, such u 

Multiple Linear Regreaeion, and o:JmpUter programs exist to assist the 

• researcher in testing interactioo, directiooal interactiai, curvilinear

interaction, etc.
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Significant Interaction - I Got What I Heeded 
Keith McNeil 
Dallas Independent School District 

• • wrenrn¥rrtil®fflttrtW t " drw ri1,· 

Keith Mc�eil 
Research and Evaluation 
2611 Healey Drive 
Dallas, Texas 75228 

Objective. To establish the rightful role of interaction as a critical 

pheoomeoon in and of itself. 

Perspective. 1't>st research design texts treat interaction as something in 

the way - &anethi1¥J that must be tested - 'but that hopefully will be 

eliminated. FfM authxs lead one to consider the interaction question as 

a viable question. 'l'hi• ie particularly underscored when no text 

discusses directional interactioo. 

Data Source. '1'he paper surveys ooe year'• publicaticn of t1«> educational 

journals. lb, interaction questiooa are treated will be tallied, with 

particular attentioo to "interesting" interaction questions - those given 

special names by researchers (e.g. aptitale by treatment interaction, gap 

analysis, and difference between two correlations). 

Cooclusiona. It ia expected that n::,et researchers will obediently test 

for interaction, 'but not Wlderstand what they have done or why they have 

done it. Yet sane of th::lce researcher• will h4ve identifi<.>d an 

interaction hypothesis in their review of literature. The few th4t will 

h4ve teated for interaction wil have adopted one of the Ep!ri.a 1 

approaches, not realidr¥3 that they could formulate the inter,,-,t ;,J:, 

question in th• way they wanted. Finally, it is expected that non0 �f • ·1e 

researchern will have tested for directional interaction, yet a ! .. '. .'.l 

h4ve made �irectional interpretatioos. 

Scientific Importance of the Study. Researchers need to view interaction 

as a significant phenomenon in and of itself. The ease with which 

Multiple Linear ' Regression can test interaction should encourage

researchers to look for what they want, in order to find what they need.
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LONGITUDINAL ANALYSIS OF SALARY DISCRIMINATION IN HIGHER EDUCATION 

by ' 

Robert L, Heiny, SA111uel R, Houston, and John B, Coonay1 

ABSTRACT 

L•a•l and atatiatical iaauaa aaaociatad with the uaa of multiple raaraaaion 

modal• in faculty discrimination c•••• in hi&h•r education ara praaantad in thi1 

paper. Faculty 1alary modal• •• a function of aandar, rank, tanura 1tatu1, ath• 

nicity. academic di1c1pl1n•• and •a• variable• are analycad in a lonaitudinal 

1tudy covarina three year, (1982-84) at the Univaraity of Northern Colorado, 

Paclin1na atudant enrollment dur1na the period aaw the 1i1a of the faculty drop 

from a hiah of 480 in 1982 to a low of 382 in 1984, Ra1ulta of tha exploratory 

data analyai• indicate daclinina rolaa for aandar and ethnicity variables in 

explainina aalary diffarancaa, While the contribution of academic diaciplina 

variable• in th• regraaaion modal, waa atatiat�cally aianificant, reaulta 1eem 

consistent with inatitutional aalary policies which were in effect at each point 

in time, 

1
Authora are faculty members of the University of Northern Colorado. 
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StnlfilY STATIHENT 

A apate of aalary diacrillination (race. aender. and age) atudiea uaing 

aultipl• reareaaion aodela baa appeared in_ th• literature during the past decade. 

The legal profeaaion continue• to be concerned about what is perceived as a 

"conteat" between coapeting atatiaticiana aa they argue complex theoretical 

iaauea in atatiatica. The reaolution of legal cases only too often seems to 

depend on the debating •kills of an·articulate statistician in such areas as 

the use of multiple regres1ion a1 a valid legal procedure, use of inappropriate 

and/or disgui1ed paeudo-evaluative variabl••• collinearity problems in regression 

models, uaes and abuaes.of canonical analytic methods. etc. Part one of this 

paper attempts to put into perapective the major legal and common statistical 

issues found in aalary diacrimination caae1 in higher education. 

A 1econd part of the paper will be a longitudinal study of the University of 

Northern Colorado (UNC) covering the three academic yeara between 1982 and 1985. 

With careful attention paid to the concern• rai■ed about regres■ion models in 

judical ca1e1 involving race, gender. and age diacrimination, ■everal faculty 

1alary model• are fomulated u1ing ■ultiple linear regre1aion._ The number of 

faculty vary froa a_ hiah of 480 in 1982-83 to a low of 382 in 1984-85. The change 

in the number of faculty 111U1ber1 i• explained by declining 1tudent enrollments 

durina thi1 period. What emer1e1 from the exploratory data analy■i• ■re result• 

con1iatent with the chanaina role of UNC to a multi-purpo■• univ■r■ity and 

correapondina chana•• in inatitutioa.al aalary policiea. Gender and ethnicity 

variable■ 1eem to appear aa lea■ important factor■ in explainina 1alary difference■, 

While the contribution of academic diacipline variable■, tenure atatus and rank 

variable• are 1tatiatically 1ignificant, their relation1hipa to aalary seem con­

aiatent with evolvina inatitutional'pattern1 reflecting 1alary policies, Multiple 

re1re11ion 110del1 1upported ),y appropriate follow-up canonical correlation and 

diacriminant analy••• were uaed in the data analyaia. 

In addition to aa.aly1in1 ■llary data obtained as part of the three-year 

longitudinal atudy at UNC, apecific auggeation■ are given for aubsequent research 
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in the third part of the paper, Th• rec�ndationa are ••n■itive not only to 

the l•&•l •Del atatiatical iaauea raiaed in the firat part of the paper but are 
\ 

conaiatent with reaulta obtained froa the exploratory data analyaia. 
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