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" Testing Hypotheses in a Repeated'
, Measures Design:- on Employee Attitudes.
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Summarv - The use of a tvbjca) repeated measures desjon §s contrasted with
using specific hypotheses which would directly address research questions.
The use of imposing side conditions to construct a full model is shown.

The following design using the notation of Campbell and Stanley (1963),
was used to test the effect of moving into superior facilities on employees

in an institution for the developménta11y disabled:

Group One 01 X - 02 03
Group Two 01‘ 02 X 03
Group Three 01 . 02 ‘ 03

T R

While this design {s relatively simple to conceptua11ze. computational
difficulties can occur in practice; 1f large N's are encountered with unequal

N's, typical texts.w111 often do ljttlg more than suggest a solution. If the

R oA s s e T R

researcher wishes to address specific hypotheses, traditional mu]fip]e com-
parison procedures do not serve as a‘handy guide; “Using our example, but

changing the not;tion ylelds:

! Group One 71 X Yé Vé
Group Two Yﬁ 75 X 76
Group Three Y, Vé Yé

A researcher may want to address the question, "Is the change 1n"Y"1 to Vé
different than the di fference in Y, and Y or Yg and Yy (or a mean of these two
di fferences)?




Is fhe'long'term effect (75 - Yé) different th#n the corresponding
control différeﬁces'(7§ ?‘Vh)?. Are the implementation changes the same (is
V-V = Vs - Vg2 |

These questions become more difficult to address in the presence of a
repeafed measures design with large N. The addressing of these questions
in a regression format is made somewhat easier using the suggestion regarding
coding of Pedhazur (1977), Williams (1977), and more recently, by Fraas and
McDougall (1983). |

Subjécts and'Setting

The subjects involved in this study included three groups of employees
at Grafton State School, a state institution for the developmentally disabled.
Grafton State School fs a unitized facility; that is, 1iving units are
organized according to the level of resident functioning. Seven of the
units are progressively formed in that residents within a unit display a
similar level of functioning. An eighth unit 1s a behavior management
unit that ex1§ts to help aleviate short term behavioral problems of resi-
dents from the other units. Typically, a resident would spend considerably
less time in the behavior management unit than in the other units.

A new complex was built that houses 192 residents (the total institu-
tion population has 1n recent years approximated 800). The first scheduled
use of the new complex was December 1982, at which time one unit-Unit VIII-
the behavior management unit moved into 1ts half of the complex. A second
unit-Unit I-the lowest level of functioning unit moved into the other half
of the complex upon its completion in March, 1983.

The new complex could be described as highly superior 11ving units to
those occupied previously by the residents. Not coincidentally, the new
units would also provide markedly improved working conditions for the
affected eﬁbloyees. )

The three groups of employees involved in this study included Experimental

Group One (N = 37); Experimental Group Two (N = 56); and the control group
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(N = 92),

The number of employees just referenced indicates the number

who comp]eted all three attitude scales. All employees of the designated

units were asked to participate; a few employees declined. While m;ny of

the members of the professional staff of each unit would have received

coIiege or university degrees, over 85 percent of the employees were

direct care personnel and typically were high school graduates without

further education.

Statement of the Problem

The present study attempted to look at relocation effects-more

specifically to determine 1f there was a change in Job attitude among

employees after the move to the new, superior facilities.

Attitude Scale Construction and Testing

A small core of professional and direct care personnel were involved

in the scale consgruction. directed by'the present second author, Items

‘were written to measure relevant Job related activities 1nc1ud1ng actual

work activities, relationships with other personnel both inside and out-

side the unit, work with residents and {ssues related to pay. Two scales

were constructed, each with 24 {tems. The first scale used a format with

complete stems, while the second, measuring the same universe.oflitems.

used a Likert format. For example, two items from both scales are

presented. The following 1tem 1s from_the scale with complete stems.

11.

Do you think your ward is a good place for residents to 1ive?

A.

m O O

The ward {s much better than most.
The ward {s somewhat better than most.
The ward {s about the same as most.
The ward is not quite as good as most.

The ward is much worse than most.

t



The corresponding 1tem from the Likert type scale 1s as follows:
11. I think the ward I work on is better than most other places for
residents to 11ve. | _
. 1 2 3 4 . 5
Where 1 = [ agree completely
2 = | agree mostly
3 = | agree and disagree about equally
4 = | disagree
5 = | disagree completely
For present purboses. only the first scale is considered; the results from
the two scaies are quite similar (see Williams and Williams, 1983). A
complete copy of the first scale is appended.

The first testing occurred in early December.1982, prior to any move
to the new buildings. Shortly after the first scale administration,
Experimental Group I (Behavior Management Unit) moved to the new facility.
A second testing occurred two months later, prior to the move of Experi-
mental Group II (Unit I) to the new facility. The third and final testing
was completed in May 1983, after Experimental Group II had moved into the
new facility and after both Experimental Groups I and Il had become Title
XIX certified (federally funded).

In regard fo the scaling, {tems were scored so that the higher the
score, the more favorable the attitude. For each person, a mean was used

rather than a sum; thus for those respondents who failed to answer a

particular 1tem, scores were still possible.

Completing an Analysis of Varfance with Large N

Perhaps the most novel aspect of the analysis of variance, from the



point of view of users of l{near models, is the coding of the subjects
effect. With N = 185, bulldlng 184 1inearly independent person vectors
would be wasteful of time and energy, and perhaps beyond the capaolty
of many computer systems. Rather, the use of the sum of the subjects
scores 1s used as a single variable to serve as a proxy for.the N-1

binary coded person vectors.

ults and Interpretation for t lysis of Varian

From Table 1, it can be seen that signlficanca is found for time
(both 1i{near and second degree) and the time X groups interaction; the
main effects for groups is non-signlficant. Experimental Group One.
appears to have had a slight increase 1n job satisfaction upon moving
into the superior quarters. followed by a decrease at testing tlma 3.
Experimental Group Two appears to have sufferecl a precipltuous orop in
Job satisfactioo upon moving lnto superlor quarters. The control‘group'
appears to have had a drop in job satisfaction approximately equal to
that of Experimental Group One at testing time 3. Indeed if Experimental
Group One 1s oompared toithe control groupt the intervention (moving)
might be seen as. balng perhaps sllghtly benetioial“ln ehployee attltuoe:
On the other hand. Experimental Group Two has outcomes that are markedly ‘ .
different from the other two groups. These employees 1n1t1ally had the
highest job attitude scores. but by testing time 3 these same employees '.u
had the lowest Job attitude scores. It would appear that the effect of '
moving into superlor quarters on employee attltude might well be negative. .

In the sense of Campbell and Stanley (1963) higtg;y yields two clues
to the outcomes described here. Because Title XIX (Public Law 92-223)
certification was sought for both experimental units, concerns and pressures assoc{-

ated with certification might well have dissipated any positive impact of the



move on employeg attitudes. In1t1611y.~the_un1t whose employees were 1in
Experimental Group bne-failed to receive certification. This failure
occurred directly before the second administration of the attitude instru-
ment. While certification was received shortly thereafter, this certifica-
tion was not‘achievéd without considerable disruption after moving into the
new facilities. The employees in Experjmental Group Two were in a situation
made more tense by a "push" to receive certification upon the first inspec-
tion. The inspection occurred in April 1983; that inspection occurred
prior to the f{nal testing. |

A second vafiable that affectéd the outcome of the study in the same
sense of hisyofy could be sought to explaiﬁ the overall drop. The most
significéht outcomes are in relation to-timé. It can be seen that all
three grdups of employees show a major drop in Job satisfaction at testing
time 3. See Figure 1. Nhi]e it can only be conjectured, these outcomes
might be closely related to political activity in the state legislature.
Perhaps‘ft might be simpler to discuss what happened to employees' raises
in the state legislature. The governor was expected to restore 4% increases
for employeés allowed by the previous legislative session on January 1,
1983, with raises of 8% each year, beginning in July. After testing time
1 (in January, 1983) the 4% that was withheld temporarily became with-
held permanently. Also by testing time 2, the raises had dropped to
4% for each year. By testing time 3 the legislature had adjourned.
There were to be no salary increases. Thus, dissatisfaction with salary

might be one explanation for the overall drop 1n each of the groups.

Direct ﬂxgotheses Testing

Several different ways using l{near models can be incorporated into



addressing hypotheses of interest. For example, consider the hypotheses
regarding "Is the change in Vi to Vé different than the difference in V;
and 75 or Vé and Vb (or a mean of these differences)?" The question just
posed actually can be seen to be three questions: Is V& - Vé : Vh - Yg,
sV, -V, Vg - Yoand is ¥, -V, = (Y = V) + 5(78 - g)? |

The first approach to be used is similar to that shown in Williams
(1980). First, the criterion 1s reconstructed as Y = Y* + Y** where
Y* = € where the 7 values are the predicted values from using the equation
T by *+ byP . (1]
For the present data,
A
Y =1/3P
Then, Y** » Y =« Y*, It is the Y** criterion that will allow tests
on certain (but not all) cell means. The full model can be written as:
Y#* = b X) + boXy + . . .+ boXg + e (2]
where the x1 = 1 1f from the corresponding cell and 0 otherwise. Reparameteri-

zations that would be useful for this full model include:

Yh* = bo + blxl + b2X2+ . o . thgXg +oeq, . (3]
and
YA® = b+ byXp + boXot . . tbgky + boXg *+ ey 4]

In fact, nine such reparameterizations could be completed, each time.leqving
out a single b1x1.

| If simple comparisons of cell means are of interest, the set of nine .

reparameterizations would }1eld psuedo-Dunnett solutions (Williams, 1971)

that would allow all possible comparisons of means such as would be accom-

plished by Tukey's test (Williams, 1974). The resulting computed t values

would have to be adjusted by multiplying by Jfggggﬁﬁgcgf&f since the df

for the MSw would be 364 rather than 546 which would routinely appear



on the printout (Fraas & McDougall, 1983; Williams, 1980). However,
these values are only accuraté for within subjects effects (i.e.,
comparisons among Group One at Timés.l, 2 or 3, or comparisons among
Group Two at Times 1, 2 or 3 or among the control group at Times 1,
2 or 3). For comparisons among cross group cell differences, the
situations is the same as any two way layout for multiple comparisons
(see w1111ams. 1980, Chapter Four). A reparameterization of equation
4 would be: |
Yo% = by + byXy + baXat . . L tboXg + e [5]
Using equation 5, the computed t value, .474, would be multiplied by ,/g%% or
.8165; t = .387.

of Fourse. this value could have also been found by placing appropriate

restrictiongggg_;%g_fgl] model (equation 3) and solving the equation:
t= /e [fRe - R
V(1 - R)/36a

The appropriate restriction is Bi - b2' Then

or

Y*h = bz(x1 + XZ) + b3X3+ “ .o *ngg + eq, and

reparameterizing,

Y** = bo+b2(x1 + XZ) + b3X3+ “ oo +b8X8 t es. (6]

Testing the restricted model against the full model yields:

tv/flsoaa -_.16008 ,
(.83957)7364

. 389 (approximate]ywthe same as the‘ear1ier value).

This compafison could a]sb have been accomplished by:

- V5 - Yék¥

«25;:* 3%};094) '

t




To address the question:

is Yl - Vé = Vh'- 5» the restriction b, < b, = b4 - bg can be placed on
equation 3. First, bl = b4 - b5 + b2' Then:

Y#¥ = (by = bg + by)X; + byXy + baXy + byX, + bgXg + beXg + ByXy + bgXg + boXg + eg.
yh* = bz(x2.+ xl) + b3X3 + b4(x4 + xl) + bs(x5 - Xl) + b6X6 + b7x7 + b8x8 +

Then, arbitrarily choosing any b1 between bz and b9 to equal zero (thereby
reintroducing bo ), ylelds (choosing bg = 0)

Yh¥ = b0 + bz(x2 + Xl) + bax3 + b4(X4 + xl) + bs(xs . Xl) + b6x6 + b7x7 +

2 _ 2
Then, t =JF = /(RE = RR/1 . /.16043 - .15576

(1 - RE)/364

t = 1.423,
which should be tested using an appropriate multiple comparison procedure,
depending upon the number and type of compar1§ons to be completed. In any
event, this t value is unlikely to be convincing evidence that the change
for Group One 1s significantly better than Group Two at Time 2.

A similar process could be used to test V& - Yé . Yé - Vb.
This test yields - _
t = JF a-7l5§§g§§}3§§§l§- - 1.512. ,

Also, testing V, - V, = (7, - YS) + g(Yé - Yé) yields

t*/F =ﬂ6343 - .15443 = 1-613.
Testing the second set of implied questions, "Is the long term effect, that

is, Yé - Vé different than the corresponding control differences (75 - Yé)? Here,

t =JF = ‘v/§%%g§;7§531§§1§ = ,846, indicating 1ittle long term effect.



Aré the implementation changes the same (15 7% - ?l = 7; - 7;) yields
t=[F -¢/§%§g§$7§3i1229§-- 3.470.

This last difference would show that the implementation changes were

different for the two experimental units. Clearly, other questiohs

could be'posed on the data as well.

Using Side Conditions

Another-approach to the repeated measures design is to employ side
conditions. Since the group effect is nested in the subjects effect,
the full model Y = pr FhX b Xyt bgXg f eg [9]'
can be turned into a full model with the group effects removed by imposing

side conditions,
The grdup effects hypotheses can be given as:
"lbl *+ nyb, + n3b3 _ n4b4 + "5b5 + "§b6 _ n7b7 + “8b8 + “gbg

. (10]
Ny +np*ng g * Mg * Ng ng+ngtng

. Since n1 "N, =Ny Ny =ng* Ngs Ny = ng ® Ngs equation 10 can be rewritten as:

In (b, + bg + b;) i ;4(b4 + bi + bﬁ i ;7(b7 + b8 + bg)

5n1 ‘ ng n,

or more simply as b1 + b2 + b3 = b4 + b5 + b6 = b7 + b8 + bg. Any two of

several restrictions could be made. The following two could be chosen:

be-b7+b8+b9'b4'bsc

~ Imposing these two restrictions (actually. side conditions) yields:

Y= pr + byX) + byXy + (by + bg + bg = by = by)Xy + b4x4 + bgXe + (by + bg +

or

Y = b+ by(X) - X3) +by(Xy - Xg) + by (Xy = Xg) + bg(Xg = Xg) + by(Xy + X5+
x6) + ba(xexa + x6) + bg(x9 + Xg ¥ x6) + eg. [12)]

10



Equation 12 (or reparameterizations of 1t, using different restrictions
expressing the side conditions) then serves as a full model for testing
against restricted models; R2 = ,79869, '
Now, direct hypotheses can be tested by placing appropriate restrictions
simultaneously with the side conditions For example. testing 7' '7 .
‘Y 'V 1s done using the restriction by - b, = b4 = bg or by = by - bg + by,
as before,
Then Y = pr+(b4 - bg ¢+ bz)x1 + byX, ¢ (b7 +bg + bg = by +bg - 2b2)x3 *byXy +
bgXg + (by + bg + bg = by = bg)Xg + byXy + bgXg + bgkg + €7;  [13]
Y = b P+ by(Xy + Xy - 2Ug) +by(Xy + Xy = Xg = Xg) * bglMg = Xy = Xg + X3) +
b,(x7 + Xy * xs) + bglXg + Xy + xs) + bg(x9 + Xy Xg) ¥ ey, [14)
Note that the restrictions are made simultaneously with the side conditions
on the full model (equation 9). Were the restrictions placed on equation
12, a different hypothesis would be tested: b1 in equations
13 and 14 is different from b1 in equation 12, Placing the restriction b1 - b2 =
by - bg on equation 12 tests the hypothesis 2(Y2 - Y') . 76 Y’ clearly a
very different hypothesis than Y' V' - V' | :
The constant term could be reintroduced by arbitrarily setting equal
to zero any one of the remaining b Doing this yields Rz .79757.
Therefore t = f‘ /%11_9151 = 1.423, the same result given ear'lier

for this contrast fo]iowing equation 8.

This process could be repeated for any of the other hypotheses. imposing
the restriction implied by the hypothesis simu]taneousiy with the side conditions.
Care must be taken to be sure that hypotheses tested on this model are

appropriate; such hypotheses must be some combination of within group contrasts.

11



Direct11,Using the Fu11 Model

Had equation 9 been used directly, 1t can be seen that the outcome 1s

comparable to using the side cond1t1ons

“testing V& - Vé Vk -:Vg 1s done using the restriction by - by, = b, - bg or

b1 = b4 - b5 + b2' as before.

Then,

Y = pr + (b4 - b5'+ bz)x1 + bzx2 + b3x3 + b4x4_+ bsx5 + b6X5 + b7x7 * bgXg
+ ngg + e

| Y-pr+b2(X +x1) +b3X3+b4(X4+x)+b5 (Xs" Xy) +b6X6+b7X7
bglg * bo¥y *eg. |

Reparameterizing by choosing b9 =0,

Y = b, + pr + bz(xz + xl) + b3X3 + b4(x4 + xl) + bs(xs - xl) + bgXg + byXg
+ b8x8 + ea. [15]

Note the simi]arity between equation 15 and equation 9.

Equation 9 yields R2 .79869; equation 15 yields R2 .79757. Therefore,

t = v,?? = v/g%%%g%733i121§1" 1.423, 1dentically the same result as found

using side conditions.

It can be seen that several different approaches can be used to test
hypotheses in a repeated measures designs. The use of the criterion Y+*
where Y** « Y - Y* when Y* « 1/3P, as was shown in Williams (1980) allows
an appropriate testing procedure. The use of side conditions (which uses
a model removing the nesting effect) or a model containing the g%oup membership
variables and the person-score vector yield identical results. Perhaps the
latter approach would be conceptually easfer to understand.” The direct use
of equatlon 9 can be completed despite the nesting of the group effects. Had

person vectors been included rather than the summed P variable, the nesting

12



problem becomes more apparent. In any event, the relationship of these

three solutions should be noted.
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Table 1

Analysis of Variance for the Stem Attftude Scale
with Three Groups of Employees (N = 185)

Source of Varfation df 'SS MS F
Among Subjects 184 128.84
Groups 2 .64 .32 .46
error (a) 182 128.20 79
Within Subjects 370 40.63
Time 2 5.23 2.62 29.11c
Linear - 1 4.83 4.83 53.67¢
Second ‘ 1 .40 .40 4.44a
Time X Groups 4 1.29 .32 3.56b
error (w) 364 34,11 .09
Total 554 169.47
a, p <.05
b, p <.0l
Cy p <.001

Table 2

Table of Means for the Stem Attitude Scale
with Three Groups of Employees (N=185)

Time 1 | . Time 2 Time 3 Total

Group One (N=37)  2.68 2.71 2.54 2.64
Group Two (N<56) 2,90  2.79 2.50 2.73
‘Control (N«92) 2.80 2.73 2.63 2.75
Total (Ne=185) 2.80 2.75 2.57 2.71

14
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FIGURE 1. MEANS FOR THE STEM ATTITUDE
SCALE WITH THREE GROUPS OF EMPLOYEES
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1.

3.

4.

3.

JOB ATTITUDE QUESTIONNAIRE

Please choose the letter that best represents your answer to the question
asked and puc, it in the blank provided next to the question number.

How do you like the work that you do?

A. It's the kind of work that I like best.

B. It is close to the type of work I like to do.

C. I like ic, but there are other kinds of work I like just as much.
D. It's all right, but there are other kinds of work I like better.
E. I don't like it very much; I would prefer some other kind of work.

What do you think about the Unit you work in is a place to work?

A. The best possible place to work.
B. Good place to work. :

C. About average.

D. Somewhat below average.

E. Aamong the poorest places to work.

What do vou chink_aﬁou: your ward as a ﬂlacc to work?

A. The besc possible place to work.
B. Good place to work.

C. About average.

D. Somewhat below average.

E. Among the poorest places to work.

When {t cones to adéom@lilhlng results, how do you chink your Unit would corpary

with other units ac the School?

A.’ Much better than most.

B. Someawhat better than most.
“ €. About the same as most.

D. Not quite as good as mosC.

E. Much worse than most.

All {n all, how do you feel about your own pay?

“A. Vary sacisfied.
B. Satisfied.
C. Tairly sacisfied.
D. Rather dissatisfied.
E. Very dissarisfied.

Il vou had a chance to do the vame kind of work, for the same salary, in anoche

unit of rha Schoal, what would you rsthar do?

A, Daofinitely want to stay where I am.

8. Racher uca wharae I am.

C. It wouldn't muttaer to me.

D. Racher move than stay.

E. Want very much to move to another section.

16




;Pb \:Eitudc Questionnaire
jage =2-

7. How would you describe the morale of employees in positions similar to yours
in your Unic?

A. Most employees have high morale.

B. More employses have high morale than have low morale.'

C. Employees who have high morale and employeee that have low morale are
about the same in number.

D. More employees have low morale than have high morale.

E. Most employees have low morale.

| s

8. Do you feel you are working ae part of a team?

5 A. I almost always feel I am part of a teanm.

‘ B. I usually feel I am parc of a teanm.

C. I feel I an part of a team about half of the time.
D. I rarely feel I am part of a team,

E. I almost never feel I am part of a team.

In your opinion, what do you think your effect is on the behavior of residents
on your ward?

A. Scrong, positive effect.

B. Most often the effect is positivae.

C. There is little or no effect.

D. The effect tends to be somevhat negative. '
E. Sctrong, negative effect.

What one word sums up your opinion of your job?

A. Challenging.
B. Sacisfying.
C. Acceptable.
D. Frustrating.
E. Boring.

Do you ‘think your ward is a good place for residents to live?

A. The ward {s much better than most.

B. The ward is somewvhat better than most.
C. The ward is about the same as most.

D. The ward is not quite as good as most.
E. The ward is much worse than most.

In your opinion, do you think residents in your Unit have enough privacy ‘and
individual space? .

A. Residents have enough privacy and individual space - with no exceptions,

B. Residents have enough privacy and individual space - with few excepcions.

C. Residencs have enough privacy and individual space - Wwith several exceptions.

D. Residents do not have enough privacy and individual space - they have not
been treated fairly.

E. Residents do not have enough privacy and individual spece - they have peen
treated quite unfairly.

17




4 .
L] .

+ob Attitude Questionnaire

fage =~3-

13.

4.

15.

16.

17.

18.

Would your atticude coward your job be different if scaff on your ward hq
programming and activity supplies to work with the residents?

A.
B.
C.
D.
!.

How closely do your actual work duties match the job description you rcad
applying for your job?

A,
3‘
Cc.
D.
z.

How 1nportan: to me in my job is feeling useful and being needed?
ﬂthac'l the most important thing to me.

A.
B'
C.
D'
B.

The opporctunities for job advancement in your Unit are?

A.

I think the inservice craining is?

A.
8.
C.
D.
L.

A much more poorer attitude. N

Much more positive attitude.
A liccle better a:citudc.
Neutral attitude.

A liccle poorer attitude.

Exactly the same. —
Basically, pretty much the same. ]
Some duties are similar, others are different.
Volcly dissimilar,

Arcn t alike at 111.

It's nice to be useful and ncodcd.
Ic's o.k.
There are other things that are more important to ma.

It is unimporctant to me.

Excellant,
Good.
Average.
Fair. .
Poor.

that I am wvasting my time on my job.

All of the timae.

Moat of the tima.
Some of the time.
Seldom.

Never.

Appropriate and useful.
Useful, but more is needed.
Useful gome of the time.
Only occassionally useful.

A vaste of time.
‘»“—"---—-.—u
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aad

19.

je——

20.

21.

22.

23.

2,

fob Attitude Questionnaire

In regard to working with residents, I think.

A.
B.

C.
D.

A.
3.
c.

D.
E.

That.this is a type of work that will be very fulfilling to me for most
of my working life.

The work is enjovable, but not something I want to spend the rest of my
1ife doing.

I see this job in many ways like any other, I don't mind ic, it's o.k.

If I could get another job with the ssme or higher pay, I would prefer to
switch jobs.

.I€ T could get another job even at a lower pay, I would prefer to change

jobs.

The supervisors that I have on my job are?

Both helpful and knowledgeable about my job concsrns.

Somewhat helpful and knowlcd;onblc about my joh concerns.

They try to be helpful, but don't alwaya know enough about ay lpccitic
job to holp that much.

They don't seem to be available ennugh.

The supervisors tend to be disinterested in my job and the work I do.

The professional staff in your Unit:

A. Talk wich ward scaff rogularly and ask for opin!ono on residents’
programs, problems and behaviors. '
B. Talk with ward staff occassionally and cnk for opinions on residents’
programs, problems and behaviors.
C. Talk with ward staff occassionally snd now and :hon aok for opinionl
on resident's pro.ranl. problems and bohavtorl._
D. Do not talk with ward staff. - - - !
E. Appear not to treat the ward staff wi:h respect., .
Do you feel free to openly discuss concerns with the administrative staff of
your Unit?
A. Yas; both personal and business concerns.
B. Yes; but only matters concerning business.
C. Some, but not all of the tima.
D. No; it is best not to discuss either personal or business concerns with
the unit administractive staff,
E. the less said the better in my unit; you can avoid trouble chat way.

[}

Wicth regard to the professional staff in your unit, they seem? '

Ao
B.
C.
D.
Eo

Readily available for assistance with resident's and staff's concerns.
Usually available for assistance with resident's and staff's concerns,

Not readily available for assistance.
Do not think that they are performing their job duties.

Do act know what they do within the Unict.

Do you think that the Crafton State School administrative staff is receptive co’
yaur concerns or fee)ings?

Alwavs,

Usually.

Some of che time.
Seldom.

Lever.
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Abstract

The present study was designed to find a regression equation
that would help predict research productivity among counselor.
| educators. Seven variables were found to contribute

: significantly to the equation, ylelding an R% of .455. The
authors present several ways in which this information can be

utilizedo
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Research activity is very important for college and
university faculty members, In addition to teaching, advising
students, and other related duties, faculty are expected to
éngage in research activity within their particular
disciplines. The "publish or perish" phenomenon is well known
in academic circles, even though it may be argued that a
college educator's worth cannot be measured simply by research
productivity., Nevertheless, the importance of publishing is
likely to become'increaaingiy crucial as the academic climate
reflects lower enrollment, fewer economic resources, and
faculty retrenchment, Bishkin (1984) noted that as grants and
other resources become increasingly scarce, only creative
researchers will be able to obtain‘funding. At the same time,
productivity is still required,

Numerous researchers have attempted to measure scholarly
productivity, despite the nebulous issue of quality versus
quantity, 8tudies within the physical sciences (Bayer &
Dutton, 1977; Bayer & Pogler, 1966; Crane, 1965) and within
psychology (Dennis, 1954; Guyer & Fidell, 1973; Platz‘&f
Blakelock, 1960) have measured productivity by counting

LY
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journal articles and books, looking at the number Bt
citations, and analyzing tﬁe content of journal articles.

Little research, however, has been done in the field of
counselor education, Walton (1982) looked at differences
between high and low producers on numerous variables using
chi-square analyses, He found several significant differences
between the two groups, and suggested several ways those
differences could be used by counselor educators.

The present study is an extension of Walton's (1982)
research, and employs multiple linear regression to predict
productivity among counselor educators. Institutions which
intend to hire employees who are likely to engage in research_
may be able to use the equation generated in the present sfudy
"~ to predict whether the prospective faculty member will be a
high or low producer in terms of the publication record,
Individuals can also use the equation to determine.wbethér or
not a given academic,environment is‘conducive to ;ebearch|

“activity. ' _ | T '

Methods and Procedures
A total of 520 questionnaires was mailed to members of
ﬁhe Counselor Education and Supervision (ACES) division of the
~ american Personnel and Guidance Association (APGA), which is
‘-now called the American Association for Counseling and

DeveiOpment (AACD)., From these randomly selected individuals,
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56.1 percent returned completed questionnaires. For the
purposes of this ahalysis, only those respondents who listed
their primary occupation as counselor educator were included.
Questionnaires with a substantial amount of missing data were
not fetainéd for the analysis. Hence, a total.of 158 subjects
was used for the regression procedure. It should be noted
that educators who are low publishers may be underrepresented
in the sample. Some caution is neceséary when interpreting
the results, |

The questionnaire was divided into two major parts.

The first dealt with demographic information, as well as
preferences within the field of counseling, while the second
part concerned productivity information. In the final
analysia; the number of journal articles, books, and
monographs each participant reported having published was
used as the dependent variable,

All variableb which were nominal in form were dummy-coded
in order to perform the multiple regression analysis. The
authors employed several regression procedures with pairwise
‘deletion of missing data. Pairwise deletion allows for the
inclusion of a questionnaire with a minimal amount of missing
information, The default on most software packages is to

delete a queationnaire if even one item is missing.
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It was hypothesized that some combination of the
variables would yield an R2 value significantly different

from zero, such that ﬁo: Rzy.xlxz...x = 0, Because

p .
of the exploratory nature of the'atudy, the authors did not
predict which variables would significantly contribute to the

regression equation.

Rasults
Before regression procedures were employed, an analysis

checking for gutlierl_was conducted, Using Cook's Distance,

Mahalanobis' Distance, and Weisberg's Test, it was determined

that no outliers were present,

Five regression procedures were used in an attempt to
reach a concensus on the.variables included in the equation,
A graph of the R2 and Adjusted Rz values yielded similar
‘results, Other graphical methods were not employed,

~ although it can be noted that the Adjusted RZ values give
almost identical results to an analysis of the fesidualrmean
squares, as Hocking (1976) noted. )
| Both R%2 and Adjusted R? indicated that seven
- variables probably determined the most useful equation.
| quward, backward, and stepwise procedures concurred with this
:ﬁconclusion, with all five‘methods suggesting the same
- regression equation,

\  .when‘the questionnaire was developed it was assumed that

e S s

:?ﬁthé percentage of completed questionnaires returned would be

25




maximized by allowing the respondent to answer in categories

rather than requiring exact information. It was reasoned that

counselors would be more likely to respond if given various

ranges to choose from, rather than having to give exact figures
Although such procedures may have had desirable results

in terms of the rate of return, there was a disadvantage in

using such information without assigning rank values. Thus,

the data analysis may have lost some of its potency because of

the use of categorical data rather than interval data. Table

1 gives the appropriate values, after dummy-coding, for the

seven variables used in the equation.

Table 1.

values Assiqned to Categorical Data

Years of Work 0-4=1 510m=2 11-25=3  >25=4

Research Hrs/Meek 0-4=1 S5-12=2  13-20=3  >20 = 4

University Size  <10,000 = 1  10,000-19,999 = 2  20,000-29,999 = 3
30,000-39,999 = 4  40,000-49,999 = S 550,000 = 6

Nutber of Journal |
Subsecriptions 0-2 =] 3-4 = 2 5«10 = 3 >10 =4

Rank Professor = 1 Associate Professor = 2  Asslatant
Professor = 3 Instructor = 4 Other = S

Preferred Activity No =0 . Yes m ]
- = pdministration '

First Publication Before Doctorate = 0 After Doctorate = 1
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The seven variables meeting the criterion for entry into
the model resulted in an R2 of .455. The resulting F
value was 17,88, p < .0001. Table 2 gives the regression
equation, and indicates that all seﬁén variables meet the .05
criterion for inclusion in the model. When reduced models
from this restricted model were connidofod, the F value
remained significant, giving further evidence that all.leven
variables contribute to predicting préductivity among

counselor educators,

" Table 2

-~ Yariables in Restricted Model, aé Determined by'A;; Five Methods

4j Var1ab1e B Error R? F | Significance
w;'Years of Work }55 .16 .182 12.67 .0005

" Research hrs/Week .64 .18  .301 12.70 - .0005 .
  ibn1ver§1ty size .36 .08 .356 19.13  .0001

© Pirst Publication . -.70 .20 .391 11.67  .0008

- Journal Subscriptions .37 .15 .420 5.65 .0187
ifﬁﬁaqk_ | -3l 444 440 4.47 .0362

“ﬁlAdhiniéttatlon - -l.2d .62 *'455 o4 .08

‘f¢on8tant - . -1.18 .77
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| Discussion

The present study euggests tha£ it is possible to predict
counselor educator produetivity Qith a reasonable amount of
accutacy based on seven variebles. These are: Yeare of work
in the field, number of hou?s per week spent on research
activities, size of dniversity, whether the firet publication
was before or after reeeipﬁ of the doctorai degree, the number
of journals subscribed tq, acedeﬁic rahk, ahd whether or not
the prefe}fedvptofessional eetiVityris in administration. Of
these, several seem intuitive. First, the number of hours
spent doinq fesearch would seem to be an obvious indicator of
how many pubiications that researcher 1is likely to produce,
although it 1s recognized that one could spend many hours on
.:research, and still not be highly productive in terms of
tanqible end products, Secbnd”the number of years 0F work
experience has a substantial correlation with productivity.
The longer a researcher has been in the field, generally
speaking, the more the‘likelihood that he or she has puhblish
professional articles. Associated with this is Walton's
(1982) finding that as an individual improves his or har
acedemic rank, scholarly productivity is likely to incr-acn
It should be noted that academic rank increases with nu:':-»r

years of work experience.
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University size is also a predictive factor of
productivity. Walton (1982) noted that 50% of high producers
were affiliated with institutions whose total student popula-
tion was more than 20,000, while 43.38% of low producers worked
at colleges or universities with less than 10,000 students.
The present authors suggest that larger universities generally
tend to facilitate research activities more than their smaller
. counterparts, «

The number of journals to which the individual subscribes
~was another of the predietivetacto:e in the present study..
walton (1982) found that counselor edpcetors_whohsuhscribed

to more journals were more likelytto_pub;;eh,?erhis does. not

. .mean that those who do not publish do not.keep_qurrehtlin the

field, as over 62% of low producers subscribed to at least
five journals, and over 95% received at least three_jOurnals.
Alternately) it may indicate thatlhigh produqers;areelikely to
receive a large number of journale,';The reasons for.this are
~ unclear, but ‘may be related te their search for relevant hi
research tOpics and issues. | _ e | .
Another predictive variable 18 whether the 1ndividual'
first publication was before or after receipt of the doctoral
degree. Highly productive researchers were more likely to
-'heve published their first work before they received their
"“&rotqrate (Walton, 1982). This seems to indicate that those
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ekpressing an 1ntereat‘in research before beginning work as
counselor educators are'likéiy“to malntain'the interest after
obtaining employment in the field.
'1The'qugstion'of'academié rank has been previously
addressed. ' In terms of whether or not one prefers adminis-

trative tasks, it would seem to follow naturally that less

'tidé'apent on administrative'wbrk leaves more time available

for research and publication. Although Walton (1982) reported

few differenéél‘in high versus low producers on this variable,

the_currgnt finding could be an artifact of the question,
since preferred activity was requested rather than the
activity in which the most time was actually spent.

The prospective counselor educator may be able to use the
information contained in the present study, along with that
provided by Walton (1982), to determine if the institutional
environmént of a potential employer is conducive to research
productivity. Specifically, does the institution allow
adequate time for research? Also, is the size of the
institution sufficient for adequite support of research

activity? These factors must be combined with factors the

P potential employee controls in order to reach an adequate

level of prediction. Conversely, the institution can usae the

- aquation to help choose taculty members who are likely to

participaté in research activities. A substantial part of the

A
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variance is not accounted for in the equation; therefore the
equation should not be used as the only selection device.
L
It should be remembered that the present study probably

- underestimates the variance accounted for by the independent .

variables, since the present study used categorical data
rather than exact responses. This factor is especially
relevant when one considers the dependent variable, which was
the number of journal articles, as well as the number of books
and monographs published. Dividing respcnses into severai
categories rather than iooking at the exact number of
publications may have yielded a conservative estimate of the
effect of variables predicting counselor educatorl
productivity. As mentioned previously, however, ordinal
”respcnses were used to obtain a hiqher rate of return.

The authors suggest that mcre research is needed in this
area, A replication would help ensure the validity of the
.prediction equation, and would snbstantiate the present
_authors' claim that it is;possible to predict research

-‘prcductivity among counselor‘educators on the basis of the

B 'seven predicticn variables listed herein.
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‘'Testing Hypotheses in a’

‘Repeated Measures Design: An Example

k| John D. Willlame and Jole A. Willlame

ghe University of North Dakota and Qrafton (N.D.) 8tate 8chool

Summary = The use of a typical repeated measures design is contrasted
with using specific hypotheses which would directly address research ques-
tions. A complete example is given,

In an earlier paper Williams and Williams (1984) showed three dif-

ferent methods of using 1inear models to perform multiple comparisons
(contrasts) for within subjects effects on a large sample (N=185) of

employees in a test of hypotheses regarding improved facilities on

E employees attitudes. While large sample sizes yield impractical the
' 3-  use of person vectors (1 if person 1, 0 1f not), it would be useful

to use a small sample so that the two approaches might be compared

and the utility of using a single vector (prédictor) for the subjects
'ﬁ“yf’ effect can be examined. Accordingly, a data set that has been previously

ysgd (Williams, 1974, 1980) will again be used here as an example.

An Example
The following proS1em is taken from Williams (1974)..
A reseqrchér may have an interest in the differential effect
of two or more methods of instruction over time; thus, measures

can be taken at specified intervals on the several instruc-

: '__ tipnal methods. From the point of view of the experiment, a

_._L kepeated measures design can be conceptualized as a tfeatments
P A _
i X subjects design repeated for each instructional method.*

desjgn 1;H9q1]ed_a Type I design by Lindquist (1953). . .

T R oy T . .
S T [aEN .t;‘if’\.* IEIR
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To make the example more specific, suppose a research {s interested
in 1nves;igat1ng the differences among three approaches to a human

relations experiehte.**
The three different approaches toward the human relations groups

selected are (1) structured sessions in which the group participates
toward concrete problem solving, (2) an unstructured group, where the
group decides upon 1ts own goals, and (3) a group designed to allow

the individual to focus on his personal problems with the interest being
to help solve these problems. Five groups with 7-9 individuals in

each group are assigned to each of the three human relation group
situations; 1.e..lthere,are five separate groups for each treatment
situation, Each éroup js to have a two hour session once a week for
four weeks. J

While there are‘several things that might be of interest to
measure, the researcher is interested specifically in the amount of
aggression exh1b1ted in the group setting.

Videotapes are made‘of all sess1ons.land a group of five experts
independently Judge the amount of aggression expressed during the
sessions on a continuum from 0 to 10, where O represents no aggression
and 10 represents an extreme amount of aggression, The measurements
are made with the group as the unit of analysis. The score to be
used is the mean of the five ratings. Results are as follows:

Table 1

GROUP SCORES FROM THREE HUMAN RELATION GROUP METHODS FOR FIVE SESSION.
(ARTIFICIAL DATA)

Method 1 ’ (Structured Groups)
Group - Session 1 Session 2 Session 3 Session 4
1 3.2 3.4 3.2 2.8
2 4.6 4.0 3.8 3.4
3 5.0 3.8 5.0 3.2
4 2.0 2.0 2.4 1.6
5 3.6 3.2 3.4 3.0

**By human relations experience 1s meant the meeting of a group of people that
has variously been called the T-group (training group), the encounter group, |

or some similar name. 36
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Method 2 . (Unstructured Groups)

Group Sessfon 1 Sessfon 2 Session 3 Session 4
L
6 6.2 5.8 6.8 : 5.0
7 3.6 3.8 7.2 5.4
8 4.0 6.8 7.8 6.0
9 500 ' 508 600 500
10 4.8 5.0 6.4 5.8
Method 3 {Personal Problems)
Group Session 1 Session 2 Session 3 Session 4
11 7.4 1.6 6.8 5.2
12 6.4 6.4 5.6 4.0
13 7.0 6.6 6.6 6.0
14 5.8 7.4 5.0 4.8
15 6.4 5.2 4.0 3.6

To analyae the data in Table 1, 1t is first useful to define several

vartiables:
Y = the criterion varfable,

P1 -.P15 are binary variables that identify each group (the "person" vectors)

x16 = 1 if the score is from a group in the structuréd treatments;
0 otherwise,

x17 = 1 {f the score 1s from a group in the unstructured treatment;
" 0 otherwise,

X18 = ] {f the score 1s from a group in the problems treatﬁent,
Xyg * 1 if the score is from Sessfon 1; 0 othersise,
xéo = 1 1f the score 1s from Session 2; O otherwise, -

x21 = 1 {f the score 1s from Session 3;‘0,otheruise.

1 if the score is from Session 4; 0 otherwise,

%16 + %21
Yo = %17 - Q190 L e ieerwews
X7 = X7 - %00 ' - "

1+
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Xpg ™ ¥17 + Xy and
ng = pPwg sum'of each separate group for the four sessions; for

example, for group 1, ng 3.2+ 3.4 +3,2+2.8=12.6, will be

(Xaq
referred to as P.) Each score(rather than each group) is the unit of

analysis; thus, there are 60 scores for the data in Table 1. When
preparing the data cards for a computer analysis, 60 data cards would

be made. The use of P'great1y facilitates a regression solution;

this suggestion regarding coding was made earlier by Pedhazur (1977)

and by Williams (1975); and more recently by Fraas and McDougall (1983).

"To analyze the data in Table 1, 1t {s useful to consider two sepa-

rate analyses; one analysis can be treatments X subJects design,

temporar11y d1sregard1ng the three different kinds of groups. Then,
| is usefu1 to conceptua112e the data 1n a two-way analysis of variance,
d1sregard1ng for the time be1ng that a given group has been measured
several times.
The 11near mode1s that are usefu\ for conceptua11zing the data in
Table 1 as a treatments X subJects design are as f011ows.

Y =b, + b,P, + b P tooet bysPys t e (for the subJects (groups)

Y = by + b19P19 + bygPpg * byyPpy * @, (for the trend effecf%);

and

¥ = bg ¥ byX) # bo¥p *eeut bygXyg * byghig * bagiag * b21¥y

When these linear models are used, the following resuits can be found:
from equation 1, SSs = 104.14;
from equatton 2, SSTREND = 8.63; and

from equation 3, SSERROR = 32.52; also, S5; = 145.29.

\

1
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While the preceding information would be sufficient for a treatments X
subjects design, it should be recalled that in this formulation, the
L]

type of human relation group was disregarded.

Actually, the treatments effect is "nested,” {.e., totally contained in
the variation among subjects. Before pursuing this "nesting" further
at this point, 1t {s first useful to complete the analysis for the two-
way formulation.
The following four linear models are sufficient:
Yy = bo +bigXi * bypXi7 * € (for the treatments effect) (4)
Y = by + bygXig * bygXog * bpyXpg + € (for the trend effect) (2)
Y= bg * bigXie * biz¥iz * big¥ig * bao¥pg * Par¥py * &5 (5) and
v = by * bygXyg * byz¥17 * brgXig * Bag¥a0 * b2r¥a1 * Bps¥es *eeet
bygXog + €g (Full Model) (6)
When these 1inear models are used, the following results can be found:
from equation 4, SSMETH = 78.87;
from equation 2. SStrenp ™ 8635
from equation 6, SSERROR = 39,71.
The sum of squares attributed to regression for the full model (equation
6) 1s 105.58. The sum of squares attributed to regression for equation
5 1§ 87.50. The difference between these two values is equal to the
fnteraction. ' Thus, SSyer y Tpenp ® 105-58 - 87.50 = 18.08. A summary

- table that would contain the foregoing information would appear as follows:

EoWG S L
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' . Table 2
SUMMARY TABLE FOR THE HUMAN RELATION GROUPS DATA IN TABLE 1

Source of Variation df SS MS F

Among Subjects
Method 2 78.87 39.44 18.69**
Error (a) 12 25.27 2.11

Total Among Subjects 14 104.14

Within Subjects
trend 3 8.63 2.88 7.20**
meth x trend 6 18.08 3.01 7.52%*
error (b) 36 14.44 .40

Total Within Subjects 45 41,15

Total - 59 145.29

**Significant at .01 Tevel

The summed vector, ng. could have been used to achieve similar results:
Y = byt pr + e (for the subjects (groups) effect) (1a]:

Y = by * bP + big¥ig * bag¥ag * bayXay * 3 [3a]
Equation 1a is identical (in sum of squaras) to equation 1; SS¢g = 104.14;

similarly, equation 3 ylelds SSERRORI' 32,52, Table 1 could have been

accomplished by using results from these last two equations in lieu of
the original binary person variables {x1 to x14)=

Multiple Comparisons (Contrasts) Within Groups
It would be helpful to give a diagramatic view, in terms of mear-

of the data described earlier;

Session 1 Session 2 Session 3 Session 4
Method 1 Yl : Yé Vé VA
Method 3 Vb Yio YII le

Suﬁpose the interest was in testing the long temm change {from session 1 to

40




session 4) between methods 1 and 2; that is, the interest 1s in testing
V& -V, - Vg = Yg. In our earlier paper (Williams and J1111ams. 1984) we
outlined three different approaches to answering this sort of question.
The first approach, aiso outlined with this same data set in Williams
(1980), was to reconstruct the criterion as Y = Y* ¢ Y** where Y* = Qz
Ae Y values are the predicted values from ﬁs1ng the equation ? . bo + pr.
" Jr the present data Y = 1/4P where P is the summed person vector

lascribed earlier as X,q. (Although 1t is more cumbersome, P, to Py, could

1
»ave been used instead of P.)

It is the Y** criterion that can be used to accomplish tests regarding
within group cell differences. The full model can be written as:
\{** = b]_xl + bz
tively to binary coded group variables for each cell. (4]

x2 +,.¢ blle2 t ey where X1 to x12 corresppﬂé respec-

For scme computer programs, a reparameterization of equation 4 that

includes ihe unit vector is more useful:

i . - r

many other reparameterizations could have been chosen. For a more complete
description of this reparameterization process, see Williams (1976).
~ The restriction that tests the hypothesis Yi - Yh = Yg - Yé s by - by =
b5 - be‘ or b1= b5 - b8‘+ b4. Placing this restriction on equation 4
ylelds:
Y = (bg - bg + ba) Xy + byXy +.t byoXy + g | (5]
oF YT = ¥y * bgky + bylXy + X;) + bglXg + X;) + be¥g + byXy + bg (Xg - ¥y) *
§ bo*9 * b1g¥10 * P1a¥p1 * Drztiz * o5 (el
Llet D, = Xy * Xps
D5 = X5’+ Xl. and
- Dg = Xg - X
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Then equation 6 can also be given as:

= ' +
Yr bzxz + b3X3 + b404 + bst + b6x6 + b7X7 + b808 + ngg bloxlo

*b1p¥ bk e o (6a]
Either equation 6 or a reparameterization of {t, done by introducing bO an
arbitrarily dropping any one predictor, can be used as the restricted mode
Letting b12 = 0, one reparameterization, {ncorporating D4, 05 and D is:
Y** = by * byXy + byXg + byDy + bgDg + beXg + byX; + bgDg + boXg + bypXyq ¢

b11%11 * - - (6b]
The test is given by: '

= F. RF'RR/]. .
(1 - RF)/36
Here RE = .64899; RZ = .57123
t =V7.975 = 2.824,

Using Side Conditions
Another approach to the repeated measures designs is to employ side
conditions. Since the group effects are nested. in the subjects effects,
the full mode]
YoubP+byX + by it broKip + g (7]
can be turned into a model with the groups effects removed by imposing
side conditions.

The group effects restrictions can be given as:

2%2 * N3Py * by g5 * Nbg * NPy * Mgbg Mgy * Mg * My

n,b, +
_l'% n+ + + + + +
n Ny +ngtn, Ng "6 n, +ng n9 "10 + M1 + n

Because of equal n's (proportional n's would also suffice) these restrictio
can be greatly simplified:

L}
byt by * byt by " b+ bg * byt bg = by + by + byy *bype Any two of
several restrictions could be made. The following two could be chosen:
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bg = bg * byg * by * b1y = bg - by - by '

Imposing these two restrictions (side conditions) yields:
* bgXg * (bg * Byg * byy * byp = bg - by - bgdkg + byXy + by + bokg
* bygXyo * byy¥yy * Pr*i2 Y & (el

or
*bglkg = Xg) * BolXg + Xy * Xg) + byglkyg + Xy * Xg) + byy(Xyy + Xy + Xg)
+byplkyp + Xy + Xg) + 0y, (9

Equation 9 (or reparameterization of {t, either using different restrictions

expressing the side conditions, and/or including a unit vector) then serves

as a full model for testing within group hypotheses:

‘R « .90057.

Now,, diract hypotheses can be tested by placing appropriate restrictions
;wsimulﬁaneously with the side condit1ons. With the hypothesis Y 3 'T
“or, 1in terms of the regression coefficients, by = by = bg = by or by = bs - ba + by,
: as berora,
; | Then, placing all three restrictions sfmultaneously on equation 7 yieIds. |
gf = pr + (bg - bg + b4}X] + boX, + (bg + blo +byy + by, - bs +bg - by = by - balX,
+bﬂ4+%x+(%+bw+b1+bu—b5-%-b§%+bﬂ7i%%+bxi
e U U T TR P PR 0]
. or
Y TP E By(Xy = Ky) # byl = 28y + X)) + oK 4K = Xg - Xg) + bylty = Xg)
+b(%+x3-x Xp) + bglXg + X3 + Xc) + byg(Xy + Xy + Xg) +
DXy +Xg + Xg) +bo(Xyy + Xy + %) + e (11]
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Note that the restrictions are made simultaneously with the side con-
ditions on the full model (equation 7). Equation 11 could be reparameterizec
(necessary with computer programs that automatically introduce a unit vector)
by setting equal to zero any of the remainino bi in equation 11 (excepting bp
Doing this yields R = .87854; F = L-3008T - 87850)/1 . 7 976, ¢ =VF = 2.84
this is the same t value found earlier.

This process could be repeated for any Other hypothesis, imposing
the restriction implied by the hypothesis simultaneously with the side con-
‘'ditions. Care must be taken to be sote that hypotheses tested on this model
are appropriate; sdch hypotheses must be some combination of within group

contrasts. -

Directly Using the Full Model

Had equation 7 been used directly. it can be seen that the outcome 1s
comparable to using side conditions.
Y= pr + blx1 + bzx2 +...+ b12x12 6 ' (7]
Testing Y Y + Y V can be done using the restriction b1 - b4 = b - b8’
or b1 " bg - b8 + b4. as before. !
Then, é
Yeb P + bk, + b3X3 +b (x4 + X )+ 5(Xg + X ) + bsxe + b7X + bB(X

* b9"9 + bigtyp * Bryyy * Brgty * o
Reparameterizing by (arbitrarily) choosing by, * 0,

+ bgXg + bygkig + byyXyy + eg. [12]
Equation 7 yields R2 = ,90057, and equation 12 yields R2 = ,87854;
Fa ;(_QQQ%W%%WL = 7.976; t =\F = 2.842, the same result as was

found by the first two methods.
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It can be seen that several different approaches can be used to test
hypotheses in a repeated measures designs. The use of the criterion Y**
where Y** = Y - Y* when Y* = 1/4P, as was shown in Williams (1980) allows
an appropriate testing procedure. The use of side conditions (which uses
a model removing the nesting effect) or a model containing the group member-
ship variables and the person-score vector (directly using the full model)
yield identical results. Perhaps the latter approach would be conceptually

easier to understand, The direct use of equation 7 can be completed despite

-+ the nesting of the group effects.

The present paper, 1ike the earlier one, has shown three different

5"----.'_'t:y.pes of solutions for testing hypotheses (contrasts) of interest. A1l

:f'jﬁ‘ three methods yield accurate results for within group comparisons. While

they yleld results that are equ1va1ent._they are not conceptually equal

% {n terms of their understandability. The first method has the drawback

~of using a constructed criterion; method two, using side cohditions. is

- unnecessarily complex; extreme care must be used to achieve intended

results. Our preference is clearly on the side of the third approach,

| directly using the full model and making restrictions of research 1nterest

upon it. From the point of view of actual use, the third method is

3*J1_ sufficient and clearly preferable. On the other hand, the relationship

:'3: to the other two solutions 1s at least interesting.
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Abstract

The Box-Jenkins approach to time series analysis, a regression method
fof analyzing sequential dependent observations, is used to determine the
most appropriate stochastic model for describing undergraduate grade point
averages. The technique was applied to approximately a half century of
data from two universities, to investigate models incorporating both regular
and seasonal components. Preliminary results suggest a moving average |

model. Final results will be presented in the paper.
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- Undergraduate Grades :
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BRUCE G. ROGERS : and Foundations
' ‘ University of Northern lowa

University of Northern Iowa Cedar Falls, 1A 50613

0b4ect1ves!- 

The purpose of this study is to determine the most appropriate stochastic
model for describing the temporal variation of undergraduate grade point averages.
Using the Box-Jenkins approach to time series analysis, various ARIMA models are
constructed from regular and seasonal components. The models are then compared
in terms of adequacy and parsimony to select the "best" one. With the avail-
ability of appropriate computer software, this technique may have potential
~application 1n using a regression approach to analyze a variety of archival
educational data.

Perspective

Whenever a phenomena is observed over time, 1t is often useful to search
for temporal qatterns within the data. Economists have studied stock market
prices, sociologists have examined population levels, and psychologists have
investigated changes 1n the incidence of depression. For such purposes, a
variety of time series analysis procedures have been developed, derived primarily
from the theory of multiple regression. These technigurs require data gathered
from a large number of time periods (at least 50, according to McCleary and
Hay, 1980). Since archival data 1s not as commonly analyzed in education. as in
some other fields, these mathematical approaches are not as widely used in
educational research. It is the purpose of this paper to 1llustrate such an
application. :

A11 educational institutions evaluate their students in some manner, but a
single group of pupils 1s not often evaluated fifty times on the same variable,
as would be required for a time series analysis. However, a meaningful time series
can be realized by obtaining the average grades given during each of the grading
periods across a Ien?thy time span. For about the last half century, many
universities and colleges have adopted a 5-ﬁo1nt rading scale, using either the
letters A through E or the numbers 1 through 5. Some of the institutions calculated,
at each grad1n? period, the average of ?rades awarded to their students, with the
interest of maintaining reasonable consistency in their grading standards both
among their departments and across time. Approximately fifteen year ago,
reports began appearing that a conspicious increase was occuring each year in
the grading patterns at many institutions, and numerous ad hoc explanations
were proposed (81rnbaum, 1977).

Any "explanation" of a phenomena implies that the phenomena can be ’
adequately described. Mathematical models, and regression models in particular,
are appropriate for such a description, but an examination of the iliterature
suggests that most authors rely solely on visual graphs rather than employing
mathematical modeling. In this paper, therefore, the use of the stochastic
time series approach 1s used to generate mathematical models that might
appropriately describe the entire sequence of available data on grade point data.

)
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Methods and Techniques

While the analysis of time series data has occured throughout most of
the present century, major methodological advancements have become practical
with the use of the computer. The analysis techniques proposed by Box and
Jenkins (1976) have become almost ubiquitous in the time series research
gngun:tz. and it 1s that methodology that is used to analyze the data in

s study. '

Models are sought to describe the existing data across the past half
century. Some have suggested that ?rades systemately vary between the terms
of a school, and that hypothesis will also be tested, using a model incorporating
both regular and seasonal components.

The major purpose of the paper is to describe and 11lustrate the use of
this methodology and the interpretations of its results.

Data Souce. The data was drawn from two midwestern universities which have
colTected grade data for the past half century., One institution reported
the grade point average data for each Quarter Term, while the other reported
data from each Semester,

Results and Conclusions

Preliminary results indicate two facets. First, the Auto Correlation
Function (ACF), represented by the correlogram, appears not to be well behaved,
even with first or second differences. Second, modes incorporating Moving
Average components appear to be more promising than those with Auto Regressive

components., . .

At the present time, further analyses are being conducted to generate
models which can be defended in terms of adequacy and parsimony. '

The results will include Arima parameter estimates for alternative models
and autocorrelations for model diagnosis. Results of model forecasts will

also be shown.

The conclusions will compare the diagnoses and metadiagnoses of the
models. The usefulness and 1imitations of the ARIMA regression models for
educational data will be discussed. - Co
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Objectives and Perspective

The purpose of this applied paper is to present 3 examples of the use
of multiple regression analysis in situations where the dependent (outcome)
variable {s dichotomous. While such use of regression is not revolutionary,
the examples provide ideas regarding appropriate situations for use and
recormendations for presentation of results. For example, in the first
study to be presented, the use of the regression approach for analysis
was rejected by an APA Journal. When the analysis was recast in the
traditional discriminant function model, the article was accepted for
publication. . . )

Example 1

" The research sought to investigate the coping skills of rape victims
to deternine if some women may be more vulnerable to rape than others.
The study investigated five domains; psychosociai competency, mental
health, alcohol and drug use, cognitive resources, and physical ability.
Seventy-two rape victims and 72 control women were administered psycho-
metric instruments and a biographical inventory. Information was also
obtained from significant others., The stron?est domain of prediction
was psychosocial competency, with the rape victir scoring lower on
measures of social presence, dominance, and assertiveness, and higher
on external/social locus of control., A past history of alcohol or drug
abuse added to the rape-vulnerability profile. Rape victims were more
likely to have a past history of psychiatric hospitalization and suicidal
thoughts. They did not differ from control womer. on the Vocabulary
subtest of the Wechsler Adult Intelligence Scale-Revised, but they
scored lower on the Achievement via Indpendence Scale of the California
Psychological Inventory. Physical ability attributes were not associated
with rape vulnerability (Myers, Templer, Brown, 1984).

The proposed presentation will provide ideas regarding data -
presentation, the use of a stepwise procedure for domain selection
and interpretation problems.




Example 2

The problem of unwed adolescent pre?nancy has been studied in the
past primarily as a symptom of individual psychopathology. These
studies yieided equivocal results. Gradually, the broader social
context of pregnant teenagers began to be studied. Past research
poig%ed to the importance of the family in contributing to the
problem,

The objectives of this study were to investigate whether family
variables could discriminate between the families of unwed pregnant
and non-pregnant teens. All teen subjects met the research criteria
of being unwed, under eighteen years of age, enrolled in local high
schools, and livin? with their families of origin. Thirty-one
pregnant teen families and 28 non-pregnant teen families comprised
the study samnple. Each subject completed the Moos' Family
Environment (FES). In addition, each parent completed a questionnaire
which included a problem checklist, demographic information, questions
about the teen's dating behavior and recent family structural changes.

The hypothesis that incongruence of perception and other family
adjustment variables could differentiate the two groups was explored.
Pregnant teens were found to have longer boyfriend relationships and
fewer problems as rated by the parents. Their family's perceptions
were more con?ruent overall and more congruent regarding family
cohesion but less congruent in their perceptions of conflict,
organization and control.

Of particular interest in example 2 was the choice of a full
model rather than a stepwise procedure. Discussion of such a choice
based on the situation is presented.

Example 3

This study examined the effects of acculturation on adolescent
development, specifically focusing on daydreaming as one aspect of
coping and adaptation. An investigation of two samples of acculturating
(Hispanic and Native American) and acculturated (Caucasian) adolescents
revealed two variables that, in combination, significantly differentiated
the two groups. These two variables, fear of failure daydreams and
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| “distractibility, suggested that acculturating adolescents were more 1ikely
. -to report guilty and fearful daydreaming themes and less 1ikely to report
-“concentration difficulties than their acculturated coparts.

As in the previous examples presentation of date and 1nterpretab111ty
problems are discussed,

}mpgrtance;'-

" The examples presented provide ideas for alternative analysis in certain
situations. -Additionally, ideas regarding presentation of results will
promote discussion among potential users,
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Myers, M; Templer, D;'and Brown, Ric Coping ability of women who become
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Significant Interaction = I Got What I Needed
Keith McNeil
Dallas Independant School District
- The test for interaction is seldom treated as a meaningful endeavor
in statistics texts. Hance it would be expected that few researchers test
such interesting questions. 7Two applied journals are surveyed for the
nunber and generic kinds of interaction questions.

Pew tested interaction hypotheses (other than seeing if their data
met assumptions), although many had basically identified interaction
hypotheses in their review of literature. Statistical techniques, such as
Multiple Linear Regression, and campuater programs exist to assist the

‘researcher in testing interaction, directional interaction, curvilinear

interaction, etc.

53



Keith McNeil

Research and Evaluation
2611 Healey Drive
Dallas, Texas 75228

Significant Intetaction - I Got What I Heeded
Keith McNeil

Dallas Independent School District

Objective. To establish t_.he rightful role of interaction as a critical

phemmermn in and of itself.
Perspective. Most ressarch design texts treat interaction as samething in

the way - samething that must be tested - but that hopefully will be
eliminated. Pew authors lead cne to consider the intaractim queatiod ‘as
a viable quéstion. This is particularly underscored when no text
' discusses directional interaction. |

Data Source. The paper surveys one yoak's publication of two educational

journals, How interaction questions are treated will be tallied, with
particular attention to “ixiterestlng"‘ interaction questions - those given
special names by resear_éherd (e;g. aptitude by treatment interaction, gap
analysis, and difference between two correlations).

Conclusions. It is expected that moet researchers will obediently test

for interaction, ‘but not understand what they have done or why they have
done it. Yet eaome of those researchers will have identificed an
interaction hypothesis in their review of literature. The few that will
have tested for interaction wil have adopted one of the sgpe-ial
approaches, not realizing that they could formulate the inters.tion
question in the way they wanted. Finally, it is expected that none ~f ‘"e
researcherit will have tested for directional interaction, yet a { . ..l
have made directional interpretations.

Scientific Importance of the Study., ' Researchers need to view interaction

as a significant phenomenon in and of itself. The ease with which
Multiple Linear ‘Regression can test interaction should encourage

researchers to look for what they want, in order to find what they need.
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LONGITUDINAL ANALYSIS OF SALARY DISCRIMINATION IN HIGHER EDUCATION

by v

Robert L. Heiny, Samuel R. Houston, and John B. Coonoy1

ABSTRACT

Legal and atatietical iasauea asaocieted with the uae of multiple regreasion
models in faculty discrimination cases in higher education ara presented in this
paper. Faculty salary models as a function 6f gender, rank, tenure status, eth-
nicity, academic discipline, and age variables are analyzed in a longitudinal
study covering three years (1982-84) at the Univeraity of Northern Colorado.
Declining etudent enrollment during the period aaw the size of the faculty drop
from a high of 480 in 1982 to a low of 382 in 1984. Rasulte of the exploratory
data analyais indicate declining rolaa for gender and othpicity .varinblol in
explaining aalary differencee. While the contribution of academic diacipline
variables in the regreaaion models wae etatiatically eignificant, resulte seem
consistent with inetitutional aalary policies which were in effect at each point

in time.

1Aur.horo are faculty members of the Univoraity of Northern Colorado.
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. SUMMARY STATEMENT

A spate of salary diocriuinat;on-(tace. gender, an& age) studies uaing
nuitiplc regression -od;ln has appeared in the litetatu:§ dutipg the past decade.
The legal profession coatinues to be concerned about what is perceived as a
"contest” between competing statisticians as they argue complex theoretical
issues in statistics. The resolution of légnl cases only too often seems to
depend on the-debating ekills oiﬁ;n‘articulate statistician in such areas as
the use of multiple regression as a valid legal procedure, use of inappropriate
and/or disguiodd pleudo-evaluative variables, collinearity problems in regression
models, uses and abuses of canonical analytic methods, etc. Part one of this
paper atteampts to put into petlpective the major lejal and common statistigal
issues found in'ialaty‘dilérinination cases in higher education.

A lééodd part of the papet will be a‘lonzitﬁdinal study of the University of
Northern Colorado (UNC) coveting the three academic years between 1982 and 1985. |
With careful attention paid to the concerns raiﬁed sbout regression models in
judical cases involviﬂa race, éendct. and age discrimination, several faculty °
salary models are formulated using multiple linear regression. The number of
faculty vary from a high of 480 in 1982-83 to a low of 382 in 1984-85. The change
in the number of faculty members is explained by declining student enrollments
during this period. What emerges from the exploratory data analysis sre results
consistent with the changing role oflUHC to a multi-purpose university and
corresponding changes in institutional salary policies. GCender and ethnicity
variables sesm to appear ss less important factors in explaining salary differences.
While the contribution of academic discipline variables, tenure status and rank
variables are statistically significant, their relationships to salary seem con-
sistent with evolving institutional’ patterns reflecting salary policies. Multiple
regression models supported by apptopfiate follow-up'cinonical éorfclation an&

discriminant analyses were used in the data analysis.
8

In addition to analyzing sdlary data obtained as part of the three-year

longitudinal study at UNC, specific suggestions are given for subsequent research

56



-2

in the third part of the paper. The recommendations are sensitive not only to

the legal and statistical issues raised in the first part of the paper but are

\]
consistent with results obtained from the exploratory data analysis.
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