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| Abstract

Legal and statistical 1oSues associated with the use of(
multiple regression models in faculty discrimination cases in
higher education are‘presented in this paper. Faculty salary
models as a function of gender, rank, tenure status, race,
academic discipline, and age variables are analyzed in a
longitudinal study covering three yeors (1982-84) at the
University of Northern Colorado (UNC). Decl1n1n§ student
enroliment during the period saw the size of the faculty drop from
a high of 492 in 1982 to a low of 380 in 1984, Results of the
exploratory data analysis indicate declining roles for gender,
race and age variables in explaining salary differences. While
the contribution of academic discipline variables in the
regression models was statistically significant, results seem
consistent with 1n§t1tut10nal salary policies which were in effect

at each point in time.
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Introduction

Gngn the increasing frequency of litigation on matters 6f
discriminafion with regard to salaries in higher education, the
courts are faced with statisticallevidence that support and refute
claims of discrimination at an ever increasing magnitude and
complexity. The claims of discrimination are made on the basis of
race, gender and age factors.

Within the past ten years, multiple regression technidues
have become popular in 1itigation on discrimination. Two recent
articles support the use of multiple regression techniques in
Jjudicial étudies of race and sex discrimination, (Finkelstein,
1980; Fisher, 1980). Both researchers identify several concerns
which must be addressed,

Finkelstein discusses the problems associated with the use of
“tainted" variables. Predictor variables specified to reflect
productivity are often affected by discriminatory practice
themselves. For example, when using the variables of tenure
status and rank to predict salaries, discrimination might also be
present in tenure and promotion decisions (Finkelstein, 1980),
thus the inclusion of the "tainted" variables may serve to mask
salary discrimination if 1t exists.

Fisher (1980) discusses the assumptions underlying multiple
regression analysis and points out the problems associated with
multicollinearity and the “shotgun apphoach to analyze the data.

Too often, the analysis is performed with an overprescription of



1ndepéndent variables in an attempt to discover what may be
related to the critérion variable. When many variables are
included, the risk of multicollinearity is increased. As a
result, the magnitude and even the sign of the coeffic{ents in the
.model may be affected. Fisher warns against the “shotgun”
approach. He advises the experimenter to select carefully the
variables to be used and develop a rationale for 1hclusion which
can be defended. |

Recently, studies have appeared which use other statistical
techniques such as canonical correlation and multiple discriminant
analysis, Carter, et al. (1983). Carter applies these techniques
to analyze salary equity at the University of Wisconsin at
Superior for two successive years, 1981-82 and 1982-83.

The two techniques used by Carter provide an alternative to
address some of the concerns expressed by Finkelstein with regard
to violation of assump@jons in the multiple linear regression |
models. Specifically, the concern about "tainted" variables can
be addressed by using canonical correlation and multiple
discriminant anal}sis.' These'tedhhiq0es aSsist the experimedter
in determining whether or not the variaples of tenure status and
rank are affected b; the variables of race, -age or gender. If
this analysis confirms the variables in question are not
"tainted", then the multiple regression model can make use of the
variables to improve the fit. I[f, however, the analysis reveals

the variables are "tainted", the regression model will exclude



those varjables in the model. In addition, the very fact that the
varjables are discovered to be tainted is important {nformation
which may bé used to resolve discriminatory practices. |

| A1l three statistical procedures, multiple regression,
canonical correlation, and discriminant analysis, are used in this
]ongifudinal study of salary practices at the University of
Northern Colorado (UNC). Data on ali full-time faculty members éf
UNC for the academic years 1982-83, 1983-84, and 1984-85 are
analyzed to determine the existence of salary discrimination on
the basis of race, age or sex. The items coi?ected on each
faculty member include: salary, rank, tenure status, highest
degree, years employed at UNC, years in each rank, years at UNC
before obtaining tenure, years with the doctorate, discipline,
sex, race and age,

The longitudinal data allows for an analysis of changes in
salary practices as they are affected by changes in University
polictes. This paper relates Unfversity policy changes which
occurred during the three-year period to the changes in the
existence and/or extent of discrimination in UNC salaries.

The paper {s subdivided into four major sections: multiple
ragression analysis of salaries for the three years, canonical
~correlation on rank and tenure status versus qualification.
experjence and discrimination variables, multiple discriminant
analysis to determine classifications and misclassifications with

regard to rank and tenure status, and a contextual analysis which



compares the UNC policy changes to the state of salary patterns at
UNC during the three-year period.

Variables included in the statistical anaiyses of salary
discrimination at UNC for the years 1982-83 through 1984-85 are
presented in Table 1, Before proceeding with the statistical
analyses several precaut;ons were tdken to insure the internal
validity of the study. First, patterns of discrimination ambng
the predictor variables themselves were examined using
discriminant analysis and canonical correlation techniques. That
is to say, relationships between university status variables
(e.g., tenure status, rank, rate of promotion) and the
discrimination variables were carefully examined before they were
included in the regression models as predictor variables. If
university status variables are tainted they should be removed.
Second, collinearity diagnostics were obtained on the predictor |
variables. Although our primary interest is in the use of R2
values, fnterpretation of the regression coefficients themselves
is also of interest. It can be shown that the presence of
collinearity can affect both the sign and magnitude of the
regression coefficients (Pedhazur, 1982). Detection of
collinearity amonglthe predictor variables would require us to
re-think the specification of our model.

"Inspection of the collinearity diagnost}cs from the

regression procedure of the Statistical Analysis System (1982)



indicated that the variables Longevity and Years with Doctorate
were the primary sources of collinearity. Inasmuch as these
variables were selected to contribute unique infdrmation to the
model, the prgiiminary anaiyses indicate that the§e variables were
already adequately represented by other predictors. Our solution
to the problem was to delete Longevity and Years with the
Doctorate from_the set of predictor variables.

In the sections{th§t follow, results form the canonical
correlation and discriminant analyses designed to detect patterns
of discrimination among the set of.predictor variables are

reported.

Canonical_Correlation Analysis

In an attempt to ferret out potential patterns of
discrimination during the past three academic years at UNC,
canonical correlational analytic methods were undertaken.
Canonical Analysis (CA) is a method designed to study the
‘relations between two sets of variables, a set of predictor
variables and a set of criterion variables. The set of
independent or predictor variables (PV) identified in this study
consisted of all the discrimination variables which included
gender, race, and age. On the other hand, the set of dependent or

criterion variaples (CV) could be classified as university status



Table 1

Variables Included in the Analysis of Salary Discrimination

Variable Description
Rank _
Vi Assistant Professor
V2 Associate Professor
V2 Professor
Longevity
) Years of Service
Degree
V5 - Master's
V6 Doctorate
Tenure Status
V7 ~ Yes=1, No=0
Gender
V8 Male=1, Female=0
Race
V9 Caucasians1, Otherwises0
Vil Blacks1, Otherwises0
Vi2 Hispanics1, Otherwises0
Else, Oriental, or [ndian
Time in Rank
Vi4 Years as Instructor
Vis Years as Assistant Professor
V16 Years as Associate Professor
Vi? Years as Professor
Time Since Receiving Doctorate
vig Years with the Doctorate
Time Before Receiving Tenure
V19 Years before Receiving Tenure
Discipline
veo School of Businesss1, Otherwises0Q
vl Physical Sciences*1, Otherwises0
vee Social Sciencess1, Otherwises0
Vel Humanitiess1, Otherwise=0 :
V24 College of Performing & Visual Arts=1, Otherwise=0
V25 College of Health and Human Services=1, Otherwise=0
Else, College of Education .
V29 Age
V30 Salary




iryqriablgs. These variables. included tenure, academic rank, degree
: earned, years spent at each level, and school or college in which
~ the faculty member was assigned. The set of discrimination or
predictor variables numbered six whereas there were 17 university
status or criterion variables. Thus, the maximum'number of linear
combinations or composites of predictor variables and criterion
variables which could be tested for a significant correlation is
six. |

Each of the possible six canonical correlations (Canonical R)
for each of the three academic year studied at UNC was tested for
statistical significance by converting Wilks' Lambda to an
approximate F. In Table 2 are presented the standardized weights
for the set of predictors and set of criteria associated with the
three significant canonical R-values using N = 492 observations of
the 1982-83 study group. Al1l three canonical R-values are
significant beyond the 0.001 level and the three canonical
‘R-values in descending order are .76, .42, and .38. The remaining
three non-significant canonical R-values and corresponding

standardized weights are not reported.

The results for the 1983-84 study are presented in Table 3.
It should be observed that only two of the canonical R-values were

statistically significant for N = 446 observations used in the



le 2

onical Solution Using Standardized Weights for Significant Relationships for N = 492
1wathns (1982-83) ,

CriterTon

dictor Standardized . Standardized
jables Pred+tt0r—ﬁe+ghtgv3 }ﬂar+a§fgs:‘“_ CEz?er+onfg$;ghtscv3
r 32 -9 .91 Tenure 2 -.50 -.04
castan .16 1.67 .43 Asst. Prof. .29 -.10 .36
& .00 .59 .29 Assoc. Prof. .45 “=,20 .46
nnic 02 1,10 .54 Professor .54  -,18 .54
ntal .03 .46 .04 Masters -.16 3.53 ~-.08
.88 -.07  -.43 Doctorate -.18 3.69 .21
Yrs. Instr. . Q@ -3
Yrs. Asst. Prof. 27 .38 -.15
Yrs. Assoc. Prof. .36 25 .02

——

Yrs. Prof.
Business

Phys. Sci.

Soc. Sci.
Humanities

PVA

HHS |

Education ’

Canonical R

062 "100 'c43

18 =07 =16
.06 .02 -.04
.09 .04 -.01
.10 8 -.49
10 -.05 -.05
.06 .02 -.78
.18 -.07 -.58
.76+ A2%,38aek

*Wilks' Lambda Significant at 0.001 when converted to an approximate F.
“*Wilks' Lambda Significant at 0.001 when converted to an approximate F.
"*Wilks' Lambda Significant at 0.001 when converted to an approximate F.



anaiysis. As is the case with Table 2 the standardized weights
associated with the set of predictors and set of criteria are
presented. . The two significant canonical R-values are .77 and

.43, Both are significant at 0.001 level.

In Table.4 results of the canonical analysis for the 1984-85
study are desqribed for N = 380 observations. The decline fn the
numbefnof obsérvations over thehthfée-year period is a function of
declining enrdilment at UNC. The first two canonical R-values
(.73'and .40) are statistically significant at the 0.001 level and
the corresponding standardizedlweights for the set of predictors
and criteria are reported. The standardized weights and canonical
R-values for the four non-significant relationships in 1964 -85 are

not presented.

Standardized canonical weights are often interpreted in a
manner analogous to the interpretation of standardized regression
weights in multiple linear regression. It {s not surprising,
therefore, to see some researchers use them as indices of the
relative contribution or importance of the variables with which

they are associated. Because of the multicollinearity associated

10



le 3
5"15§‘7501Ut10n Using Standardized Weights for Sianificant Relationships for N = 446

ervations (1983-84)

rictor Standardized Criterion Standardized
‘T?ables Predictor Weights Variables Criterion Weights
PVI PV2 cV1 Ccv2
.30 <94 ~ Tenure -.05 .23
. .19 .15 ~Asst. Prof., .36 .96
Jick =02 .32 Assoc. Prof. .65 . .98
Jpanic .07 41 Professor .82 1.03
fental 09 -.0 Masters -.04 -.21
e 90 -.37 Doctorate -.12 -.05
' Yrs. Instr. .04 -.37
Yrs. Asst. Prof. .27 -.40
Yrs. Assoc. Prof. .28 .00
Yrs. Prof. .64 -.43
Business .18 -.26
Phys. Sci. .03 <.05
Soc. Sci. 1 -.07
Humanities 1 -.39
PVA .09 -.12
HHS .08 -7
Education - .15 - =50 ¢
Canonical R 7% A3%*

L]

T

*Wilks' Lambda Significant at 0.001 when converted to an approximate F.
**Wilks' Lambda Significant at 0.0U1 when converted to an approximate F.

11



Candﬁicii“Solution‘Usin Standardized Weights for Significant Relationships for N = 38
Observations (1984-85)

Predictor Standardized Criterion Standardized
Vartattes Preg¢$tor—ﬂegagts Yartabies Cr+€${+on—ﬂggagts
Gender .25 94 Tenure -.06. .46
Caucasian .18 -.08 Asst. Prof. _ 39 .55
Black -.06 .15 Assoc. Prof. | .68 .30
Hispanic .05 27 ' Professor 73 .49
Oriental .07 -.16 Masters =21 -.72
Age ' .92 -.28 ~ Doctorate - =.30 -. 51
Yrs. Instr. 1 -,50
Yrs. Asst. Prof, .26 -.42
Yrs. Assoc. Prof., «36 .03
Yrs. Prof, .80 -.53
Business .09 “12
Phys. Sci. .03 .04
Soc. Sci. .08 .05
Humanities .04 -.29
PVA .03 .02
HHS -.02 -.54
Education 10 -.38
Canoniéal R 3% .40**

*Wilks' Lambda Significant at 0.001 when converted to an approximate F.
**4Wilks' Lambda Significant at 0.001 when converted to an approximate F.
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with the set of predictors as well as the Set.of.criter1a.-the
stahdardized canonical weights suffer from the same shortcomings
as those of standardized regression coefficients. Not only the
signs but the magnitude of thé weights can be misleading. These
limitations‘appeared wfth the'resulté presented in Tables 2, 3,
and 4, For these reésdns;'the investigators used structure
coefficients for the puEpose of interpreting and explqining the
results of CA. For a further discussion of this point, see Cooley
& Lohnes (1976); Thorndike & Weiss (1973).

In Tables 5, 6, and 7 are presented the corresponding
structure coefficients or loadings associated with the significant
canonical correlations found in the three-year study at UNC. A
structure coefficient or loading in CA 1s the correlation of a
specific variable and a canonical variate. For example, in Table
5, we see that the age variable correlates .94 with the fifst
pradictor variate (PV1). In other words, the square of .94
changed to a percent indicates that 88.36% of the variance in the
linear composite of the predicator variables (discrimination

variables) can be explained by the aqe variable.

‘A rule of thumb is suggested by Pedhazur (1982) that
structure coefficients > .30 be considered as meaningful or

useful in explaining significant canonical correlations. In Table

13



“Table's
Structure Loadings for Significant Canonical Correlations for N = 492 Observations (.

i?é;hféfdf —Structure Loadings Criterion Structure Loac
Var+?bies : Pss?ictorpvgriablge3 Vartattes cr+gsy+on 835"
Gender 44 -.30 .81 Tenure .65 -.10
Caucasian 20 .59 -1 Asst. Prof. -2 .08
Black | -.03 .03 .08 Assoc. Prof. -.12 .04
Hispanic -2 .05 .28 Professor N =07
Oriental -.3 -30 ~-,08 Masters =31 .10
Age 94 .01 -.28 Doctorate .33 Ry
| Yrs. Instr, -.08 -.08
Yrs. Asst. Prof. .28 .23
Yrs. Assoc. Prof. .69 .09
Yrs. Prof. 78 =07
Business -1 -.09
Phys. Sci. .16 .05
Soc. Sci. -.00 .07
Humanities -.00 .07
PVA -.00 .11
HHS | -.21 .08

Education | .07 -.05

14



~Je 6

cture Loadings for Significant Canonical Correlations for N = 446 Observations (1983-84)

fctor Structure Loadings Criterion Structure Loadings

jables Predictor Variables Variables Criterion Variables
%L’ PV1 PV2 _ . - CY] cv2
Né 41 .84 ~ Tenure .53 .00
é%ian A7 -.18 Asst. Prof. -.43 -.00
c: -.05 .10 Assoc. Prof. .09 .05
e -.12 .26 Professor .57 .02
Jatar S0 .06 Masters - -.26 <15
z; .93 -.25 Doctorate .27 15
-%g Yrs. Instr. -.05 -.19
i Yrs. Asst. Prof. 22 -1
: Yrs. Assoc. Prof. 46 .04
Yrs. Prof. .61 -.00
§ Bus Iness .13 .00
ﬁé Phys. Sci. 1 .09
. Soc. Sci. .04 13
E; Humanities -.01 -.06
ﬁ; PVA -.01 .08
"”f; | HHS | -0 -.25
- Education .05 -.05
~§;k

15




Py 2 TRt SO L
SO G TR e

rate7
Structure Loadings for Significant Canonical Correlations for N = 380 Observations (19

 Predictor Structure Loadings Criterion Structure Loadir
Variqble; ' Pregbgtor Va;égbles Variables Critega?n Varia%
Gender «35 .87 Tenure : 64
Caucasian .20 -.24 Asst. Prof. -.59 -
black -.06 .06 Assoc. Prof. -.14 -
Hispanic -.14 .29 - Professor .69
Oriental - -0 Masters -.19 -
Age .94 -.19 Doctorate .19
Yrs. Instr, -.06 -
Yrs. Asst. Prof. K -
Yrs. Assoc. Prof., 41
Yrs. Prof, .59
Business -.14
Phys. Sci. .14
Soc. Sci. .04
Humanities | | -.01 .
PVA -.05
HHS -.14 -
Education .05 -

16



e 8

nonical R

ful Structure Coefficients (Loadings) in Explaining Relationships between Significantly
Eelated Canonical Variates]
o
piscrimination 1982-83 (N = 492) 1983-84 (N = 446) 1984 (N = 380)
jariables PVI Pv2 PvV3 - PV PV2 PVI PV2
il
jer *4 B *4 *4 *4 *4 x4
asian *4 .
ick
spanic
jental *a
e *4 *4 *4
“Iniversity Status 1982-83 (N = 492 = = 380)
Ja_r_iablesy o]l CSZ Igv?ﬂ w’eg\ﬁzr (NCVZME) 1%311[ (N Ccv2
mre *t st .
st, Prof., *- *e *.
«oc. Prof.
rfessor *+ *4 *+
sters L *o ‘
xtorate *+ *+
5. Instr, *e
5, Asst. Prof,
s.’Assoc. Prof., *+ *y *t
s, Prof . *+ *+ *+
Kiness
hys, Sci
:xl:!rkii *+
manities
e
1§ *o
fcation .
.76 .42 .38 A7 .43 73 .40

“Istructure coefficients
A "*4" represents a po

structure loading > .30.

17

.30 were considered as meaningful (Pehhazur's criterion).

tive coefficient > .30 and a "*-" refers to a negative



8 the structure coefficients which are > .30 are starred as
positive or negative depending on the sign of the structure
coefficient. The purpose of this fable is to present the results
for the three consecutive years at UNC in such a way that the
significant canonical R-values might be 1nterpréted in terms of

the set of predictors and the set of criteria.

In reviewing the starred variables in Table 8 {1t can be seen

that the 1inear combination of predictor variables in the first
canonical R for each of ‘the three years has a positive structure
loading on gender and age. Thus, PVl might be conceptualized as a
factor representing older males. If we focus oh the corresponding
set of university status variables (CV1) for the three years we
see positive loadings on tenure, professor, years associate
professor, years full professor and a negative loading on
assistant professor. For 1982-83 only we see a negative lbading
on masters and a positive loading on doctorate. The loadings on
the criterion variate for all threg years suggest that CV
reflects the factor of an experienéed professionai--oné with
tenure, higher academic rank, and more experience at the associate
or full professor level. It {s interesting to note that degree
status (criterion set) seems unrelated to age and gender

(predictor set) in the last two years of study. As one

18
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inVest1gates the pattern that'relates the”predictorVvan{gzé?gitﬁ
the criterion variate in the second canohiéal éaﬁ&;;ﬁtéﬁe éaéepdf
1982-83 the third canonical R, the picture becomes less cléér..‘in
1982-83, the positive and negative loadings in PV2 suggést a
factor of female Caucasian in the predictor variate whefeas no
significant loading was detected in the criterion vdriable set
(CV1). From a discrimination claims point of view thi;‘miéht be
interpreted as a positive finding. The discrimination factor in
PV2 (female Caucasian) seems related to university status factor
varfables in no systematic way. Similarly, the PV2 seems to be a
gender factor for both 1983-84 and 1984-85 but {s unrelated to any
university status varfable in CV2 for both years. In 1982-83 a
third significant canohica] R was found. PV3 in this year seems
to reflect a gender factor and this factor seems to show that
males tended to have the doctorate, were not instructors, were
social science faculty and not HHS faculty members. This gende}
university status pattern for 1982-83 did not show up in
subsequent analyses for both 1983-84 and 1984-85 and should be
considered another positive finding from a discrimination claims
point of view, Finally, it should be observed that race as a
discrimination,vafiable did not exhibit a high loading in each of
the three years. Race seems unrelated to the linear composité of
university-status variables. :

In Table 9 are presented the percent of the variance jn the

1inear composite of the university-status variables (criterion

19
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Table 9

Percent's? vifiadcé in Set of University Status Variables Linear Composite Explained by

Discrim{nation variables!

e s e R M e S
- Gender - 11.36 13.10 22.83 10.41 23.55 6.74 1¢
Caucasian 2.39 8.95 9.13 1.79 2.45 2.22 :
Black | 0.06 0.08 0.18 0.19 0.38 0.25
Hispanic | 0.95 1.00 2.17 0,97 2.25 .17 2
orfental | 0.09 1.78 1.88 0.00 0.08 0.04 ¢
L Age . 51.74 51.75 52.94 52.45 53.65 48.66 A4S
Canonical R .76 42 .38 7 .43 .73

IOnly criterion variable linear composites are presented which are associated

with canonical R-values which are significant beyond the 0.001 level. |

20



variate) that can be explained by each of the six discrimination
(predictor) variables for the significant'canon1Cal R-values
found. Results in this table seem to confirm that age was the
dominant variable over the three years--it'explained about 50% of
the variance in each of the criterion'varféfes;' Gendéf Abpeafed
to be a much less significant factor as the percent of variance
for each criterion variate'explained ranged from about 7% to a
high of 24%. Race as a factor was not significant as the percent
of variance of the criterfon variate it was able to explain ranged

from a low of OX to a high of 9%.

In summary, the results of CA seem positive from the issue of
discrimination claims in higher education. While the older-male
relationship with the professional-experience factor was detecfed,
in the three-year analysis, the relationship has historical roots
and {s less pronounced today. No other gender or race factors
were found to be linked in any systematic way to any
university-status factors.

| Discriminant Analysis

To investigate further the possibility of discrimination
patterns in tenure and promotion decisions, a stat{stical
technique known as discriminant analysis (DA) was applied to data

for the academic years 1982-83, 1983-84 and 1984-85. The DA

21



method analyzes one variable such as tenure status by comparinglit
with a.group of variables called independent variables or
predictors. Since the tenure status variable is a binary
variable, DA determines a set of weights which maximizes the
criterion for group membership, called the discriminant function.
This fuhction serves as the basis for attempts to "classify" each
faculty member into one of the two original groupings, tenured or
nontenured. Two linear combinations of the independent variables
are formed to “characterize" group membership.

After the linear combinations are determined, the values of
the predictors for each individual are used ﬁo calculate
discriminant scores which will indicate which of the two groups
the individual's profile most closely resemble. This measure fis
given by posterior probabilities of group membership. After the
analysis 1s completed for all individuals, those observations
which are misclassified can be analyzed for inequities or other
frregularities.

For the three academic years of interest, DA was conducted
using the five variables tenure status, professor rank, associate
professor, assistant professor, and instructor as the criterion
variables individually. The predictors were age, gender, race,
highest degree, years in rank, and discipline. Tables 10 through
12 present the linear discriminant function for each criterion
varfable and the resulting classifications and misclassifications

for the three years.

22



Table 10 _
Riscriminant Function (1982-83)

Criteria variable

. - Iemuce ‘ :Etntgs;nc Assgciate assistant Instructor
g;gg;é;g:;f_ 0 o o o 0 1 s 1 o 1
Constant -311 .99 t;f320q57 ) -33.52 - -320.55 -313.56  -313.96 -315.04  -313.09 -320.36  -304.05
‘Doctorate - \ | sz 54 Tﬁ_‘ss 0. 62 sz;_' 63.93 62.25  64.99 63.58  61.21 62.87  58.13
G??‘gfiﬁ;;,iﬂ Yy :t‘:lo ostr‘:::‘ 9.43  o.m . 9.37 9.55 9.42 9.33 19.50 8.66

5_ Cabgag}&n' o 1. 155 ‘_ 29.49 ,;" .37 e 33.38  32.22 32.48  34.19 .51 3325
81;ckﬂ175;‘. . 93i'i_ 6.9%. 3192 30.98 3106 30.13 .12 32.07 N2 37!

b Hisé;g{é”j¥‘< _::32 65733 27.86 3231 32.43 32.31  31.46 3133 3307 3.1 339
“‘Or{;a£all_:x( TR 3.95 37.63  39.16 3716 35.74 35.56  38.17 3838 38.78
Yrs. Instrf:» a0 as .39 .46 .37 .45 . .3 .48 .3
Ha;E;r? o -3 a2 62.83  61.67 62.96  65.53 63.4¢  62.68 67.18  60.35
Yrgjkssi. ::  -i£z6' : ;;ss'f Q;is_ .44 -.37 -.31 -.48 -.30 -.02 -.59
'{fr;r'kssoé. 46 26 -1.24 -.90 2130 -l.08 -.91  -1.68 Sl2e -1l
Yrs: P}&f 494.66  493.76 L .32 -.46 -.83 -.42 -.52 -.52 -.44
aa;in;;s 49153 492.14 494.90  496.21 494.72  494.82 49464  494.76 09527 49435

‘ f Physn Sei. 49356 494.35  491.82  493.9) 491.52  490.54 91,82 49121 9113 491.%4
‘Soc.Sci.  496.05  497.16 493.49  493.45 493.50  493.23 493.21 49376 493.72  493.36
4Hunanities 63.23  62.62 496.07  496.58 495.99  495.93 496.02  495.96 496.65  495.58
A 493.92  494.91 494.09  495.57 493.87  493.39 493.91  493.82 43099  493.15
WS " 496.53  496.58 496.74  498.09 496.56  434.93 495.99  497.83 496.17  49.76
Education 492.88  493.01 493.03  494.02 492.89  492.85 492.85  493.09 493,10  492.73

Age -88 .93 .89 .92 .88 .96 -89 .87 .96 .83

23



Qiscriminant Function (1983-8%)

Bredictors

Constant
Boctorate
Gender
Cadcisian
.§1a;k
Hisaiﬁic
driéntal
frs.Instr.
ﬁa;ter
4 Yrs;Asst.

Yrs. AssoC.

: yr§; Prof

' BJ§1ness
Phys. Sci.
So;.Sct.
Humanities
PVA '

_ HHS
_ Education

Age

-428.52
227.82
5.67

153.16
149.88

152.39
147.91
-3
226.30
-.18
-1.54
-.54
45\ .57
445.88
445.90
454.85
449.49
453.42
aas. 7
.82

1

-436.40

225.97

1 6.57

185,11

151.09
155.77
153.57

.52

222.13

.61

-.67

-.20
451.05
446.83
447.34
454.89
451.57
453.78
446.51

.85

Professor

0 1
-431.07  -443.23
T228.46  230.37
 5.96  6.48
153.97  155.41
" 149.40  147.99
1s3.20 154.33
149.91  153.29
-.2¢ -2
225.68  225.17
.10 ‘.;;12
21,38 -1.10
S m
452.55  454.96
a47.28  450.34
446.73  448.34
455.68  457.61
450.82  453.45
454.68  457.53
446.83  449.26
.84 .90

Associate
0

430.27
228.24

5.81
153.99

150.81
153.44

149.44
- 18
226.28
" _.e9
-1.33
-.63
451.15
445.60
445.74
454.50
449.58
452.82
445.44

.83

Criterion variadie

-435.56
230.51
5.99
156.46
153.92
156.23
153.19
.00
227.77
Y |
-.86
1.e9
449.72
FPPRY’
444.62
453.12
449.14
450.36
444.08
.85

Assistant

436.00
227.24
5.32
159.22
153.29
157.96
158.08
"
223.S5
.22
-.56
-.36
451.52
446.99
445.72
453.79
450.39
452.44
445.69
.86

-428.38
227.¢6%
$.76
153.37
158.02
152.74
148.58
-.23
225.38
-.10
-1.45
-.51
451.52
445.98
446.04
454.85
449.69
453.45
445.79
.82

Instructor

) 1
-439.13  -418.89
240.55  221.68
8.44 4.52
150.98  154.44
150.04  149.99
152.27  152.93
145.66  149.75
-.28 -.20
1 235.62  221.40
.37 -.32
-1.42 -1.47
-.68 -.47
451.61  451.48
445.23  446.32
446.25  445.94
456.66  454.03
452.01  448.62
453.33  453.52
446.39  445.51
.92 .78
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Table 12

Discriminant Function (1984-85)
Tenure Professor
 Predictors - 0 1 o 1
Constant ;;;66712 -372.00 © -368.21 -379.68
Doctorate 408368 399.18 . 404.08  406.22
Gender 10.21  11.38 10.74  11.49
Caucasian 195.52  200.25  197.14  198.60
Black 190.90  196.38.  193.25  196.32
Hispanic - 195.23° 200173 197.11 198.10
Oriental 186.68  194.59 189.58  192.57
Yrs.Instr. -1.07 -8 7 S-.as -9
Haster . #0294  395.57 qbl.ls 401.13
Yrs.Asst. a f;sp;*'Hl“f_ .46 .45
Yrs. Assoc. -1.64 -.88 | ?—1:39 ERY
Yrs. Prof -.87 S48 - .55
Business 94.33  93.57 95.16  98.14
Phys. Sci. 93.58 94.54}%A ';95.32 99.78
Soc.Sci. 93.83  95.04 94.98  97.53
Humanities NS0 11147 112.44  115.24
PVA 100.22  102.36 101.87  105.22
HHS 101.81  102.10 103.06  106.58
Education 94.34  95.16 95.63  98.86
Age .88 .88 .88 .88

-367.77
403.92
10.46
197.127
192.43
197.32
189.41
-.88
401.55
.46
-1.36
-.88
93.66
93.26
93.71
111.05
100.42
101.1
. 94.05
-89

Criterion variable

Associate

-373.13
406.66
10.34
199.71
193.5!
199.96
193.49
-.68
403.40
-41
-.89
-1.39
91.27
98.57
91.69
108.86
98.91
97.37
91.69

-94

Assistant

e 1
-379.33 -366.58
418.25 485.02
10.69 10.53
204.31 198.50
198.55 193.74
203.63 198.43
201.28 191.63
-.39 -.76
€08.57 401.99
.18 .48
-.27 -1.17
-.56 -.N
93.26 93.93
93.66 93.76
92.92 93.83
189.61 111,04
180.69 108.72
98.96 101.17
93.32 94.24
.93 .90

Instructor
.
369.82 -
404.73
10.99
195.97
191.95
196.54
187.92
-1.05
401.48
.65
-1.43
-.82
93.99
94.22
94.47
112.52
101.98
101.67
95.07
.93

1

360.54
398.67
8.75

198.98

193.10
197.63
190.34
-.29
400.11
-.15
~-1.54
-.62
9.7
92.40
92.92
107.98
96.45
102.60
92.69
.74
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C | : _
FROM ~ 1 40 346 386
T 140 352 492
PROF
0
. o 1 - T
0 269 8 - 217
FROM 1 22 193 215
ST 291 201 492
: ASSOC
: T0
‘ o 1 T -
0 254 84 338
FROM 1 25 129 154
T 279 213 492
ASST
T0
o 1 T
0 314 7 388
FROM 1 3 100 104
T 317 175 492
INSTR
T0
0 1 T
0 426 47 4713
FROM 1 1 18 19
T 427 65 492

0 - indicates individual does not belong to class
1 - indicates individual does belong to class

FROM - is ACTUAL STATUS
TO - is PREDICTED STATUS

26

- 83-84 84-85
“TENURE TENURE
T0 T0
S o0 1 T 0 1
0 95 3. 98 0o 70 2 2;
1 21 327 348 1 26 282 30
T 116 330 446 T 9 284 33
~ PROF PROF
T0 T0
0 T 0 1
0 252 1 253 0 .28 0 2
119 174 193 119 183 )
T ~21n 175 446 T 221 183 :
7 ASSOC ASSOC
10 T0
: 0 1T o 1
0 262 42 304 0 228 28
1 21 121 142 112 12
T 283 163 446 T 240 140
ASST ASST
T0 , T0
0o 1 7T 0 1
0 295 50 351 0 2713 29
1 1 94 95 1 177
T 296 150 446 T 274 106
INSTR CINSTR
T0 TO
o 1 T 0 1
0 398 32 430 0 35 18
1 0 16 16 1 0 6
T 398 48 446 T 356 24



Table 14

R2 Values for Full and Restricted Models for 1982-83 through 1984-85

Academic Year

Model 1982-83 1983-84 . - 1984-85

Full Model (FM)  .8630 A 8691 A 9006 A
©FM - Discrimination Set  .85108  .8616 8 8990 A
. FM - Gender ) .8580 8 8651 8 8995 A
" FM - Race © .ee26A 8680 A .9002 A
FM - Age |  .e4808  .8659 8 .9005 A

Note: R2 values in a column with the same 1éttér as the 'full mode)

are not significantly different from each other. All P's< 01,
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. As seen_inithe_ahoueitables.“the”number:of misclassifications
in all five analyses decrease from 1982-83 to'1984-85. Several
'7npolicy changes within the institution provide possible
explanations for this pattern. These relationships will be
discussed in the section entitled Contextual Analysis. |
| Upon examination of the individual cases {dentified by DA as
misclassified theﬁmajority were explained by rational,
nondiscriminatory factors or by historical factors due to evolving
standards at UNC. For example. in the year 1984- 85. UNC has 72
faculty members who are not tenured. The DA method indicates two
of these individuals possess values for the predictors which more
closely resemble the individuals who are tenured.

The first faculty member 1s a male who has a special seven
year agreement with the Board of Trustees in lieu of tenure. The
second faculty member {s a male who 1s hired annually on state
grant money through the Colorado State Vocational Education
Program. Even though he has excellent credentials, he {1s on soft
money and is therefore not tenured.

The majority of the 26 faculty members who are tenured but
more closely resemble the nontenured group are faculty members who

do not possess the doctorate. These faculty members were tenured

in the period from 1965-1975 when the availability of qualified
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faculty and the standards for obtaining tenure were quite

st G AT

different from the period since 1975. e %€ﬁ$.?$gﬁq -
| Simiiar analyses were performed for the misclassifications
for each rank. Few individual cases were identified which
required further attention. In no instance was there any pattern
of cases which wouid indicate systemic discrimination by the |
University on the basis of gender, age or race. o

For 1984-85 the ranks of associate professor and assistant
professor had a number of misclassifications from 0 to 1 (See
Table 13) Upon further study, most of the misclassifications of
this nature were situations in which a faculty member possessed a
higher rank than the DA method predicted for the individual. The
DA method consistentiy‘misciassified such individuals in all ranks
for each.year. These individuals had oeen promoted prior to 1976
when standards for promotion beoan to chanoe at the institution. ,

This technique is an exceiient tool for identifying general
patterns as well as individual facuity members who may have been
treated differentially. Certainly this method cannot be treated
in isolation; however, it provides additional information to the
institution in an attempt to correct whatever inequities which may
exist. Both the canonical correlation and discriminant analyses
show the variables of tenure status and rank are not "tainted"
with respect to the discrimintation variables; Therefore, the
variables of tenure status and rank may be used in the multiple

regression analysis of salaries to improve the overall predictive

efficiency.
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Multiple Regression Analysis

Multiple regression (MR) analyses were'performed to examine
the relationship between salaries of full- time faculty and a set
of discriminetion variables, 1 .e., gender. race and age, for the
years'l982-83 through 1984-85. Predictor vectors ;ere coded for
the MR analyses to ‘reflect an 1nd1v1dual s gender;"rate, age;.
qualifications, academic discipline, rank, tenure status. years
spent {n each rank and years before receiving tenure. |
Justification for including variables related to a facdfty
member's status within the institution was provided by the results
of the canonical correlation analysis. Recall that there wes no
relationship between the academic status veriableshand the :
discrimination variables of gender and race. That 1s to say, no
evidence was found that rank, tenure status, time 1n'renk and time
before receiving tenure were the result of discriminetory
practices. | |

For each of the three years under consideration, salaries
were regressed on the variables listed in Table 1 (the full
model). Subsequently, salaries were regressed on a model
containing all of the variables in the full model except for the
set of discrimination variables: gender, race and age (the
restricted model). Differences in R% values for the full and
restricted models were tested by means of the F-distribution

(Pedhazur, 1982). If the set of discrimination variables was

found to account for a significant proportion of variance in
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salaries, the variables were examlnedﬁpne“at;a‘tlme_td:ldentlfy
the specific source(s) of dlscrlmination;f,blagnostics_were also
performed to determine if the colllnearlty.assunptlon had been
violated. R% values of the full and restricted models for each
of the three years are presented ln Table l4. . e
Results of the MR analyses for. the l982 83 year show that the
full model accounted for 86% of the variance 1n faculty salaries,
F(22,469) = 133,93, p&Ol, while the restrlcted model accounted

for 85% of the variability in salaries, F(17,474) = 159.42, p<

.01, Although the difference in R2

was small, it was statistically significant, F(5,469) = 8,21, p<

values for the two models

.01, Further analyses of the 1982-83 data found that gender,
F(1,469) = 17,11, p< 0l and age, F(1,469) = 51,35, p<. 01,
accounted for a significant proportion of the variance in faculty
salaries. There was a tendency for males to earn higher salaries .
than females and the relationship between age and salary was found
to be positive. No evidence of discrimination on the basis of
race was detected by the analysis, F(3,469) <1,

A pattern similar to that found in 1982-83 emerged from the
1983-84 salary data. The squared multiple correlation coefficient
for the full model was .87, F(22,423) = 127,61, p<Ol, while the
RZ value of the restricted model was .86, F(17,428) = 156.79, p <
.01. Again deleting the set of discrimination variables from the
full model produced a statistically significant decrease in Rz.

F(5,423) = 4.83, p<cOl. Subsequent analyses show once again that
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gender and age accounted for a significant proportion of thg
‘variance in salaries, F(1,423) = 12.90, p<O0l; F(1,423) = 10.32, p<
.01, respectively. The increment in the proportion of variance in
salaries attributable to race was not s1gn1f1cant. F(3,423) = 1.18,

Implementation of the new University salary model'for 1984 -85
virtually eliminated discrimination in salar1és on the basis of
gender, race or-age. For the full model RZQ- «90 while the
restricted model resulted in an R = .89. - The difference in R?
values for the full and restricted models was not statistically
significant, F(5,357) = 1.14, p<&. 05,

In summary, evidence was found that males earned higher
salaries than‘fema1es from 1982-83 to 1983-84; however, the
difference between male and female salaries was eliminated after
the implementation of a new salary model. - There was also a
tendency for older faculty members to earn higher salaries than
younger faculty members during the same period. Similarly, the
relationship between age and salary was eliminated in 1984-85.
There was no evidence of salary discrimination on the basis of
race during any of the three years under consideration,

) ~ Contextual Analysis

Before d{scumng the results, a brief history of UNC is
required in order to understand the context within which the
results occurred. UNC {is a former normal school which was founded
in 1889. The institution evolved from the normal school to a

teacher's college (1935), to a state college (1957), to a
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un1vers1ty (1970) as have many other similar 1nst1tut10ns in the
country. However, UNC differed in one s1gn1f1cant aspect. During

the 1920-1940 period, UNC embarked on a unique path of offer1ng

- many graduate programs part1cu1ar1y at the doctora] level

IInstead of developing the programs from a sol1d base of bache]or
degree programs to a broadly based masters degree program to the
| doctoral level UNC Jumped 1mmed1ate1y to the doctoral Ievel
This | lack of breadth eventually caused serious problems of |
enrolIment and quality of doctoral work 1n the late 1970‘s..

. To further compound problems._the 1nst1tution engaged in the
~practice of hiring its oun_graduates, particulariy 1nthellate
1950's and 1960's. These faculty members were tenured;and |
promoted rapidly under standards which were 1essrjgorous than
those that exist now at UNC. Tenure was nearly automatic after
three years of service and promotions were granted every four
years., Thus a faculty member would normally become a tenured full
professor after eight years of service. Many did not possess the
credentials which would justify a similar rank or status at
another {institution of higher education. Thus the faculty member
was “trappedﬁ at_UNCrunless the faculty member was willing to take
a lower rank at a different institution. AN these factors
resulted in an older faculty that was not mobile in the market
place.

In addition, enroliment began to decline in 1977 and with one

exception continued to decline in the 1980's. The institution's
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w1 enroliment has fallen from a peak of 11,770 1n11977-78 to_8.800 in

1984-85.

o s

All these factors have led to numerous policy changes which

LNy

are 1mportant to place the analysis in context. Pr1or to 1982-83

| tenure and promotion decisions were made by a process which ca11ed

for departmental reconmendations to be passed to the council of
deans who made a strong recommendation rarely overturned by the
vice president or president. Little was known of the criter1a or
method of decisfon used by deans. ’Beginn{n§'1n'f§82-93;Fthe?i
council of deans was replaced by a‘cdmmfiiée*dflfabu1ty members
and the criteria for tenure and promotionguerefnorefstringent'and
clearly defined. This change was the final stepdfn\o'movement
towards higher tenure and promotion standards initiated in the
late 1970's, R

As a result, obtaining tenure and/or promotion 1is
considerably more difficult now than at any time before. In fact
there are numerous instances in which faculty members possess a

rank for which they would no longer be qualified under the new

~ policies. These tougher standards which have been used for

faculty members hired since 1976 cause'numerous misCIassifications
in the DA analysis presented in the previous section.

With the enrollment decline came the need to reduce staff,
faculty and the budget. In 1982, the decline culminated in a
major reduction in force which led to the termination of 47

faculty members, 38 of whom were tenured. From 1977-78 to
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1984-85, the Unive'51t¥,l95tw155,f9¢9}P¥,P°?ft1905_Pr.?4x of the
faculty positions it employed'in 1977-78, The faculty in 1984-85

RS

- {s considerably younger than its counterpart which existed in

1982-83.
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In 1983 84 the institution initiated an early retirement
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plan to encourage faculty members to retire.a.Forty-two (42)
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faculty members accepted the offer and retired at the conclusion o
%‘t -
of the 1983 84 academic year. I

These two events. the reduction in force and the early
retirement plan, help explain the dramatic improvement in the
results of both.the regression analysis-and the discriminant
analysis classification.analysis over the three~year period. UNC
lost approximately 90 of its older.faculty members during this |
period and was able to hire a significant number of new faculty
members, Thus a substantialnchange in the demographics of the
remainingfaculty has occurred. The {improving pattern of rank and
tenure classifications is to be expected as fewer faculty members
who were tenured or promoted under past policies are employed at
UNC . |

Finally, in an effort to improve the salaries of {its faculty
and to correct indiuidual.inequities, UNC-developed a new faculty
salary model which was implemented for the 1984-85 year. This new
model called for a survey of 29 peer institutions to be selected

on the basis of similar role, mission, programs, enrolliment and

budget to that of UNC. At the same time the institution developed
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a comprehensive evaluation system which was used to help determine
“salaries. Therefore, a faculty member's salary was determined by
the rank, discipline, time in rank and the evaluation rating for
the prevlous year, |

"This new salary model led to a substantlal redlstrlbutlon of
salary dollars among the faculty. No salary was reduced however.
a number of faculty members had thelr salary frozen. In contrast,-
a number of faculty members recelved salary ralses of between
$6, 000- §9, 000 or an fincrease of 20% to 30% |

Any faculty member who' recelved an unsatisfactory ‘evaluation
received no salary ralse. There were approxlmately 20% of the
faculty who fell into thls category for l984-85 salary
determinations. Thus the'salary patterns which had existed in
1982-83 and 1983-84'cnanged'dramatlcally for 1984-85. The purpose
for the change was two-fold as mentioned above: (a) to improve
salaries of the faculty at UNC relative to peer institutions and
(b) to base salary decisions on rational factors such as |
qualifications and evaluations rather than historical factors or
inconsistent policies of the past.

The results of'the regresslon analysis clearly demonstrate
the success of the new salary model in neutralizing the gender
factor in salarles. The effects of the reductlon in force
effective in 1983 and the early retirement plans effective in 1984
are clearly seen in the analysis of the age factor over the three

years, These factors combined with the new salary model have
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1984-85, the University lost_lss faculty positions or 24X of the
faculty positions it employed in 1977-78 The faculty in 1984-85
is considerably younger than its counterpart which existed in
1982-83. |

| In 1983 84 the institution initiated an early retirement
plan to encourage faculty members to retire.: Forty-two (42)
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faculty members accepted the offer and retired at the conclusion
of the 1983-84 ;caaéiii ye;;. |

These two events, the reduction in force and the early
retirement plan. help explain the dramatic improvement in the
results of both the regression analysis and the discriminant 3
analysis classification analysis over the three-year period. UNC
lost approximately 90 of {ts older faculty members during this
period and was able to hire a significant number of new faculty
members. Thus a suhstantial change in the demographics of the .
remaining faculty has occurred. The improving pattern of rank and
tenure classifications 1s to be expected as fewer faculty members
who were tenured or promoted under past policies are employed at
UNC.

Finally, in an effort to improve,the salaries of {its faculty
and to correct individual fnequities, UNC developed a new'faculty
salary model which was implemented for the 1984-85 year. This new
model called for a survey of 29 peer institutions to be selected

on the basis of similar role, mission, programs, enrollment and

budget to that of UNC. At the same time the institution developed
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a comprehensive evaluation system'uhlch was used to help determine
salaries. Therefore, a faculty nemher's salary was determlned by
the rank, discipline, time in rank and the evaluation rating for
the previous year. |

This new salary model led to a substantlal redlstrlbutlon of
salary dollars among the faculty. No salary was reduced hoLever,
a number of faculty members had their salary frozen.: In contrast
a number of faculty members received salary ralses of between
§6, 000-§9, 000 or an increase of 20% to 30%. SR

Any faculty member who receiued an unsatlsfactory evaluatlon
received no salary raise. There were approximately 20% of the
faculty who fell into this category for l984-85 salary |
determinations. Thus the salary patterns whlch had existed 1n
1982-83 and 1983-84 changed dramatically for l984-85. The purpose
for the change was two-fold as mentloned'above: (a) to improve
salaries of the faculty at UNC relative to peer institutions and
(b) to base salary decisions on rational factors such as
qualifications and evaluations rather than hlstorical factors or
inconsistent policies of the past.

.‘ The results of the regresslon analysis clearly demonstrate
the success of the new salary model in neutralizing the gender
factor in salaries. The effects of the reduction in force
effective in 1983 and the early retirement plans effective in 1984
are clearly seen in the analysis of the age factor over the three

years. These factors combined with the new salary model have
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produced a saiary'structure”uhichihas ¢9riﬂdiéifi°ﬁIPfgeééjj,f';f?~
dependency. B w” o e .mif,..{
The race factor was not significant in any of the three }é&és-
analyzed in this study. UNC has undergone significant changes
both externally imposed and internaiiy imposed.a The statisticai
techniques used to assess the status of salaries and tenure and _
promotion decisions confirm the changes have improved the Hv;:
consistency of these decisions. Hhen anaiyzed within the context ‘
of evolving institutional poiicies. these statisticai toois can
provide valuable insight into the status of decisions made with

regard to salaries, tenure or promotion.
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ULTIPLE LINEAR REGRESSION VIEWPOINTS
JLUME 14, NUMBER 1, SPRING 1985

Multiple Comparisons Via Multiple Linear Regression.
Learning the Obvious Takes Time |

John D. Willlams'
_The Unlversity of North Dakota '

Perhaps a best\start1ng'po1nt is at.the-beg1nn1ng%éthe“beg{nh1ng of
my involvement in multiple 1inear regression ala Ward, Bottenberg and
Jennings. A presess1on to the.AERA’annuel meeting 1in New Verk in 1967
was my first exposure fo this type of analysis. I must admit something
less than being fully enthralled with their ideas at the time. Despite
computer accessibility for the five day workshop, I didn't actea11y run
any proqrams, To me 1t was Just a new fad. When gettinag back to Grand
Forks (N.D.) I did feel some pangs of conscience and tried running a
simple ANOVA by regression. The problem was a three group situation;

1 was trying to run:
Y ubyXy + body + baXg + e | (1]
: where
X1 = 1 {f a member of group 1, 0 otherwise,
X, * 1 1f a member of group 2, 0 otherwise,
X3 »= 1 {f a member of group 3, Q otherwise,
bl' b2' b3 are regfession coefficients, |
Y = the criterion score, and
e, = the error in prediction with this model.
The program used at the presession was DATRAN, a forerunner of LINEAR

(which of course, I didn't actually use). The program available to me back
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North Dakota was a stock IBM program, 1n retrospect such stock pro-

-qrams‘typ1ca11y have automatic inclusion of a unit vector (or constant),
,\,,we11. what happened next 1s both a descriptor of something about my
51~persona11ty (stubborn) or, poss1b1y 1ack of 1nte111gence (slow) On a
;hda11y bas1s for seven weeks , (that S 35 t1mes) I unsuccessfu]ly tried
running the program exactly as shown in equation 1 without any change,
| ijthought possibly there was something wrong with the computer or the
-prbgrem; never did {t cross my mind that I might have made a conceptual
'etrOr. Finally, 1 started monkeying with the input (I was convinced
, the etuff in Bottenberg and Ward, 1963, was wrong). > Well, I finally
made the right m1stake. end the program actually worked'correctly. ﬁ§§
One form of that mistake 1s as follows: e' o :
Y = byt byX # boXp @0 o e (2] "Qf
The difference between equation 2 and equation 1 ostensibly 1s the E

exclusion of b0'1n_equat1on:1 and the exclusion of b3X3 in equation 2.

Also, I now know that equations 1 and 2 are reparameterizations R
of one another, There are also some other "obvious" things about
equation 2; 1t took me only four years to discover some of the '%“

obvious.

Equation 2 can allow not only a simple ANOVA, but also describes i
some important aspects of Dunnett's (1955) test (Williams, 1971); b0 ?ﬁ
is not Just a constant, but is equal to Y3. the so-called left out |
group. Also, b, Vi - V5 and b, = Vé - Vé. Equation 2 could be
rewritten as: o _ | |

Y ou Ty b (T = Tk + (T, - Tdxy + o). (3]
The tests of the regression coefficients b, = Vl - V3 and b, = v, - ¥,
are identically equal to the t values in Dunnett's test.

In addition to an ANOVA, other simple designs can be shown in a
regression lay-out, such as the analysis of covariance, the t test, and

treatments x subjects designs. The use of equations such as equation 2-?
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to complete these designs was shown in Nilliams (19}O).-yA§ uﬁua],'l “
had no 1dea at the time of the relationship to mu1t1p1e compar1sons. In
some ways, the relationships are 1) simple and direct that it gives me
cause for some degree of humility to remember how long it took me to ..
discern the obvious again. . |

Through the use of full and restricted models, a process to |
test comparisons equivalent to Tukey's (1953) test was shown (Williams,
1974a). With three groups, beginning with equation 1, Y = 1 1 + b2X2
byX5 + ;. Now suppose the test of Y, = Y, is of interest. In terms
of the regression coeff1c1en;s‘b2 ';bg is the appropriate restriction.
Then Y = bIX1 + bZX2 + b2X3 t e, or |

Y = byXy * bylXy * X3) + ey,
Let V1 = X2 + X3; then |

‘Y. blx1 * byV) + e, - 4]
Equation 4 can be reparameterized so that the unit vector (constant
term) is reintroduced by excluding either Xi or Vi. Exé]dding'xlpyields:

Y = by + bZVZ + ey | (5]

Testing t = q (R2 - Rs)ll yields a t appropriate to
(1 - RN - K)
testing Vé to 75.
On the other hand, there is an easy way to run Tukey's test by

regression, A1l that is necessary is the set of reparameterizations of

*  equation 1:

Y = by + blx1 + byXy + ey, - 12
Y = by + byX; + by¥y + ey, . (6]
and Y = by + byX, + byXq + €y, ‘ (7]

41



,Her‘, the test of the computed t values 1s identical to a similar test
. 'for Tukey s test. (It took a full three years after doing the same thing
: with Dunnett s test to realize that Tukey s test could be accomp11shed
through shccessive psUedo;Dunnett's”tests). One complication is that
most pdb11shed studentized range tables are in terms of q, rather than
in terms of testing the regression'coefficients for significance. A
table showing a direct solution using tests on the (partia]) regression
weights 1s given in w1111ams (1976, 1980). N

In that 1 routine]y would find a11'simple'repafameteriietions of
an equation for an ANOVA so1ut10n, taking seven years to discover the

obvious says something.

Two-Way D1sproport10na£e‘ANOVAs HZQ;H; .

The two-way ana1ysfs of variance with dispropgrtiqge?e_ceil,frequen-
cles has been discussed 1n many differentlgubljeqiipnsi Bottehberg and
Ward (1963) showed a fegression sqlution fqr the generalhcase. and
Jennings (1967) concentrated on the disproportionate situation. To
be honest, I had a 1ot of trouble understanding the Qenn1ng§ article,
so I tried to go about doing what I could understand from the original
Bottenberg and Ward presentation. One aspect of Bottenberg, Ward and
Jennings in their various writings 1s a concern for explicitly stating
exactly the hypothesis being tested through the use of a restriction on
the regression coefficients. This aspect has been both a blessing and

& curse; 1t 1s a blessing in the sense that the approach allows a
precise methodology. It 1s a curse in that users are often at a
disadvantage because of the cognitive completixity and relative

mathematical sophistication required in comparison to traditional
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analysis of variance methodo]odies. It cou]d be arqued that a m1dd1e
ground can be attempted. to some degree that midd]e ground was something

I tried to do (Williams, 1974b),

ha

AS an example of a two-way ANOVA with disproportionate cell frequencies
the fo11ow1ng data set was originally published in Williams (1972):

Data for Disproportionate Two-Way Analysis of Variance

Effect - R Effect
81 .Bz “_‘ ' B3
A 8 6
6 1 2
4 , - .
Ay 10 7 10
' 5 9
4 7
4 5
3 4

The solution given (1972) that was meant to s1mp11fy the process was

to form four mode1s.
Y = bo + blxl + bzxz + bsx + b4x + bs 5 + G3| [8]

where |
X1 = 1 {f from an individual in cell 1 (row 1, colum 1), O otherwise;

x2 * 1 f Trom an individual in cell 2 (row 1, column 2), O otherwise;

1 4f from an ingividual 4n cell 3 (row 1, column 3), O otherwise;

1 1f from an individual 1n cell 4 (row 2, column 1), 0 otherwise;

1 4f from an individual in cell 5 (row 2, column 2), O otherwise;
and b0 to b5 are regression coefficients for this model,
where

X7 = 1 from an fndividual in row 1, 0 otherwide and

b6’ b7 are regression coefficients for this model.
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ot

'°ffx9 =1 {f from an 1ndividual in column 1, O otherwise; -

bB’ b9 and b10 are regression coefficients for this model.

0" 11f from an individual in -column 2, 0 otherwise; and

~ Yo=byy +bypXy ¥ bygkg * bygXig * e | [11]
| "Now a solution in terms of sums of squares can be given as follows:
- From: equation 8, SSATTRIBUTABLE = 80.80;

SSpeviaTion * 51.203
equation 9, SSATTﬁIBUTABLE = 20.36;

equation 10, SSprrarayTasle = 3743 and

equation 11, SSATTRiBquELE = 80.25.

This information could be used to construct a f1tt1ng contants solu- i
tion or a hierarchical so1ut10n (Cohen. 1968) or the solution described :§;
by Jennings (1967); although Jennings 1abor1ously ‘goes through the fif
process of testing hypotheses through restrictions on a reparameterizat1onf
of the full model: i

Y ubX ¢ bzxz + b3X3 + b4x4 + bsx5 + b5x5 ey [12]
This model corresponds to equat1on 8, except that the unit vector is
omitted (bo) and the s1xthlce11 1s represented through b6x6' Because _
my solution, while 1t coincides with Jennings.Acan be addressed without_:;
adjusting the sums of squares as must be done for a fitting constants T
solution or a-h1erarch1ca1:so1ut10n,.l called this solution the "unadjusted
main effects" solution--in retrospect, a poor choice of names. It was “;i

called this because of the means of extracting the sums of squares--but °

Ats usefulness 1s because 1t corresponds to the Jennings solution. Thdt;
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by the way, is another story;-l speht'an hour”ahd.a.ha{f'cchrthcthQWEar1

that my solution gave the same results as his, at f1rst he was skeptica]

Finally, he accepted that, "computationa]iy, the1r respective sums of

squares was the same," but thought only people such as myse1f who under-
stand both approaches and used my approach as a computational short cut

| should use it; 1f you didn't know what hypotheses were being tested,

you probably shouldn't use it. 1 thought Earl was being a 1ittle harsh

back in 1972 but today I'm comthg'c1oser to agreement with that position.

In part1cu1ar, 1t cou]d be noted that the so- called "fu]l rank model“
as descr1bed by Timm and Carlson (1975), and wh1ch 1n fact they describe
using my (1972) data set, has no better c1a1m to being a full rank model
solut1pn thah dennjhgs_(1967), the hypotheses_tested by these and other
approaches are cohs1dered,1n N1111ams (1977a). it is unfortunate_that_
the T1hm and Carlson (1975) solution might be seen hy some as "standard
practice" or "state of the art". The issue rea11y is, which hypotheses
are of greatest interest? If the Timm and Carlson hypotheses are truly
of the greatest interest, they can be addressed via the Bottenberg and
Ward approach, | '

A summary table that computationally tests hypotheses proportional
to cell frequencies such as proposed by Jennings can easily be formed
from the 1nformat10n from equations 8, 9, 10 and 11:

SSpous * 20.36; SSgq g " 37.43;

SSRC = 80.80 - 80.25 = ,55;

stithin = 51,20. The summary table is as follows:
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745 an appropriate starting point The number and type of comparisons

A3

. .Table 1

., Summary Table for Two-Way
Disproportionate Cell Frequencies

- Source of Variation df  ss MS F o

W s dwr
SRS SRS B

Rws 1 2036  20.36 4.7
Columns™ 2 37.43  18.72  4.38
RXC 2 58 .28 .07
within -~ 127 5120 4.27

In regard to multip]e comparisons in a two-way 1ayout. equation 12

“(contrasts) would be 1mportant for deciding on the type of test (Dunnett‘S{t

Gl ;e

Tukey's, Scheffe' s, 1959, and Dunn's, 1961). As an example of constructiﬁw
contrast to test a hypothesis of 1nterest. suppose the researcher wants
to compare co]umn 1 to co1umn 2. weighing the ce11s by their size. the

hypothesis, in terms of samp1e means. 1s.

v, + 1?’ Y' + 5Y

In terms of the regression coefficients,

3b, +b, 2b, +5b
i __2_7p__Jt

Unraveling and solving for bl ylelds: b1 . 8/2162 + 20/21b5 - 7/21b,.
Substituting this restriction into equation 12 ylelds: |
Y = (8/21b, + 20/21bg = 7/21by)X; + byKy + baXy + byXs *+ beXg + bsxéggf

+ ey [13] e

or
Y x by(Xy + B/21X,) + baXy + by(Xy = 7/21X)) + bg(Xg + 20/21X)) +
bgXg + €7 {14]
Reparameter{zation with b6 = (0 ylelds: y
- - 21X
Y = by + by(Xy + 8/21X;) + byXg + by(Xy = 7/21X;) + bg(Xg + 20/ )
+ ey [15]
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- . Equation 14 can be used in brpgramS'where'unit'wécfdrs;tdn“bé
onmitted.” Its reparameterization, equation 15, :is useful when a unit‘
vector 1is automat1ca11y 1ncorporated into a regression so]ution
Equations 8 and 12 (full models) yield BF = ,61212. Equations 14 and
15 (restricted models) yield R% = ,38544, Then:

t = \F \](R2 - R)/1

(1 - RE)/12

= 2.648.

This t value should be tested against an appropriate table depending
upon the type and number of total coﬁparisons coﬁs1dered by the researcher.
This approach to multiple comparisons is probably much closer to

the approach of Jennings and Bottenberg and Ward than I would have con-
sidered 10 to 15 years ago. Additional considerations regarding mu1t1p1e
comparisons in the two-way analysis of variance ban be found in Williams
(1980).

Muitiple Comparisons in fhe Analysis of Covar1ancé

Students would often ask questions such as, "How do you'do multiple
comparisons on adjusted means in the analysis of covariance?" 1I've often
been impressed with questions students ask; I'm sure they've been less
impressed with at least some of my ahSwers. Well, for several years,
I didn't have any good answer to the aforementioned question (other
than, "That's a good question.") and as the answer finally came to me,
there was far more embarrassment than awe. The "answer" had been on
the printouts that I'd been using for years. In a nutshell, 1t was
simply the test of signifiance for the group partial regression
weights in a full model. An example of a solution for this problem

was taken from Williams (1979).

47



Table' :d;itakén°%rbm7w1111ams (1974b'~p. 104 and 109). ‘In Table

Z'VXi 1s a binary variable for membership in group 1y X2 {s a binary

;;var1ab1e for membership 1n group 2 and x3 1s similarly a binary variable

ffjbfor membersh1p 1n group 3 and X4 represents a pretest score; the Y value
.represents a posttest score. |

| Tab1e 2

_ Data for the Ana]ysis of Covarfance /

.,Y- S ‘-Xl SETE x2 o -X3‘ .x4u,
35 el “Q T R T I
e S 0 0 TR
32 o ol g 0 13
29 S T s 0 “10
21 . PR B 0 0 g
38 0. 1 0 29
25 0 1 0 12
36 0 Y 0 17
2% 0 | B! ’o 22
a1 0 1 0 15
27 0 0 1 17
35 0 0 1 22
19 0 0 1 10
17 0 o 1 8
32 0 0 1 13

Under the aSSUmpt1oh of a §1ngle régression 1ine on the covariate
(the pretest, X4) an analysis of covariance can be accomplished with two
11near modéls:

Y = by + byX) + byXy 4 byX, + egs [16]
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and

Y = bo +byXy + eg. - L ” (17]
In that a large part of the print-out regarding equation 16 1s usefu1
the print- out is reproduced in Table 3.

The usual ana1ys1s of covariance can be completed by using:

(RF - RR)/(g 1 (61950 - .47476)72
(1< RO/(N - ¢ - gyt - S99

= 2.09,

which for df = 2, 11, p >.05. |

In equation 16 thé‘x3 variable has been omitted. Thus b1 = Y&adj -
VSadJ and b, = Yéadj - Ysadj. To find the adjusted means; the following
equations can be used; | .

V3adj = b0 + b4X4" 15,36 + ,76(15) = 26.76;

V&adj = by +Yjadj = 5.52 + 26,76 = 32.28; and

Y. adj = b2 +Y adj = 3,20 + 27.76 = 29.96.

‘The adjusted values agree with those originally given by Williams (1974b,

p. 106), though the method shown here 1s simplified somewhat

More importantly, the standard error of the regression coefficients
corresponding to Xl and X2 are respectively equal to the standard
errors for comparing VladJ to Vsadj and Véadj to'VsadJ. Thus, the
computed t values given in Table 3 are‘direct1y usable 1n whichever
multiple comparison procedure the researcher prefers. The use of
Dunnett's (1955), Tukey's (1953), Dunn's (1961) and Scheffe's (1959)

tests are described i1n a regression format using computed t values

~in Williams (1976, 1980), Were there interest in comparing Yladj

to Véadj. a model of the form:
Y = b0 + blx1 + b3 3 + b4x4 + eg ‘ (18]
could be used, with focus on the computed t value for the x1 variable.
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Table 3
Print-Out for Equation 16

Variable Mean Standard Correlation Regression '% iiStd. Error
- ~ Deviation - XvsY Coefficient =  of Req. Coef.
4 15.00 5.8 ©0.689 0.76 . 0.22783
1 " 0.33 0.48 " 0.00 5.2 2.733%
2 0.3 . 0.48 D038 320 . 2.92653
Dependent : | ‘" - Lo
Y  29.66 6.12
INTERCEPT - 15.36
MULTIPLE CORRELATION 0.78714.
'STD. ERROR OF ESTIMATE 4.26230 |
MALTIPLE CORRELATION SQUARED | 0.61959
ONE MINUS MULTIPLE CORRELATION SQD. ~0.38041

Analysis of YSriance1forthe,kegression B

Source of VYariation Degrees Sun of - ;ﬁ-mén ,
| Of Freedom | ‘Squares Squares

Attributable to Regression 3 . 325.49  108.497

Deviation from Regression 11 199.84 18.167

Total 14 525.33

T Value -

3.33582 -
2.01905
1.09345

F'Value f

5.972



f course, multiple covariates and/or morefcomp1e%-compar1sons'can be
ncorporated; mu1t1p1e?qovqr1qtg§-can’bgiincorpona;gd\withogyfqddingétoo
uch complexity fovthelgplétion; The remarkabié thingx1; th@t‘fhe‘so1u- ‘
ion to mu1t1p1é.combar{§on; for,the ana1y51§ of_cov&riance'isae3511y -

ichieved,

Multiple Compariéons in Répeated Measure Designs

Again, the 1mpetus'(to_me) for interest in multiple comparisons in
epeated measures deéigns 1h general, and treatments x subjects designs
n particular comes from students. Students would ask, "0.K., so now
@ can do a treatments x subjects design by regression, How ‘do we run
wmitiple comparisons?”" Since they asked the question long before 1 had' J
any suitable answer, a question might be asked, "What answer did 1 give?““
To quote both the famous ana infamous {e.g. Steve Martin an&‘John
thchel]). "I forgot." ,Con51der1ng that that answer can be as simple
as, "It's right there on your printout," I won't dwell anymoré on why

1t took so long.

g_ Multiple Comparisons for Treatments X Subjects Designs

_ To consider multiple comparisons for treatments x subjects desians

jbr repeated measure designs) an example taken from Chapter 7 of

?}111ams (1974b, p. 56) 1s used; see Table 4.
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The 1nformat10n 1n TabIe 4 can be placed in a tabular form suitable

for use 1in regress1on format. see ‘Table 5.
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~ Table 5

Il1ustrat1oﬁ of Design Matrix for Treatﬁents X Subjects bés1gns 

X0 %11 %2 %13 X4
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Xg

X4

Xq

)

X1
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B

The values 1n Table 5 are defined as follows:

Y » the criterion score;

Xl = 1 1f the score corresponds to Treatment 1, 0 otherwise;

Xz = 1 {f the score corresponds to Treatment 2, O otherwise;

Xq = 1 1f the score corresponds to Treatment 3, 0 otherwise;

X4 = 1 {f the score 1s obtained from Subject 1, 0 otherwise;
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‘mtsri_af_the 5¢9re is obtained from Subject 2 0 otherwise,

‘>
]

. Xg = 1 1f the score is obtained from SubJect 3 0 otherwise,

>
~
]

. 1 1f the score s obtained from Subject 4, 0 °therW1se’

> ..
"

8 7‘1 if the score is obtained from Subject 5, 0 otherwise,

><
]

9 1 1f the score is_obtained from Subject 6, 0 otherwise;

,Xlo = 1 {f the score if obtained from Subject 7, O otherwise;
-‘xll = 1 {f the score is obtained from Subject 8: 0 otherwise;

Xyp * 14f the score {s obtained from Subject 9, 0 otherwise,

Xy3 = 14f the score is obtained from Subject 10 0 otherwise, and -
- *X14 « the sum of the criterion scores for each subJect separately.
;;A full modei for this data couid be given as:
| Y = bo + b1X1 + b2X2 + b4X4 + bSXS + b6 6 + b7X7 + b8X8 + ngg +

bioXio * P11¥qn * bio¥i2 * €0b ” [19]

~an alternative modei would be: | |
Y - bo + blxl + b3 3 + b4X4 + bsxs + b6 6 + b7X7 + b8x8 + ngg +

: bio¥po * Par¥in * br¥i2 t ey | [20]
~ See Table 6 for a printout using equation 19,

“From Table 6, 1t can be seen that t, = 1,10362 and t, = 4.59846;
‘that t values are respectively the tests regarding comparing Vl to 73
and Vé to Va. taking into account that the subjects serve as their own

controls. A similar printout could be generated using a model corre-
sponding to equation 20. Values from this printout show t1 = -3,49484,
ty = -4.59847; these t values correspond to comparing Vi to Vé and

Vs to Vé. Also, the corresponding means are Vi = 13.20, Vé = 17.00
and VB = 12.00. These computed t values should be compared to an

appropriate multiple comparison table for significance.
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Output of Full Model for Treatments X Subjects Design

Table 6

€S

Variable Mean Standard Correlation  Regression Std. Error Computed Beta
No. Deviation Xvs Y Coefficient 0f Rea. Coef, T Value - :
1 0.33333 0.47946 -0.12145 1.19998 1.08732 1.10362 0.11210
2 0.33333 0.47945 0.41105 4.93997 - 1.08732 4.59846 0.46710
4 0. 10000 0.30%12 0.33195 5.66663 1.98515 2.85451 © 0.33690
5 0. 10000 0.30513 0.28185 - 4.00001 1.98515 2.01496 . 0.23781
6 0. 10000 0-30513 ~0.37G4s -1.33331 1.98515 -0.67164 - -0.07927
7 . 10000 0.30153 -0.51085 -7.99997 - 1.98515 -4,12987 - ~0.47562
8 0.10000 0.30153 -(.15854 -2.66665 1.98515 -1.34329 . -p.15854
9 0. 10000 0.30153 ~0.290¢5 -4.66664 1.98515 -2.35077 -0.27745
10 0.10000 0.30153 6.06166 0.66668 1.98515 0.33583 0.03964
11 0.10000 0.30153 -0.993248 -1.66665 1.98515% -0.83956 -0.09909
12 0. 10000 0.30153 0.36553 5.33332 1.98515 2.68661 = 0.31708 .
Dependent “ﬂ o
Y 14.06667 5.13226
INTERCEPT 12.26667
MULTIPLE CORRELATION 0.92774
STD. ERROR OF ESTIMATE 2.43131
MULTI?LE CORRELATION SQUARED 0.86070
ONE MINUS MULTIPLE CORRELATION SQD. 0.13930
Ana]yéis of Variince for_the Regression -
Source of Variation Degrees Sum of v Mean F Value
‘ 0f Freedom Squares © - Squares
Attributable to Regression 11 657.46021 59.76910 10.11102
Deviation from Regression 18 106.430308 5.91128
Trm+ald 20 TR RAIDN




Using the Shortcut Method = =

The solution just given in the last sect*on bresooed that each”
subject (except one) 1s separately coded using a binary coding schemé
Clearly, if the number of subjects {s at all Iarge, the codinol;roceoure .
described in Williams (1977b) and using: ' |

Y = By * byXy * bpXy * by ey [213
might be preferrable. However, one difficulty with using this shortcut :
procedure is that the standard error of the regression coeff1cienus ’
for x and x2 are too small due to the degrees of freedom, as generaied.
by the computer program, not being accurate for deviation from
regressioﬂ These t values could be adjusted by multiplying by an

_ w
; 19
where MS Way {s the mean square within (or deviation from regression)

appropriate conetant. The appropriate constant is: ¢ =

- for oquotion 21 and MSwlg 1s the mean square within for equation 19, :
The MS, W) 1s 4,09225 and MS.19 s 5.91125. Thus, c = .83203, The values
generated by equation 21 for t, and t, (comparing V to V and 7' to ¥ 3)
are ty " 1,32641 and t, " 5.52678, Multiplying t and t, by ¢ yio.ds

corrected t " 1.10361 and corrected t, " 4.59845, within rounding

error of the values found earlier, Of course, MSwlg would not be
available were the researcher using the shortcut method, However,

MS . ssw where N {s the tota) number of scores, S 1s the number

"19 R-S<gFT |
of subjects and ¢ 1s the number of groups. The denominator can also

be found as (S-1)(g-1).

Repeated Measures Designs
Multiple comparisons also can be relatfvely routinized for large

data sets involving repeated measures. Williams and Williams (1984) showed
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research application of a hypothese§-té$t{ng process'forlk groups
:asured at three times for large N. More recently, they showed

in press) the same solutions to the problem done earlier in Ni]l{ams'
1980); a 3 x 4 repeated measure design with five entries per ce]l was\_ 
ade to show a problem that was not solvable in a regression format; |
‘ortunately (or unfortunately) a solution was found; so the chapter
vas entitled, "Problems less amenable to a regression solution." In
applying this solution to the larger data set, two progressively easier'
solutions were found; the_preferred solution (1.e.;leasiest‘to accomplish)
is embarrassingly cTose to a simple Bottenbeég énd'hard/ward and:Jenhings
(1973) solution. |

Perhaps the point of all of this is to give some comfort to those

who have struggled within the use of regression'as'a tethnique to address
research questions, parficuIarly as they look over their shoulders and
think they may never master the process, Insofar as I might be seen as

one who has mastered this process, let me point out, I'm still learning!
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The Effect of the Violation of the Assumption of
Independence When Combining Correlation
Coefficients in a Meta-Analysis

. Susan M. Tracz ... .. ..
‘ Callforpiq State Unly_onlty.f_l"o_ono_-
" Patricla B. Elmore ' ©

Southern IIIIdoli .Un'lvonlty.‘ Carbondale

Meta-analysis 1s a technique for combining the summary statistics from
viously conducted research studies. Pioneered by Gene V Glass (1976)
a-analysis gives not only an indication of the direction of the results of
: studies, but provides an index of the magnitude of the effect as well,
ra-analyses are reported in terms of mean effect size, ES. There are two
ves of effect sizes. An experimental effect size {s the mean of the experi-
ntal group minus the mean of the control group divided by the standard

viation, -
YE "'.xc
B = =g
X
111e a correlational effect size 1s simply a correlation coefficient,

ES = r,

Paper presented at the American Educational Research Assoclation, Chicago, April
1985
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| mode1s. The focus of this paper, however, will be the use of corre1at1°n

coefficients in meta-analyses and the effect .0f -the violation of the aSsum‘
of independence in these analyses.” ™ ' + ». ‘% - . R L

Independence G R e L G L

value of a variable for a subject is not predictable from the value of a yar
for any other subject." '
So far independence has been defined in reference to primary studies pg

by researchers who draw a random sample of subjects, measure the subjects on

variables ‘of interest, and calculate statistics from the measured data usiﬁ?
their hypothesized models. The meta-analysts, on the other hand, draw a sa;
of studies usually from Journal articles, record the numerous statistics
reported in each study, and calculate a statistic based on effect sizes or a
meta-statistic from a data set of simple statistics. When Jumping from th‘:
level of individual studies to combinatory techniques, studies parallel subJ' ts
and simple statistics parallel observations on variables. In the framework:qfi
combinatory methodology, then, independence means that the value of any stgi'
which {s included should in no way be predictable from the value of any othé?
included. statistic.

| | A
The typical study which 1s chosen for inclusion in a meta-analysis, howe%er

_’\ .'..'

will yield more than one effect size or simple statistic. When the meta- ana1§?t

uses all the statistics available {n a particular study to calculate the mea
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size, the assumption of 1ndependence 1s violated. Landman and Dawes (1982)
» five ways in which the assumption of independence,can .be violated in meta-

2s, These five types of v101ations .are .as follows T I
( "1) Multiple measures from the . same subjects.w oo .ﬂa-ﬁkxgs_. T
2) Measures taken at multiple points in time” from the S
same subjects, . . . .: o -
3) Nonindependence of scores within a single outcome
measure, . . .
4) Non;ndependence of studies within a single artic]e,‘.
an

5) Nonindependent samples across art1c1es“ (pp 506- 507)

<raemer (1983) specifica]ly provides the ‘caveat that "only one effect size
tudy can be used to ensure 1ndependence" (p. 99) 1n meta ana1yses.‘ This
that the ratio of effect sizes to studies 1n a meta anaIysis ‘should be
n order to avoid vio]ating this assumption. However, even a cursory review

1blished meta-analyses reveals that the assumption of independence is, in

, seldom met.

Dose

The purpose of this study was to determine the effect of the violation
the assumption of independence on the distribution of r and the distribution
Fisher's 2. In this Monte Carlo simulation the following four parameters were
'd with the values specified:

N - the sample $ize within a study (20, 50, 100),

p - the number of predictors (1, 2, 3, 5),

rho(f) = the population intercorrelation among predictors

(0, .3, .7),
rho(p) = the population correlation between predictors and
criterion (0, .3, .7).

Predictor and criterion variables ‘were generated to conform to\aIl possible
:ombinations of the parameters specified above and then corre1ated.r The main
parameter of interest was rho(i), since i1t was the index' of nonindependence when
it assumed a nonzero value in the multiple predictor cases. "When only one predictor
was used or when the intercorrelation among predictors, rho(1), equaled zero, then

the assumption of independence was not violated.
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criterion variabies. The arrows between variabies indicate the reiationship
among the endogenous variabies.‘ The associated 1ower case 1etters are the

standardized regression coefficients for path anaiysis.. The arrows which are noff

%

Eloure 1. Path diaqram for the one predictor case.
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Fiqure 2.

Path diagrém for the two pr

Figure 3.

path diagram fo

edictor case.

/

"/T:"EI

. I N o- §3pp

4

r the three predictor case.
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Path diagram for the five predictor case.
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rected indicate exogenous variation, and tho;éizéé?%géiénigpa%e‘éiQen as well,
The following a]gorith derived by Knapp and Swoyer (1967) was used to -
erate correlated vectors ‘of numbers: S Y
Y =ax + Y1-a2%7 Bt
:re X = a vector of randomly ;hd;én‘nymbgrs'fréﬁffhe7sféndifd‘hormé1 distribution,
Z = another vector of randdmly cﬁogéd'ndee;;;;#Bﬁwfﬂécgféndérd normal
distribution, and '_ : |
a = the desired correlation befWééﬁhX and ¥,
In the unique one predictof*case;‘tﬁé'dnféiédﬁ§é1éff6n“amoﬁg predictors
yuld not be varied‘sincé‘on1y‘dné”pfed1¢tdr‘Waé*biesedf;EUTheféfore; independence
«ists in this case. Here the X1 vector was set equal to G, a vector of randomy
hosen standard normal deviates, so the path coefficient between G and X1 {s one.
he path coefficient between X1 and Y, a, was set equal to the popuIatioh cofre]ation

etween predictors and criterion, rhd(p). Since a = rho(p), the error coefficient

or Y was Y1 - a2 or71 - rho(p)z—. The Y vector was th“en created as follows:

Yo axl + Y1 - a2

where Z = a vector 6f r&ndom]y chosen numbers from the standard_normgl distribution.
The vectors for X! and Y were then correlated. | | |

A different procedure was used for data generation in the multip]e'predictor
cases. In Figure 2, path coefficients a = b and ¢c = d. In Figure 3, a = b = ¢
and d me s f, InFigured, asbesceodeseand fegsesheqsj, In these
three diagrams the correlations between any two predictors is equal to the product
of the path coefficients cpnnecting those two predictors with the generating variable
or the quantity, al, since.a11 the coefficients between generating variables and
predictors are equal, For the correlation between two predictors to equal rho(1),
the path coefficient, a, was set equal to 1r;;;?77. Then all thé X vectors~wefe

: generated as follows: '
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1ncremental va1ues for. vectors from one to p, the number of pred1Ctor

The fo1low1ng points concern the generat1on of the Y vectors.j First it

"should be noted that each Y is a linear combination of the p pred1ctors plus.
error. The weight of that combination is c in Figure 2, d in F1gure 3, and

1‘Af 1n F1gure 4 ~Second, 1t should be noted that corre\ation coeff1cients can ‘7%

_}kreconstructed asmf91lows: -

ryxl =ct abd,

r e d ¥hac,
A

but since ¢ = d and aephe rho 1), the corre]ation between Y and any predictor

. X(i). can be wr1tten as fo110ws.

wh-crpnn-d1+ﬁnn.

Also since r 1s an estimate of rho(p), that value can be substituted 1nto“thé

¥4
equation so that it can be solved for ¢ as follows: et
Pp) = cll + A1) : | i

C = p 2‘}?

In'ngure 3 in paralle\ fashion, the correlations between the three predic

R i

and the criterion can be reconstructed as follows: _aﬁ;
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r = d + abe + acf.

P =e+bcf+ bed;‘:_ |

'ryx3 = f + cbe + cad;

sincea = b - c = rho(i). and d = e = f the corre]at1on between Y and any
dictor, X(1), can be written as fo]]ows ' ‘ E e

”yx, =d+ A1)+ Ali)d = d(l +'2P(1))

so since Fyx is an estimate of- rho(p) that value ¢an be substituted into the
i .

juation so that it can be solved,for d as follows:

P (p) = dl1 +2P(1)s

ds=
T+2

In Figure 4 the last obvious parallel exists. The corre]at1ons between the
‘ive predictors and the criterion can be reconstructed as fo]lows-

r = f + abg + ach + adl + aeJ,

.Yxl

r.. =g +baf +bch + bdi + bed,

yx2

r = h + caf + cbg + cdi + ceJ,

yx3

r = { + daf + dbg + dch + deJ,
# yx4
E r = J + eaf + ebg + ech + edf,
-3 g

but since a s bwcedane -'frho(1). and f = g = h={ = 4§, the correlation

tween Y and any predictor, X(1), can be written as follows:

rw1 s+ (1) + ) + (1) + o) F = £(1 + 4 2(1)).

ngafn r estimatee rho(p) so with the appropriate substitutions the solution

r f is as follows:
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P(P) = f(l + 4/0(1)).

.f:r
T3 .

So far in generating the Y variables in the two 'three, and five prek

~cases, the weights of the combinations, ¢, d, and f. respectively,

, have so1utio
But in each case a weight for the error term 1s needed In the Knapp and

2
. the amount of variance accounte

2

algorith the value a can be viewed as r

are given below: L o ess “
02 | . D
Ry-lz -CPyx el m PR

Ry. 123 dpy:q ) d’pyxz * d” " 3df9(p). RN

h R = =
Yy 12345 ffoyx + f/éyx + f/ﬂyx + f/ny4 +-f’?}x5 = 562 (p).

The Y variables were generated as follows:
Y = c(X1 +X2) +71 - 2cA(p),
Y = d(X1+ X2+ X3) +71 - 3dA(p)2,
Y« £(X1 +X2+X3+X4+X5) +¥1 - §FP(p)2.

Correlations between the criterion variables and each of the predictors wer ;er

calculated in the multiple predictor cases
- The number of rep11cat1ons was chosen by solving for n. in the formula for'

the standard error of the mean of the correlation coefficient given below:

1.~P4
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Jue for 0_ was arbitrarily set at .01, which was deemed sufficiently

for precision in this study. In this formuia. P 1s the popuiation
lation, rho(p), and was set equal to zero. The symbol. Nes is the sample

and was set equal to 20. Substituting these vaiues into the equation

ed Nes the number of replications, to assume the largest value that would
,ss1ble among the values fof“bakametéks. éhb(b)”éha'ns. that were chosen for
study, The solution for n , the number of rep]ications was 500.

For each combination of N, p, rho(i). and;rho(p) and{for all . rand Z
ributions, the means, medians.'andmstandard:deriations}were'caicoiated.
s ‘ . ;;; SRS
The means, medians.'and”standard deviations;ofithe correlation coefficients

all values of rho(i). rho(p). and thelnumber of’predictors. p: when N=20
har in Table 1. The'same information when N'; 50 and N = 100 appears in

les 2 and 3 respectively.

The means, medians, and standard deviations of the Fisher s Z transformation

the correlation coefficients for all values of rho(i), rho(p), and the

ber of predictors. p._when n = 20 appear in Table 4, The same information

‘n N = 50 and N = 100 appears in Tables 5 and 6 respectiveiy.

Inspection of these tables shows that when the population correlation
2fficlent, rho(p), equals zero both the mean of r and the median of r hover
ound that value and neither 1s consistently higher or lower than the other,
wever, when rho(p) assumes a nonzero value the median of r 1s usually larger
an mean r, This 1s because r is a biased statistic and 1ts distribution 1s
qatively skewed when rho(pj ts positive. This ordering of the mean and the
»dfan when rho(p) 1s not zero does not occur in_the Fisher's Z distribution.

As N increases both the mean of r and the mean ofii are better estimators
f the parameter rho{p). This follows from the Central Limit Theorem. Both

he medtan of r and the median of Z tend to be better estimators of the population
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CTable 1

When N =20

" Means, Medians, and Standard Deviations for C Lo

294 322,206

.683 .698 .129
001,003 .230
3.2 L33 L2130

5 0 ..002 -.004 .233
.3 203 .309 .216
7 b |

015 .007 .230

0,300 .36 .214

- ..004
1,296
692

-.009

.289

.686

.008

307
b

-.007
1,299

.03
.305
.703

.007:'
,320

Coe%0 706 a2

0
3
7
"2 0 T.002 0N 225 223
SR
7
0

,208
125

233
,214

126

221
208

.002 -.004

297

.695

311
710

002 -.007

295
687
004
292
694

36 .
703
.000
.303
714

®W1th one predictor nonzero rho(1) values are undefined.

bTh1s combination would generate data which are undefined.
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Table.z

Means, Medians, and Standard Deviations ‘for Correlation Coefficients

When N = 50

__rho(i)
. o 3 7
p rho(p) ¥ M4 SD. ° T M4 .SD. ¥ Md. SD

1 0 .001 -.000 .41
3 .303 ,305 .128
7 697 .705 ,073
2 0 .005 .000 .142 -,001-.003 .140 = 004 .005 .149
3 .294 .307 .32 ©.300 .305 131  .304 .305 .130
.7 .697 ,705 .075 ~ .694 .703 .076  .696 .703 ,069
30 .002 .001 139,007 .003 .145 001 -.002 .142
3,294 ,301 .130  .295 .300 .130  .295 300 .136
o b .696 .703 ,075  .694 .700 ,076
5 0 -.002-.001 .143 -,006 -.009 ,144 =-,005 -.007 .)4]
3,299 303 29 L300 305 129 .295 .300 .128
7 b b 699 .705 .07

%1th one predictor nonzero rho(1) values are undefined.

bThis combination w&uld generate data which are undefined.
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Table 3

‘Means, Medians, and Sta_ndard__-}Dg_vi_.atti"dn:'s”_;fdrmcbr.-relat.ic;ngil-toefficieh%

When N =100

e
0 : 3 g ] g
p rho(p) r Md. SD, T Mdr~so 'F M f‘,'so'
1 0 .008 .005 .108 e |
.3 299 ,303 .,091 s £
.7 .698 ,701 ,053 fop g
2 0. .004 .003 .099 -,008-.009 .101 .009 :.012
3 297 .303 091 304 .308 091  .303 .303
7700 .704 051 .69 703 053 . .699 .703 .048
3 0 -.005-.009 .098 ..002 .002 .102 -.001 .000 .
.3 301 .35 .092 302 .305 .092 .300 302
B A .698 701  .050  .695 -.699
§ 0 -002-.002 .09 .03 .001 .100 -.003 -.002 .100
3 295 .298 .093  ,206 ,302 .093  .302 .306
7 b b 699 702

%1th one predictor nonzero rho(1) values are undefined.

®This combination would generate data which are undefined.
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Table 4

Means , Medians and Standard Deviations for Fisher 3 Z Transformat1on

of the Correlation Coefficients When N = 20~ ~ = ' =

rho(1)
_ 0 .3 7
p rho(p) 7 MdZ ._so; 7 Mdz SO, 7 M4, SO,

1 o . .016 .007 .243
3 .317 .334 233
7 .885 .879 .237

20 .002 .0 .238 -.004-.007 .235 .02 -.004 .247
3,327 327 246 321 309 .240  .323 .321 .242
7 .873 .864 .242  .890 .895 241  .893 .887 .230
3 0 .001 .003 .244 -.009 -.013 ,246  .002 -.007 .24
3 0321 ,324 .244 313 .35 284,321 ,327 242
7 b .879 .874 242  ,880 .873 .24
5 0 -.002-,004 ,246 .009 .007 ,240  ,004 -,001 .233°
3,319 .319 ,248 .33 ,331 240 .316 ,313 .23
7 b | b 891 895 229

q4ith one predictor nonzero rho(i) values are undefined.

bTh1s combination would generate data which are undefined.
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Table 5

ST
P rho(p) Z Md, SO, Z M, SO . T a_
120,001 -.001 .144
3 .319 .315 144
7 .876 .877 .144 o
2 0 005 .000 .145 -.001-.003 .142  ,004 .005
C 339 .37 .46 316 315 47 . L320 315
L7877 877 M5 870 873 147 873 .83
0 .02 .001 .41 007 003 .148 . ,001 -.002
3 .39 .310 46 (310 310 145,311 .309
g b 878 .87 .45 870 .867
5 0 .,002-.000 .46 =,006 .00 .147 =-.005 -.007
J N5 W33 45 N6 L3150 145 L3100 .310
7 b b .878 .877

qith one predictor nbnzero rho(1) values are undefined.

b

This combination would generate data which are undefined.
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Table 6

Means, Medians, and Standard Deviations for Fisher S Z Transformat1on N

of the Correlation Coefficients When N = 100 o -

rho(1)
- 5
p rholp) T M4, S, I Md, SO, I MY, SO,

1 0 .008 .005 .110

30311 .33 .10

7 .870 .869 .102 | -

2 0 .004 ,003 ,101 -,008 -.009 .102  .009 .012 .098
.3 .39 .312 .00 .317 .318 ,101  .316 ,313 .098
.7 .874 .875 .00 .873 .872 ,104  .872 .874 094

3 0 -.005-.009 .099 .002 .002 .103 ~.001 .000 .098
3 .33 .35 102 315,315 .103 .313 .312 097
7 b 870 .869 .097  .863 .865 097 .

5 0 -.002-.002 ,100 .003 .001 .101 =-.003-.002 .101

.3 .38 ,308 .03 .309 .31 ,102 .315 .316 .105
.7 b b 871 .872 100,

84ith one predictor nonzero rho(t) values are undefined.

bThis combinat{on would generate data which are undefined.
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parameter, rho(p), as N increases és‘ﬁéll._ Both the mean and tte median are

sistent estimators. It should be rew*ﬂbered here that when P equa]s sero, sy

v"

Z also edua]s zero, However when r is .3, Z 1s

to fndicate that nonindependence of tte data does not affect +he estthat1on 0

the population parameter, rho(p). This is, of course, on]y for the case when, he

same parameter 15 being estimated by 211 the data | \
When eydluating the standard deviations they'shouidtbé referenced to the

known dxpected'vd]ues in the céses‘when independénceﬂts not Qididted‘ “For thé

distribution, the standard error of r can be found by substitut1ng the va]uesi

for the parameters used in this study into the fdliowing formula:

c_"-,,_-’/Ll - 2’

224, The standard error of r when rra(p) 1s .3 and N is 20 is approx1mate1y§,2ﬁ4
The standard error of r when rho(p) i .7 and N 1s 20 is approximately ,114. . Whe
rho(p) 1s 0 and N !s 50 the standard srror of r {is approximately .141, Whentrhokp
1s .3 and N 1s 50 the standard error ¢f r {s approximately .129. When rho(p;?'°i
and N s 50 the standard deviation is approximately .072. The standard errort”
when rho(p) 1s 0 and N s 100 is .1. The standard error of r when rho(p) is
and N 1s 100'13 approximately .091. Finally, the standard error of r when rho. p)
.7 and N 1s 100 {1s approximately .05!,
Inspection of Tables 1, 2, and 3 shows that all the standard deviations'd? '
close to thefr expected values, The largest deviation of the standard deviat’ﬂgé

from 1ts expected value was .015 and that was in an 1ndependent case. This

deviation 1s of no practical concern. There {s some improvement as N increases
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;e standard deviations are consistent estimators;”but there are no apparent

es over levels of rho(i) or p. .- - _;gni} .uafﬁyﬁﬁg@; Wff:ﬁi, .

i ¥ l‘c -

For the Fisher s Z distribution the values of the standard deviations can

\ ~

und by substituting the vaiues for the parameter used in this study into.-z

‘01lowing formula: - 'ﬁy' o o T
o, =__1 |
' 1 N - 3 ) . R
afore, the standard error of Z when N is 20 s approximate]y .243, The |
jard error of Z when N is 50 is approximateiy 146 Finaiiy, the standard
r of Z when N is 100 is approximateiy 102, "ul : P

Again inspection of Tabies 4, 5 and 6 shows that all the standard deviations

very close to their expected vaiues. There is some improvement in the estimates

| increases, but there are no apparent changes over either levels of rho(i) or p.

:lusion
The general conclusion, then, {s that nonindependence does not affect the -

imation of either the measures of central tendency or the standard deviations
- correlation coefficients and for Fisher's Z transformation of the correlation

fficients when the same population paremeter is being estimated.

e L
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‘fime Series Arima .MonI,S; of Undergraduate
Grade-Point Average .

Bruce R. Rogers .

Unlverqlty of Northern lowa

Abstract

The Box-Jankins approach to time series analysis, a regression method
analyzing sequential dependent observations, was used to select the -
. appropriate stochastic model for describing undergraduate grade point
-ages. The technique, applied to approximately a half century of
. from two universities, suggested that the moving average model
/ided the optimal fit, Suggestions were made for further exploration
iPA data.

\per presented at the American Educational Research Association, Chicago, April,
185
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Whenever a phenomena is observed over time, it is often useful to se
for temporal patterns witnin the data. Economistsahave studied ‘stock marke ?
prices, sociologists have examined population levels and psychologists have%
investigated changes in the incidence of depression For such purposes,
variety of time series analySiS Procedures have been developed derived pr1 ari
from the theory of multiple regression These techniques require data ga 3
from at least fifty time periods (McCleary and Hay, 1980, p. 20). Since
arcnival data covering this many time periods is not as commonly collected
in education as in some other fields, these mathematical approaches are no
as widely used in educational research. It {s the purpose of this paper:
11lustrate sucih an application, using undergraduate grade point averages. :

Although educational institutions evaluate their students each term,
-»wt‘?}i

S

as would be reQuired for a time series analysis. However. a meaningfulvt m
series can be realized by obtaining the average grades given during each
the grading periods across a lengthy time span. For about the last half
century, many universities and colleges have adopted a 5-point grading scale'

using either the letters A through E or the numbers 1 through 5. Some of ne

i i , o

institutions calculated, at each graiing period, the average of grades ani ded

to their students, with the intent of maintaining reasonable consistency
their grading standards both among their departments and across time.

Approximately fifteen years ago, reports began appearing that a conspicious
increase was occuring each year in the grading patterns-at-manyiinstitutionsv
(Birnbaum, 1977). Although that pattern appears to have abated during the

past few years (Suslow, 1977), grades remain at a noticably higner level than.
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te the {ncrease.

A variety of factors have been suggested to explain the phenomena of
tutional grade average fluctuation {Birnbaum, 1377), but there has been
« of data that support the proposed explanations. Rogers (1983)

ned several independent variables (demographic and economic) for the
ibility of explaining temporal variation over an extended time frame,
found each of them lacking in explanatory power.

Any “"explanation" of a pnenomena implies that the phenomena can be
sately described. “1athematical models, and regression models ¥n particular,
appropriate for such a description, but an exam1nation of the literature
asts that most authors rely solely on visual graphs rather than employing
ematical modeIing. It was the purpose of this study to use a stochastic
series approach to generate mathematical models that might appropriate]y
ribe the entire sequence of grade point data

Method

yle

Grade point average data were collected from two midwestern universities

about a fifty year span. For the first, hereafter ca11ed University A. ,
1+ was collected for each year from 1929 through 1982, This data {s plotted
s time series plot in Figure 1. For the second institution, hereater called
versity B, data was collected each year from 1932 to 1982, except for the
rs 1943 through 1946, when no data was available. This data {s plotted in
jure 2. |

Thase data were analyzed with the tihe ser1es analys1s proeedures
sught together in 1970 by George E. P. Box and Gwilyn M, Jenkins, in thelr

1ume entitled Time Series Analysis: Forecasting and Control: (revised
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Figure 1. Grade Point Average (GPA) at University A. by year, from'

1929 to 1982. (Prior to 1944 the data s for the who1e

year; afterward it {s for fall term.)

84




Ly
R

2:75

+

!

T4+t 1

2,50

2423

P Y -1 11

R U S— TR A —
;1932 1940 1950 1960 1970 1980

Figure 2, GPA at University 8, by year, from 1932 to 1982 (fall term).
Far 1943-1946, data are not available.
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- become ava11ab1e to a much wider audience.

" The data was processed on a Harris computer. using MINITAB (Ryan et al.,

edition 1976). These Auto- Regressive Integrated Moving Average (ARIMA)i
models (often referred to as “Box-Jenk1ns" models) require a large amou;
of data. However, when data are collected over an extended-t1me period; .
in this study, there {s the possibility that the social mean1ng of thei s
could change over time. Thus, 1t becomes difficult to assign the same
interpretation to the data at the beginning and end of the series. Non
theless, the study of temporal patterns {is an 1ntr19d1ng oﬁe, ana w{tan:

developnent of appropr1ate computer software, the Box-Jenkins methodsohave

McCleary and Hay (1980) have prepared a treatise designed to encoura

the use of the Box- Jenkins analys1s for soc1a1 science data, and to exp]icab

strategies for both analyzing tne data on the computer and presenting the

computer output. Their strategies undergird the analysis in this study’

1982). 0ther approaches and other computer Pprograms cou1d have been oseﬂ

but th1s was the one ava11able for th1s proJect. The reader w111 need to
1nterpret the methodological procedure of this study in that 1ight. |

The empirical 1dent1f1cation procedures recommended by Box and Jendj
require an analysis of the autocorrelation function (ACF) and the parttal
autocorrelation (PACF) of the time series. The graphed ACF and PACF for;m
both of the University time series are shown in Figures 3 and 4. The ACF 1s

a set of correlations, each one of which represents the correlation _between

the original sequence and 1tself when lagged

~ k units, For observations closa together. e.g., 1 or2 lags we most often

find a higher correlation than for observations further apart, as 1s typ1f1e

in Figures 1 and 2, where the correlations are slowly dying out as the lags
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~a1nérease. Th1s dying out phenomena 1s a consequence of the fundamental

tenent of the ARIMA mOdel. namely that the effect of any given input to the
system decl1nes over t1me. (Note that this 1s just the" oppos1te of a time

i

ﬁw‘
&
.
g

series of a bank savings account where. assuming a constant 1nterest rate,

the compounded interest ‘from the f1rst dollar {nvested 1ssa1ways larger
than that from any subsequent dollar invested.) When the’data 1s properly
modeled, the residuals (errors result1ng from the nodel) shou]d be random]y

X
3
distributed, and thus yield an ACF w1th with values. that are all statist1caf%§'
3
X
&

“non- sign1f1cant The goal of the Box Jenkins approach 1s to find such a f .
model. L
The Box-Jenkins approach {s a three stage procedure ‘to build a mode].
consisting of Identification, Estimation, and Diagnosis. - Each of these
will'be 111ustrated in the following analysis. The cyciée {terates until an
interpretable soiution 1s found.” ' B
University A
Ident1f1cat10n. |

- An exam1nat1on of the ACF of the raw data (Figure 3) shows that the Ac
falls to zero slowly. indicating that there 1s a strong systematic trend hg
the data, The most common method for removing this trend is to transform f
the data by replacing each observation with the difference between it and the
preceding observation, When this differencing transformation 1s complete.'thei

ACF 1s again computed. Figure 5 shows the ACF for the differences. The valuee;

are much smaller, indicating almost random data. However, there are some .

spikes, which may be due to sampling error or to some systematic process,;igfgn

further analysis 1s required, B 'fﬂ%l
The PACF {s interpreted similar to the ACF, except that each value is =

the correlation between observations k units apart after the correlation at :
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1ntermed1ate lags has been contro11ed or fpartial]ed out" The PACF 1n Figure

3 shows a single sp1ke. which may be the resu1t of what 1s ca1led a moving
O Sk S L
average (MA) component. Th1s moving average component can be conceptua]ized

as a random “shock" which {s added to each observation to obtain the predicted
value for the next observation o illt o | |

The distinguishing characterist1c of a mov1ng average process 1s the
finite duration of the shock The shock persists for q observations and
then 1s comp1ete1y suppressed (McCleary and Hay. p 61) Such a “shock“
might be the resu]t of the new grades that are added each term for each |
particu]ar student. Since the maJority of students w111 1eave the 1nstitutton
after four years, the impact of any particular student w111 vanish when that
individual leaves. _

From the ACF and PACF'we can'nou tentative1y “{dentify" theimodel as an
ARIMA.(O. 1, 1) The zero indicates that‘there 1s'no auto regress1Ve (Aﬁ)"
term, the m1dd1e 1 1nd1cates that d1fferenc1ng 1s to be used (th1s 1s the h
Integrative (I) term), and the last 1 1nd1cates a mov1ng average (MA) term.
Estimation, | | |

When the estimates of the paramaters were computed, 1t was found that

the (0, 1, 1) model produced a't-value of only 1.23 for the MA term. Since
this va1ue was not statistica11y significant at the .05 level (nor anywhere
near there), the mode] was rejected, and the procedure returned to the
identification stage. o

,Identiftcation..
It might be useful at this point to emphasize that since the estimated

ACF and PACF are based on very small samples, they are subject to relatively

large sampling errors. Consequently, any identification is very tentative.
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Because the ACF and PACE:for first differences appeared rough, it seeme

58 I?‘ ...... f-..‘ 5

appropriate to take second differences. i e ’ differences betweenithe 'f”eiz

-.4\'_

;g!"".t £y

difference scores. Figure 6 shows the resulting ACF and PACF They appear

v(ﬂ

more interpretable. suggesting a (0 2 1) model. An examination of Figure |

;‘\; ¥ ki ("
also suggested that the variance was not constant across tiﬁg To attempt

""e?z
7

to correct this, alogarithmic transformation of the data was perfornéd

oy . .
’l) ‘latgt!‘ ;:_.

Estimation

Table 1 shows the results of estimating the (0 2, 1) model. The mg§1,

average parameter of 9767 satisfies tne stationarity requirement that its

TR

absolute value be less than 1 0, and is also statistically significant atQ'

' s -ﬂ}m,
less than the 05 level

WEL R E : r’tﬂf‘f v

.Diagnosis.

- The simplest diagnostic procedure is to compare the results of tne givei
model and alternative models. In this way, it can be shown that a particular
model is optimal in that neither a simpler nor a more complex model will

e

SUff1C°' The, simpler model (0 1. 1) was already shown to be inadequate iﬁ

The more complex model (0 2 2) ylelded a statistically insignificant se%%n

MA term. $0 it was reJected. Tne (1 2, 1) model was also tested, but tﬁ%‘

Lore

“l HE '1‘ ,u-‘

AR term was insignificant. Thus. the ARIMA (o, 2, 1) model was accepted as

ﬂ’%

the “best“ fit. |
The equation generated by this procedure can be conveniently writtenf
in the following form: (1- B)2 « (la 9767B)a where B is the backshift
operator, and a, 1s the random-shock element (McCleary and Hay, (1980), 5%\4f
64). The backshift operator 18 defined as By, = Yio1 and- follows tne‘usuzl
algebraic rules. The operator (1-B) represents first di fferences and (l-B)2

R T

represents second differences.
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Table l:

S B iy
Y. wipd, .

FINAL ESTIMATE~ UF PARAMETER:
NUMBER ~  TYPE ESTIMATE °  ST. DEV.
1 MA 1 0.9767  0,0435

DIFFERENCING. 2 REGULAR

RESIDUALS., Sy = 0.0121:86 (BACHFURECA TS EXCLUI!E[J@
DE = 51 M8 = 0,000%751 ~@»t$
NO. OF OES. OKIGINAI SERIEL 54 Al TER nIFFERFNLING

bk T

Tabie 2. ”Parameter_estimgtes_for_thg ARIMA (0, 2.'2)iﬁo&é1.i

FINAL ESTIMATES OF PARAMETERS

NUMBER  TYPE ESTIMATE 8T+ DEV, T-=RATIO
1 MA 1 1,1475 0,1224 ?.30
2 MA 2 -0,3302 0.1220 -4¢35
DIFFERENCING, 2 REGULAR S ol
RESIDUALS., 88 = 0,0429018 (BACKFORECABTB EXCLUDED)
DF = 43 M8 = 0,0009977 A
NO. OF 0BS., ORIGINAL SERIES 47 AFTER DIFFERENCING 45

N ATNE &

CHE N
oo e Mg
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The random shock element a, is the stochastic component in the equation.
the ARIMA model this moving average component can be shown to be mathe-
ically equivalent to the exponentially weighted average of an previous
ervations (Pankratz. 1983, P- 49, 109; McCleary and Hay, (1980), p 63)

University B P,
ntification.

An examination of the estimated ACF and PACF of the raw data (Figure 4)
gests that this data is also non-stationary and needs to be differenced.
single spike on the PACF suggests a_(O. 1, 1) model. |
The (0, 1, 1) model produced an estimate of the Moving Average parameter
n a t-value of .23. Since this was far from statistical significance,
ifications needed to be made. Second differences were used, since the |
a appeared to approximate a quadratic trend The (0 2 1) mode]l produced

arameter with a t-value of 11 12, which was highly significant

The model was first diagnosed by comparing 1t with a more '''' complex model
ordingly, a (0, 2, 2) model was tested 1t produced significant t-values E
both MA parameters, as shown in Table 1. To compare the two “models, the

n squares of the residuals was computed. The (0, 2, 1) model;yielded_p
« ,0011274, while the (0, 2, 2) model yielded MSR = .0009977} 'Finally.

l, 2, 2) model (yet more complex) was testad, but it yielded MSR =
'11641. Consequently, the (0, 2, 2) model was favored, since it yielded
- smallest MSR. o - o

The ACF and PACF for the Residuals of model (0, 2, 2) are shown in-
ure 7. No spikes are shown at lag 1 or any other lags. The residuals

-
.ear to. meet the diagnostic criteria, so the model {s accepted.
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The model can be conveniently written as (I-B)Zyt- (1 - 1.14758 +_.530282)at.

R T
" ® [

Conclusion |

This paper has suggested that meaningful mathematical models can .be °
created to describe ‘the time series of changes in the yearly ‘grade point
average at a university. The models are very tentative. partly because of
tne small number of available observations and also because of their relative
complexity. | |

while this paper has not answered the questions about the so-called
"grade inflation." it has indicated that a mathematical description of the |
time series of grades is sufficiently complex to suggest ‘that no simple'
answer may suffice;” The data 1s unstationary, as shown by the need for
differencing; lt‘further appears to be best modeled by an approach that
postulates randon shocks that persist for only a finite time, yet each of which
can be represented as an exponentially weighted average of all previous
observations. This perhaps reflects both the influx of new students and the
persistent effects of traditional grading practices. :

Data for this study was available for only two institutions of higher
education, so the;generalizability of the results 1s 1imited. Studies vith

data from other {nstitutions would serve to indicate the existence of general

patterns across institutions.
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MULTIPLE LINEAR REGRESSION VIEWPOlNTS
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Notes end Tables to Accompany the Presentatlon°

Multiple Regression Analysis with RS I M

i f"“ “\ign<

Dichotomous Outcome Variables: Issues and Examples*

A m,‘j ¥

- Ric Brown

California State University, Fresno

OVERVIEW

The purpose of this 'applied' presentation is to demonstrate the use of
multiple regression analysis in situations where the outcome vetlable.ie
dichotomous and the predictor variables are intervally scaled. " The more com-
mon procedure in this situation is discriminant function analysis. However,
Cohen and Cohen (1975) etete: '

Lo
-t

"A few moments ol reflection will make it appatent that tor the epecial
- case where two groups are to be discriminated.... the analyeie re=
duces to a single MRC for a single dichotomous ¥ (which can be coded
1 - 0, or with any other pair of different values). The MRC analysis
is mathematically and statistically identical wlth a CA whon pl
hence, 1& is identical with a DA for 2 groups. . .12...k equals the
(sole) Rc(-Rt,) and the multiple regression oquatron is’ p:oportlonal to
the discriminant function and hence perfectly correlatod with 1t(p.442).

Mathematical formulations can be found in Tatsouka (1975).

lesues regarding the use of the general linear model (dlecrimlnant tunction
or multiple regression) with qualitative.variables is beyond the scope of this
presentation. Press and Wilson (1978) argue that logistic regression is pre-
ferable to discriminant:function analysis when one or more of the discriminating
variables is qualitative. However, they also state a preference for discriminant
analysis estimators "if the populatione are normal with identical covariance
matrices."” '

BT 115-,'-’,‘; o

*Note: Also see Myers, M., Templer, D., and Brown, R. (1984). Coping ability of
women who become victims of rape. Journal of Consulting and Clinical

Psychology, 52 (1), 73-78.
Paper presented at the American Educational Research Association, Chicago, April, 19¢

99



- a past history of psychiatric hospitalization and suicida

T,QEanPLé 1

termine if some women may be more vulnerable o ‘
investigated five domains: psychosocial: competency{' Ve a ] AR S ke
drug use, cognitive resources, and physical ability. s a
and 72 control women were administered psychometric {nst
inventory. Information was also obtained from significan
domain of prediction was psychosocial competency,uwithfg
lower on measures of ‘social presence, dominance, and assert
on external/social locus of control. A past history of ‘alcohol.
added to the rape-vulnerability profile. - Rape‘victims we

not ‘differ from control women on the Vocabulary subtest of
Intelligence Scale-Revised, but they scored lower on the Ach
pendence Scale of the California Psychological Inventory.  Physical ability
attributes were not associated with rape vulnerability (see article)

Points: T R U IR ECRE SR S

1) choice of the stepwise model 3
2) acceptability of the regression approach to journals
. 3) presentation of the data

‘EXAMPLE 2 .
" The problem of unwed adolescent pregnancy has been studied in the past
primarily as a symptom of individual psychopathology. These studies yielded
equivocal results. Gradually, the broader social context of pregnant teenage
" began to be’ ltudied. Past research pointed to the importance of the family
‘contributing to the problem.’ | ‘ .

- The objectivea of this ltudy were to inveltigate whether tamily variable
could discriminate between the families of unwed pregnant and non-pregnant’te -
All teen subjects met the research criteria of being unwed, under eighteen ‘yearsk
of age, enrolled in local high schools, and living with their families of origi“
Thirty-one pregnant teen families and 28 non-pregnant teen families compris
the study sample. BEach subject completed the Moos Family Environment Scale  (F
In addition, each parent completed a questionnaire which included a problem
checklist, demographic information, questions about the teen's dating behavi
and recent family structural changes.

The hypothesis that incongruence of perception and other family adjustment . |
variables could differentiate the two groups was explored. Pregnant teens were .
found to have longer boyfriend relationships and fewer problems as rated by the
parents. Their family's perceptions were more congruent regarding cohesion and |
mother/daughter interaction, but less congruent in terms of family conflict
(tables 1 and 2).

Pointst
1) choice of full model
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Means of Variables by ?regﬁédf/uoh-btedﬁﬁhf‘ﬁfoups

= efpbes R s e e et
N

E o St e

-‘«,.—g‘;,-g““»:sw_:‘v R e AR R

Group ) .
Variable Pregnant vi%.: Non-Pregnant - -
(1) - (2)
‘ G =t R RN
Length of Boyfriend Relationship(mos.) 10.20 ' 3,20
Conflict Incongruence 3.93 2.56
Number of Problems N:] 1.70
Control Incongruence 2.6 2.18
Cohesion Incongruence 3.26 4.0
Organization Incongruence 3.6 3.25
Mother/Daughter Incongruence 28.23 33.0
Family Changes 1.63 1.56
Independence Incongruence 2.93 3.06
L]
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Independent Variables . . ... ., .. . . .,

[Length of Boyfriend Relationship
Conflict Incongtueﬁéé
Total Number of Problems
Control Incongruence
Cohesion Incongruence
Organization Incongruence
Mother/Daughter Incongruence

Number of FamilyIChangol

Independence Incongtuence

.09'

SEEEERY L 5o A Vel

13

Re ,67 P( «01
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EXAMPLE 3

This study examined the effects of acculturation on adolescent development,
specifically focusing'on daydteaming as ‘one. aspect ‘of coping~and adaptation. .. . .
An investigation of two samples of acculturating (Hispanic and Native American)
and acculturated (Caucasian) adolescents revealed two variables’ that, in com-
bination, significantly differentiated the ‘two groups. :.These two variables,
fear of failure daydreams and distractibility, suggested that acculturating
adolescents were more likely to report guilty and fearful daydreaming ‘themes and
‘less likely to report concentration difficulties than their accultutated coparts
(tables 3,4 and 5). : R S : :

Points
1) choice of the stepwise model
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Point Biserial Correlations of Daydreaming Variables
n with Acculturation Index_;v

R

v LI
Vg

’ ~;;V;ﬁiébles~q«m_‘\

sztequency

oo o
i PR -

‘. 0 6 ‘;" fAd

_—

Absorption in Daydreaming oy f.340151 B
Acceptance of Daydreaming Ce '16‘£ T
Positive Reactions A
Frightened Reactions © .04
visual Imagety »;03 T
Problem-Solving Daydreams i02
Future in Daydreams .06
Bizarre and Improbable Daydreams .04
Mind Wandering -.16
Achievement-Oriented Daydreams .07
Hallucinatory-Vividness .08
Fear of Failure Daydreams .33
Hostile Daydreams .01
Guilt Daydreams .27
Boredom -.05
Distractability -.12
Table 4
Ssummary :Table of the Stepwise Multiple
Regression Analysis with
Acculturation as the
Dependent Variable
Independent -
Variables Multiple R R 8quare Change in R Square - 8imp
Fear of Failure o
Daydreams (DM) .33 11 11 .
Distractibility
(DQ) 042 017 006’ -

*Variables beyond this point did not significantly account for additional
between group variability (PC<0S5).
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Table 5

Acculturating vs.“Accuitutated Group Means
on the Independent Variables -

Cvaeain Forestt T wolef wl T
B R K5 RN '”‘m 4 T AL R T SIS E I SR
Variable S Accuitizrating (1) Means ' pcculturated(2)
Daydreaming ) R, - ' '
Frequency : e 35,38 36.54
Absorption in Daydreaming o.., 92.67 . . : . . 52.86
Acceptance of Daydreaming .30.82 . . ..., . - . . 28,66
Positive Reactions ' 30,59 . .. .. ., ... 28,16
Frightened Reactions : 3s.88 " 39,64
Visual Imagery 32.76 33.38
Problem-Solving Daydreams . 30.03 e e 30034
Future in Daydreams 30,77 T 31,96
Bizarre & Improbable Daydreams - 41,38 S L
Mind Wandering . 32.32 L 304024
Achievement-Oriented Daydreams 37.44 ~-38.86
Hallucinatory~Vividness 40.68 e . 42,30
Fear of Failure Daydreams 34.68 ‘ f 39.48
Hostile Daydreams 34.15 ‘ 39.24
Guilt Daydreams 41.85 ‘ 46.18
Boredom ' 41,32 . 40,60

Distractibility _ , 36.26 34.66

NOTE: A high score on each daydreaming scale means that respondents disagrgeed
with the scale's major theme. For example, a high score on Fear of
Failure Daydreams means that the subject reports few fear of tailuro
daydreams.
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E 14, NUMBER 1, SPRING 1965 o

‘Significant ln;ér;a¢tipp: __“| Got What | Needed <~

Kolth A. McNoll and o.n Smith -

Dalles Indopondont 8choo| District

. Background

The impetus for this paper was a discussion during last year's = .
'/SIG presentation . (Hoedt - and "Newman, 1984), Isadore Newman was
.cussing a test of two lines of best fit being considered as one when =~ .
alluded that this could also be considered a test of the difference
ween two correlation coefficients (since the data within both groups
| been standaridized.) The discussion awoke the interactive mind of
+ first author. Why are interaction hypotheses hinted at ‘on-so many
nts, but still remain elusive, misunderstood, and underutilized? The *
ent to which interaction hypotheses "are -utilized 'in the literature -
:ame the focus of a papet written by the two authors earlier this year
:Neil and Smith, 1985).::“A full year's issue of ‘Urban Education and the -
icnal of Research and Develo t “in Education were ‘zeviewed by the two :» :
‘hors, - Of the 57 ;acticles, »were - essay oc- ‘review larticles not :
ntain statistical analyses. 20f the 119 remaining articles, “386 tests
signiflcance were computed, with only.44: ‘interaction hypothoses ‘being
jted, The presence -(Y) or ‘absence ;(N) of .each' aspect of ifour ‘crucial i
1ps was determinwd .for each :of these 44 intoraction instances.z-- 'rhe =
ttern of Y/N responses is presented in Table 1, '

In only 5 out of the 44 instances (Pattarn ‘a) did the author tollow
9 four steps: 1) identity sehe intoractionu.,hypothcsia #in - the
terature, 2) specify the intaraction _,,vhypoth«il,» '3) “test . the

iteraction hypothesis, and - ) .correctly interprat: .the * intsraction N
‘pothesis. There were 8 instancos 'of Pattern ‘C,” wherein the ‘author = ' -
lentified in the review of literature juicy. int:o:action hypotheses, but .,
'1led to cacry through., Pattern D represents the : _.computer society, .. -
wrein the canned computer program automatically wpeovides .the - - ¢
iteraction test so the author taols obligatsd to interpret the rssults.
1at  is equally disturbing is ‘the last two bins,”/ Pattern E. ‘Here ... . :.
iteraction is not discussed until the intarprctation stage — £ood for .
hought, R

e Bt A s ek e it s oo 5 N m et i e o

'aper presented at the American Educational Rasearch Association, Chicago, -
\pril, 1985 :
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Interaction hypotheses ‘can’ easily be tested within the ,\.,Amltiple
Linear Regression (MLR). approach, -and there ‘has’.been a history of MR
being taught alongside "complex behavioral science models incorporating
interaction and non-linear variables (Zelly, Beggs, and McNeil,‘ ‘1969:
Fraser, 1979; Bottenberg and Ward, 1963). It ‘was therefore ; predicted
that a higher percentage of -interaction hypotheses would appear in
Multiple Linear Regression Vi ints, (the journal of SIG/MI.R) than in

e two journals previously rev .
When the predictors were used to predict the criterion
"for the experimental and control groups separately, "
apparent differences were found in the two regression
equations. It was these differences that led to the' ™
present ' consideration of the interaction of ‘the "¢
predictors with experimental oondition (Group) as a e
way of exploring the differences statistically.
(Dinero, 1976) 4 o
: So begins one of the few research studies which ‘tests an interaction
hypothesis in a meaningful way. All issues from 1975 through "1980 were
reviewed, Only nine applied studies were found, with 49 of the 506 tests
of significance involving interaction. Of the five studies: which -did
consider an interaction hypothesis, two studies fit Pattern B .. (10
interaction instances), one Pattern P (28 interaction instances),'-zand two
Pattern D (11 interaction instances). In no case did the researcher
include all four of what we consider to be crucial steps. Additionally,
the percentage of interaction hypotheses is lower in vi ints ‘than in
the two applied education journals discussed earlier. 'i‘hfs finding is
particularly disconcerting because much has been written in V_reswgmﬁ
about interaction and how easily one can test it within @ MLR
framework, The following (selected) review is intended to .once ,again
teinforce these interaction notions, Praser (1979) :provides a
comprehensive approach to research with MLR, Researchers who .haven't
"interacted” within the last five years ought to reread the article, ..

Review of Multiple Linear Regression Viewpoints: |
for Interaction Comments

Why so few researchers test interaction questions remains a puzzle.
All canned ANOVA computer programs coutinely provide .a test for
interaction. All stat texts discuss the concept, most in a negative
light though, (The Kelly, Beggs, and McNeil (1969) text had the audacity
to place curvilinear interaction on the text's cover.) Of most relevance
to the members of SIG/MLR is the paucity of good applied interacticn
studies outside our ijournal. This is particularly disconcerting given
the extensive discussion by numerous authors in Viewpoints. Upon
rereading the early volumes of Viewpoints, we were astounded at the
frequency and quality of interactfon g%smssions. Desiring the work of
these early "interactive pioneers" to not remain shelved, we will quote
liberally.
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construction of interaction variables e _ '

“An 1interaction variable 1is reflected in ,,MLR as :a :product of two
variables. If both variables—are—“dtchotomous ‘then 'traditional “ANOVA
designs are being reflected. If one of the variables is dichotomous and
“the ~other continuous, then a " difference :between .groups {s being

B _‘ considered (evaluating "the question ‘of -homogeneous: slopes .[{Jennings,

"1972) or the difference between 'two correlation coefficients [Hoedt : .and
' Newman, 1984])., It has been shown that in the test for homogeneity: of
~ regression slopes, both methods of calculating analysis of covariance -
- traditional ANCOVA and MLR — are exactly the 'same® (Newman and ;Fry

1972). (See also Jennings, 1972 and Williams, Naresh, and Peebles, 1972.)

If both of the variables are ' continuous then “continious
interaction" (McNeil and McNeil, 1975) or moderator variables are being
investigated., Moderator variables "lend somewhat limited support for ‘the
use of more complex models, ‘ Moderators':: improve preciction by
acknowledging possible interactive effects of the moderator variable with
other variables in the regression anlaysis. : (Reed, Feldhusen, and- Van
Modfrans, 1971) - e : _

If the variables are actually the same variable, then a higher order

effect (curvilinearity) 1is being implemented. .. This extension of -
“““interaction into curvilinearity was first:brought to the senior author's
'atttention by Jack Byrne during ‘his Doctoral ' prelims, Dinero (1977)
~ ‘later makes the connection: “Now thatone has decided to use interaction
“ terms in his prediction model, he ‘has to .decide :which ones to include,

'me nredictors ‘raised to the firstivower. those variables scuared -Or .

cubed or any of their cross-products :may be used,”: Crte 3
Dinero (1977) also reiterates the ease and valuo of conceptualizing

. “research within the MLR approach, *" "‘Once ‘& "'researcher ‘understands how to
" generate interactions, more avenues “of - investigation are open,.i:The
. regression model brings with its flexibility a  set of decisions. many
.':".:Frosoarchers in the past have either ignorod or bean unaware of." a7

.f}
STe

! :.s!ﬁa

“Interpretation of interaction

_ Many researchers avoid interactions bocause of interpratation
toblems, Here is what Viewpoints authors havo to say about the
nterpretation issue, TR

"A significant interaction hamporl the interpretation of
main effects, but the positive view is that a significant F
test of interaction tells us how to appropriately limit our
goneralization' (Spaner, 1977).

"A final word of warning is that second and higher order: -
interactions must be interpreted with great care, 1f:
meaningless or erroneous conclusions .are not to be drawn .
from research data," (Brebner, 1972)

"In general, significant three-way interaction is seen to
reflect different two-way interactions: if the ABC
interaction is significantly different from zero, then
either AB varies across C, AC varies across B, or BC varies
across A, In any case, these differences would be manifest
by significant cross-products of the standardized
predictors.” (Dinero, 1977)
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 "Indeed the value of need for. interaction tests has ‘been '
- grossly undereapbasized “in MLR studies. ‘"I suspect that
this phenomenon arisesout ‘of ‘a’ misunderstanding, perhaps
:;en)fear, of a significant interaction finding. (@aner, |
77 ; ) _

"Indeed the value of need for interaction tests has been
grossly underenphasized in MR ‘studies. ‘I suspect that
this phenomenon arises out of a’ ‘misunderstanding, perhaps
g;e’r;)fear, of a significant interaction f*nding.w (&aner,

J-{}

McNeil and Beggs (1971) accepted the reality of interaction and
challenged researchers to think about directional -interactions — thus
fully utilizing the power of their ‘statistical- test.”’ No directional
hypotheses have appeared in our review of Vie@oints S LN G R '

Nonlinear predictors S f G

-----

*sSince many of the sinplest functional relationships in the
physical sciences have been found to be non-linear or
nteractive, we £ind it interesting ‘that " few ‘non-linear '~
relationships ‘have been established in - ‘the ~’ behavioral _
sciences, especially since most behavioral scientists would
maintain that human behavior is no less complicated than
physical behavior. (McNeil, E.Vans, and McNeil, 1979)

There are "two reasons for including non-linear terms -
“either the -expected functional relationship'is non-linear,

- or the way the ‘construct has been originally measured needs
"to be modified. (McNeil, 1976) o

"A - more important aituation occurs when there is
theoretical or empirical Justification for the inclusion of
such a variable.” (McNeil and Spaner, 1971)

Interpretation problems with pon-linear terms have been addressed.

"Wwhen quadratic and interaction terms are significant,
however, interpretation is made more difficult, Still, an -
attenpt at interpretation seems somewhat . better than

ring the problem or assuming it does not exist,"”
(Reed, Feldhusen, and Van Modfrana, 1971)

"The range of. manipulations available in order ‘to test

- forms of curvilinearity is endless. However, ' contrived
departure from linearity in regression models will not make
trivial predictora into important ondes. (Jordan, 1971)
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' 'Nonlinear criterion

.. There are two instances that come to mind when a nonlinear criterion'
would be used. One instance is when the functional relationship -is"
% indeed nonlinear (McNeil, Evans, and McNeil, :1979).. " The Pythagorean"
Theorem is one such example. Any criterion that’ is a ratio “of “one"
variable to another 1is another example. - A second instance when'‘a’
nonlinear criterion would be used is when the measure of the construct -
does not map the construct, and some rescaling of the measure is‘f
necessary (McNeil, et al 1979).

l-’otential problems ' '

When continuous variables are multiplied to reflect the interaction
term several potential problems must be avoided. 'One potential problem E
. .1s that the product 1is dependent on the neans and variances .of :the.
.original scores. Thus, researchers might want to standardize . the-‘
variables before obtaining the product (Dinero, 1977), McNeil and McNeil'r'
(1975) also discussed the scaling effect on the resultant R2,  The"
product of two continuous predictor variables may not accurately reflect
the interaction. The precictor variables must be rescaled such that the
product term does match the expectations of the criterion. ’

":‘it“- B £ B PR e
o R : -.. R A "<¢ ‘;- 2

Miscellaneous technigges T ey :
~ The search for interaction .in the hypothesis generating mode has_’_
been well stated by Dinero (1977). L s e B i

'{&.‘ s -“"r' T

“»\.4 o

"Given the problem ot shrinkage, any regression anlaysis L
should be run in two phases, the first to estimate and the

second to corroborate, - This being the case, it may be just -~
as wise to explore with the data of the first phase, to the  * -~
extent of plotting the scatter diagrams, and use this -
information to select the interaction ‘term to be used in
the second phase, This type of exploration would seem to
be almoat a necessity in educational and . phychological
studies where there is 1little . such comparative data :
available, where interaction has been something more to be .
avoided than awaited, and where complex aptitude-treatment
intes:ctions oould bring exciting new interpretations to
old data.,"

A computer program has been written to assist in tinding‘ the
interactions which acocount for the most variance.

"The primary value of AID-4 to the task scientist is its
ability to identify the maximum amount of variance in the
criterion which can be accounted for by the predictors
available; it relieves the task scientist of the
trial-and-error task of attempting to identify the various
relevant combinations of linear and non-linear interaction
terms presently required by the multiple linear regression
technique. The splitting process of AID-4, being based
upon maximizing the between sums-of-squares and minimizing
the within sums-of-squares, automatically takes all present
interaction into account, indiciting the maximum variance
redictable in the cirterion from the predictors.
?Koplyay, 1972)
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Finally, the dectection of interaction is one of the major
advantages of the 'regression model® .in evaluating compensatory education
programs (McNeil and E‘indlay, 1980). Lo :

. _ X ;; mprli’
Discussion

The purpose for. providing -all the quotes in the’ previous sections
was to document the interaction efforts:made 'by authors »in Viewpoints,

The fact that the majority of these references are .over. 10 years old =~

reflects more our oconcern :for being aware ; jof, and. implementing existing -
methodology, rather than our -lack | ot ooncern £or improving existing‘
methodology. L : , e

Given that this methodology exists : tor studying interaction"
questions, why don't more researchers look at interaction? We don't have

the answer, but we have some thoughts, and we will present them grouped .

by the four major hypothesis testing steps, :. -

With respect to literature review, most authors do not review
interaction results, and .when they - 30, they review..them poorly,
Furthermore, part of t'he-publish or perish mentality is to invent new
predictor variables, rather than try to increase the: amount .of variance
accounted for, Finally, most researchers do not ‘‘understand that
ditgerent results from two studies implies an under}ying interaction N
variable P ..

In this world of posthoc orthogonal contrast ooding and alphag
protection levels few researchers realize that an interaction hypothesis
can be specified all by itself, if no other question is of interest. But
most of the statistics texts insist on a step-by-step procedure, looking
at interaction in particular ways. What ever happened to the notion ot
the research question quiding the statistical tool? -

With respect to the actual testing of the hypothesis, we have three
major concerns, First,:canned ANOVA programs generally alon't allow for
testing specific interaction questions, - Second, canned LR programs
encourage the inclusion of linear terms first, (Stepwise linear programs,
though of value for some purposes, totally ignore the testing of a
specific hypothesis,) - Third, most statistics texts still present the
interaction question as being valuable only for meeting assumptions — to
reject 80 that main effects can be tested, -

The fourth step in hypothesis testing, inter retation, also causes
some problems for those considering . interaction questlons, Unfortunately .
most of our quoted Viewpoints authors acknowledge that interpreting ‘an
interaction result can cult, But if interaction is signiticant, _
then that is reflecting reality -- and shouldn't it be more valuable to
make a "difficult" interpretation of reality as it is, than to make .some
"easier" statement about some constrained aspect of reality., Perhaps
researchers need to become more familiar with significant interaction, . :;
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Fortunately, for us, the sumary ot our o 'publishe
' Viewpoints over 12 years ago. . - zaz:e

"Perhaps one of the mdst overused -assumptions :within - ..
multivariate studies in educational research 1is that .only "
simple linear relationships exist among the variables.:
Although interactive effects have been acknowledged within
analysis of variance studies,  the 1logical - extension - to .
regression analysis has rarely been actualizad .(Reed, -
Feldhusen, and Van Modfrans, 1971). . et

~"Too ottan, even plausible intaractions ara ignored and all
subjects are lumped together and, hence, ‘treated -as .
similar. Our conceptual theories have:long ago turned ‘to = - ..
distinct groupings, . and it_ is . about time ' that - our . i
statistical procedures reflect = this -empirical

-possibility. . (Neman, Lewis, and McNail, 1973) SRR SR S

Unfortuamtaly these ocmnents seem’ to still be appropriate .z-.-today."
Hopetully tomorrow they will not ba appropriate. e _ A R

oy

Epilogua

An axamination ot why intaraction studias' ara not conductad in ona
specific area may shed some 1ight on possible solutions. ‘The two authors
have been involved with ad.xcational program . evaluations . for .several
years. As such, we function as ' the program avaluator, providing
evaluation information to the program manager. . .. - i

In order to study an interaction question, .the evaluator tirat needa
to understand interaction concepts and be able to calculate interaction
effects, Seocond, the evaluator must be able to translate these concepts
into terms that the program manager can understand. . Third, '-the
interaction question must become of interest to the p:oqram manaqor, a
person who often wants to use only the oinplalt of ltatamantl. : o

ction of inte gaction information

ogram managers usually want all otudenta to be providod tha beat
possible educatinal opportunity. This notion is usually envisioned in
the same treatment for all. Denying treatments or parts of treatments is
often not desired, and obtaining additional intormation from otudenta is
somotimes difficult if not impoesible.

Verbal outcome )

The program manager has a vested outcome in the program. Otten the
program has been devised by the manager and therefore the manager "knows®
hat the best program has been devised. Providing the same program to
all students probably costs less, is easier administratively, and is
usually more defensible to outside interests. The program manager is
hard put to take the neutral stance towards the program that evaluators
easily take,
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Implications if interaction is siggiticant:

. First, the program evaluator must clearly commnicate to the _program
manager the implications of a eigniticent interection.' Then the program
manager must incorporate this . finding into next year's program, -a task .
which requiree additional administrative attention. s . @ i».

When programs are constructed around significant interactione much
additional administrative work. is required. Program descriptions . and
guidelines must clearly reflect such interactions. ' Alternative programs
must be delineated and procedures must be ‘identified to get the right
students (and probably the right - teachers) into those - programs.
Different teaching materials may be required for the various programs, as
well as different staff development. Classroom monitoring and program
evalustions will continually need to incorporate those interactive
variables, Consequently, additional administrative effort and commitment
is required. Signiticent interactions imply that the KIss (Keep It
Simple Stupid) principle ie no longer applicable.

Roadblocks to re&lacing eigniticant interactions ' o

eryone, luding program managers, knows that reeulte need to be
replicated. The extent to which replicated results can be" generalized to
different settings and different students * is - usually -an. interesting
question. But in the educational arena programs are often changed due to
factors unrelated to evaluation results: a) new local, state, or Federal
mandates, b) change in program manager, c) availability of pereonnel to
plan and irplement the program, and d) availability of £unde. ‘ ‘

Some possible next steps for SIG members _

W we've a) es M) t adequate methodology exists to
investigate—interactive -questions;- b) documented that few interactive
questions are being investigated, and c) specified some of the roadblocks
to studying interactiom in our £ie1d, we would like to propoee some
remediation, - '

Pirst, we ehould ell ltrive in our own daily endeavors to consider
interaction hypotheses. ~We understand the methodology and can provide
exemplary behavior to other researchers.

Second, we could infuse other SIGs and the various AERA Divieione.
We challenge each of you to become involved in another SIG, to lpread the
interaction hypothesis., .

Third, many of you -participate in other national or | regional
educational meetings where more program managers are in attendance.
These program people need to know that interaction questions can be
tested == for behind every good program -manager is an interection
hypothesis.

we v
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If you are submitting a research article other than notes or comments, | would like to suggest that
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Indented abstract (entire manuscript should be single spaced)
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Method

Resuits
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