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MULTIPLE LINEAR REGRESSION VIEWPOINTS 

VOLUME 16. NUMBER 1, SUMMER 1986 
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Navy Pereonnel. Reeaerch and Development Center 

San Diego, Cellfornla 

INTRODUCTION 

Placing personnel Into Jobs to maximize expec.ted performance 1 of the organization is 
a basic problem In large organizations, The solution to this problem requires prediction of 
the expected performance of each person on each job, These estimates are frequently 
obtained by developing a separate·perfonnance prediction system for each job category. 

The predictors In these aeparate systems consist of information about each person 
(e.g., age, aptitude acores, Interests, experience). After the predictions are made for 
each person on every possible job, It Is desirable to assign each person to a job to 
maximize opected future performance, This can be accomplished by one 'of sever<1I 
available computing algorithms (Langley, Kennington, & Shetty, 197'1), 

If It ii necess.ary to use different 1011 of prediction weights to make accurate 
predictions for the various Jobs then there Is Interaction among the people and Jobs, and It 
Is Import.Ant to pay careful attention to the aulgnment2 procesa, However, If It Is 
possible to predict performance accurately using the same ael of weights for all Jobs, then 
all possible aulgnrnenlS of personnel to Jobs will yield the aame overall average 
performance. 

The hnporwnce of Interaction between people and Jobs h.1s been described by Ward 
( 198 3) . Recognition of the slgnl flcance of lnterdctlon In the predicted payoff array 
hlghlighh the fact that a constant can be added (or subtracted) from any row or column 
of the person-job predicced payoff array wilhout changing the particular configuration of 
assignments ol persons to jobs which maxlml2es the pooff, 

I we make no distinclion among productivity, payoff, and performance.
2 Assignment refers lo a general class of personnel aclions that Includes classification

lnlo altern.tti11e career fields or job types, assignment to 'specific job position or locacion, 
and other actions such as rot.1tion frorn one billet to another, 



By recognizing that the.prediction equations can consist of two types ol terrns--those
that represent the interaction of per�,ns with jobs and those that are additive--we can 
refer to one set of predictor variables as Interactive variables and the other as additive 
(or noninteractivc) variables. Since the noninteractive variable terms can be removed 
frorn the operational prediction equations without limiting the assignment process, there 
is no requirement to have these variables available in calculating predicted payoffs for 
the optimal assignment of people to jobs. These nonlnteractive variables are required 
only to develop the prediction equations In conjunction with the interactive variables, 
When noninteractive variables increase the amount of interaction (i.e., differential 
classification potential) of the interactive terms we refer to these noninteractive 
variable$ as catalytic variables. 3 Catalytic variables are needed only to develop the
weights to be used by the interactive variables, but are not required for ma_klng optimal 
assignments of people to jobs. Therefore, variables can be considered as 
potential catal)·tic variables when there is reason to believe that, when they are added to 
the prediction system In a nonlnteractlve way, they may Increase predictive accuracy and 
Increase the person-job Interaction and that there Is good reason to consider eliminating 
thern from the operational prediction equations. Candidates for catalytic var.iables ares 

I, Variables that have been used operationally but must be eliminated because time 
Is not available to collect the varlable1, For example, If It Is necessary to reduce testing 
time for the ASVAB, It mlsht be possible to use some 1ubtests as catalytic variables for 
the others without loss of classification effectlveneu, Theae catalytic 1ubte1ts would be 
used In a noninteractive way to determine the weights for the Interactive (or operational) 
aubtests. The cat11lytlc aubtests would not be required for operational administration to 
new appllcar1ts. 

3The lnter11ction by which we differentiate catalytic variables from Interactive
variables Is between predictor variables and Jobs (i.e., of variables represented in II let ol 
regression equations to predict perlorrnance in aeveral Jobs, those having aimllar wei�hh 
for the dilferent Jobs are catalytlc1 those having different weights for the dll ferent Jobs 
are lnter11cting), This lntcm1ction Is contrasted with that occurring In the case ol 
moderator variables where the Interaction Is between 1ets ol predictor v.iriables (i.e., the 
weights assigned to one set ol predictors are a function ol the values for the other set of 
vuriables (moderator) (Sandt-rs, 19 X,). Suppressor variables, on the other hand, are 
variables which are not thernscl'lcs significantly correlated with the criterion (job) 
variables, but which arc significantly correlated with ottier predictor variables which are 
correlated with the criterion. These variables then "suppress" or control for predictor 
'larlance not related to the criterion variable(s) (Horst, 1941). Suppres!.Or variables and 
catalytic variables are similar in that they both effect a change In the weights assigned 
other predictor variables when they enter the equation. 
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2. VariJbles that have been UM"d e,.periment,lll)· but will not be used operation.illy,
For example, the Vocational Interest Career Examination (VOICE) has been adminis tered 
to Air Force personnel In conjunction with the Armed Services Vocational Aptitude 
B.ittery (ASVAB). Although the VOICE variables are not used operationally, the 
classification value of the ASVAB might be enhanced by usins the VOICE scores as 
catalytic variables. 

3. S.)111e predictor variables ma)· be ver)· expensive. These variables mar be
collected on a small number of subjects In conjunction_ with less e�pensive interactive 
(operational) variables. The expensive variables can be used as catalytic variables to 
enhance the operational variables, Therefore, cost of the expensive variables Is 
e lim ina ted. 

CAT ALYTIC VARIABLE CONCEPT 

Description of Available Information 

Assume that Information Is available for performance (on the job or at a school) for 
many Individuals on many different jobs and that each person has performed on one and 
only one job, Also, auurne that the same predictor infonnation Is available for all persons 
and that all performance measures are In the wrne unlu. 

Let 

u 

■ the obs1:rved perfonnance of person I on job j (l ■ J , •• ,, lj and
j ■ I,. , ., J), 

■ the ob�crved value for Interactive predictor variable k for person I
who has performance Ylj on job j (k ■ I,, • ,, K).

thl' obscrvcd valuc for potential Catalytic lj predictor variable 1. for
person I who hilS performance Y ij on job I ( i ■ I, .• ,, L),

• a vector of Is with dimension 11 + 1
2 

+,, ,+ IJ • N, the total number
ol ind1viduah for who,n criterion information has been obtained.

Thi� inforinJtiori h shown in the arrays in Table I. 

"catal) 11,: vJriJblcs will be more formally ddined in a later section. 
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Developing Prediction Eq'uations From Interacting Variables 
} 

To determine the least squares regression weights In the usual manner, these data can 
be used to define the vectors (see Table 2) of N elements (N" 11 + 12 •· •. + 13)1

V " a vector containing the observed perfonnance V ij"

U(j) = a vector with elements equal to I if the corresponding element of Y 
inv.:>lves job j, 0 otherwise. 

X(jk) = a vector with elements having a value for variable k If the corres-
ponding element of V is from job J, 0 otherwise. 

E(J) = an err.:>r vector. 

• In this report, symbols in parentheses following a capital letter are used to distinguish
vectors (e.g., U(j) (see Table 2) is a vector with elements equal to I if the corresponding 
element of V Is from Jo� j or equal to O otherwise; X(jk) is a vector with elements equal to 
the value for variable k if an element of V Is from job j or equal to O otherwise; E(J) Is an 
error vector for Model I). 

The regression equation coefficients can be determined by solving for the coeffici-
ents A1, Bjk for J•I,,, ,,J, k•I,,, ,, K In Model I shown below, J(K+I) regression
coefficients are in the model. 

Y • AIU(I) • B11X(ll) t B12X(l2) t,,, + a,kx(lk) +,,, + a,KX(IK)

+ A2U(2) • B21X(2I) • B22X(22) •,., + B2kX(2k) t,,, t B2KX(2K)

♦ • • •

♦ • • •

This sini�ic regression model determines a prediction equation for performance on 
each job fro111 infortrtation on the predictor variables (X variables). However, the 
rei;rc�sion cqu..ition for� different job can be computed sep<1rately since the vectors 
as�ci..ited with each job are orthoi;onal to the set of vectors associated with each and 
every other job. 

The rci;rcssion coefficients Cun be displayed in the array shown in Table 3 . 
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Table 3 

The Array of Regression Coefficients 

B 

Using the Prediction Equations 

At 1er the prediction coefflcienu have been computed, they can be applied to the 

predictor Information for future groups of personnel to predict future performance for 

each peuon on every job, The prediction equations should be applied to a set of people 

whose data were not UICd to calculate the regrenion coefliclenu, This analysis Indicates 

the degree of confidence that Ihould be placed In future predictors. Since Brogden (19,.5) 

h.u shown that for any 11ulgnmenl of people lo jobs, the ,um of the multiple regression

criterion e11ilna1u equals the &um of the actual criterion scores, a further evaluation of

the prediction equ.ttlons can Involve comparison of the average performance estimates

with that performance from alternative aulgnmenu,

Once we have confidence In the pre die tion equation1, the regression coelllclents can 

be applied to a set of dJtJ obtained for a total of M subjects (see Table 4). 

Lei 

U • a column vector of Is of di111em1on M. 

X a matrix of predictor variJbles ol dimensions Mb)' K. 

A a colu111n vector of rei;rcssion cot!ll1cienh ol dimension J. 
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B " a matrix of regression coefficients of dimensions] b)· K. 

A' " the transpose of A, 

B' .. the transpose of B. 

The data set could be new or the same set upon which the prediction equation was 

developed, In which case M = N = 11 + 12 + , , , + IJ'

Table 4 

·Predicted Performance Arra)'

p. u X 

(Mi.:J) (Mxl) (MxK) 

• 

. . . 

PMJ

A' 

B' 

(Kxl) 

. . .

Table 4 reprcsenh the co111putation of the predicted score matrix P of di111emio11s �' 

b)' J, The predicted perfor111ance array P can be Input into an opti,niution algorithm 1, 

assign persons to jobs to rnaxi111ize total overall syste111 perlorir,a11ce. 
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lntc-raction Bctwt'en Prc-dictor lnfonnation and Jobs 

It Is Important to observe- the characteristics of the predicted performance array, P. 
II there Is "no-interaction" between the people and jobs, then It makes no difference 
11,hich persons are assigned to which jobs (Ward, 1983). "No-interaction" conditions 
between people and jobs in the array, P, means that 

P - P = P - P = V1u (a common value) for r=I, ••• M-1; s=r+I, ••• ,M; rt ru st su 
t=I, ••• ,J-1; u:t+I, •.• ,J

This can be writ ten as 

and 

p U = P,u + V tu
But the conditions for "no-interaction" are equivalent to 

prt + psu •Pru + pst 
This Indicates that the 1urn of the predicted perlonnance values will be the same for all 
p,)sslble aulgnmenu of people to jobs. 

The conditions for "no-Interaction" lrnply that the regrenlon weights for the 
correspondin� predictors could be Identical acrou all jobs (W1ard, 197 l, p. I i.l), It Is very 
Import.Int to rc:coi;nize th.st even though the weighh for the corresponding predictors 
c->uld be Identical across all jobs and have the "no-lnterdctlon" conditions In P, It b not 
necessary that the corresponding weights be Identical. For II there Is linear dependence 
among the predictor vectors for a partlculu job, then there could be an Infinite 1et of 
v,eli:hh that would produce the samt predicted values for that particul.sr job. It Is not 
possible, In general, to estimate the "amount of lnter.tction" by examining the differences 
a•noni: the corrt•spondin& regreulon coefficients across all jobs. 

On the other hdnd, ii the "no-interaction" condit1pns are not true, It Is said that there 
1s "mtcrJct1on" between the people and the jobs. II there h a "large amount" of 
int<:rnct1on, then it is irnportdnl to seek more opti111al assignments. In the presence of 
s,Jch interJction, rJnd.i111 as�ign111ents could result In extremely poor overall predicted 
p•HforinJnce. Th<' a111ount of intcrJct,on can be investig.ited by imposing the restrictions 

9 



of "no-Interaction" on the prediction systems and examining the loss ol predictive 

accuracy (error sum of squares) when using a si,ngle set of weights for all jobs. ltnposing

the restrictions for "no-Interaction" will be discussed in the following section. 

t N�interaction Situation 
'.'. :,v ; 

Assume that the "no-interaction" conditions are true for the predicted scores 

obtained from Model I, This would be the case if: 

81k " 82k
• . . . • 8Jk

• Bk

. . .

. . . 

. . .

BlK .• '' 82K . . . . • B JK • B
,._

,

Since this is never exactly true for real data, we can obtain so1M indication of the 

extent of Interaction by Imposing these reatrlctlons on Model I and obtain the reatrlcted 

no-Interaction regression model, Model Ira 

V • "1U(I) • s,x(I I)+ BzX(l2) ♦
1

, , ,  + BkX(lk) +, •• • BKX(IK)

• AzU(2) • BI X(2 I) • s'zX(22) • , , , • BkX(2k) • , , , • BK X(2K)

♦

10 



which can be simplified to 

Y = A1U(l) + A2U(2) +,,. + AjU(j) + ••• + AJU(J)

Letting 

+ B1(X(ll)+X(2I)+ •• , +X(jl)+,,. + X(JI))

+ BiX(l 2) + X(22) + , •• + X(j2) +

♦ 

+ Bk(X(I k) + X(2k) + , , • + X(jk) +

♦ 

+ X(J 2))

+ X(Jk))

+ BK (X(I K) + X(2K) + • , • + X(jK) + ••• ·• X(JK)) + E(l r).

X(I): X(II)+ X(21)+ 

X(2) = X(l2) + X(22) + 

+ X(JI) +, •• + X(JI)

+ X(j2) + ••• + X(J2).

X(k) : (I k) + X(2k) + , , , + X(jk) + •• , + X(Jk) 

X(K) • X(I K) + X(2K) + , , , + X(jK) + , , , + X(JK), 

give, Model Ir 

Y • A1U(I) + A2U(2) +,,, + AjU(j) +,,, + AJU(J)

+ B1X(I) + B2X(2) +,,, + 6
1,;
X(k) +,,, + BKX(K) + E(lr).

If the 1um ol squ.:irc:s ol the elements ol rc:stric led model error vector E(I r) is 
1ignilic1nlly larger than the aum ol squares ol the error E(I), then Interaction ulsu. 
However, II no lnlerc1ctlon (or a "amall amount" ol Interaction) ul111, It makes no (or 
little) dillerence which people are aulgned lo which jobs, To observe this, consider 
usignlng any two penon,, r and s, to any two jobs, uy t and u, Under the assumptions 
that the prediction welghh are Identical, the predicted scores will be: 

prt • At• Bl Xrl + 62 Xr2 • ''' • 6K �rK

psu Au• Bl X,I • 62 Xs2 ••.'•BK XsK

Pru I\• 81 Xrl • 82 Xr2 +'''+BK XrK

P,t At• Bl Xsl + 62 Xs2 +.•.•BK XsK'

11 



. , ,, The total predict�d perfonnance of assigning person r. to job t and person s to job u is 
• , the same as assigning person r to job u and person s to job t:

At + Au + 81 (Xr l  + Xs l) + ''' + 8K (XrK + XsK) =

At + Au + 81 (Xr l  + Xs l) + ''.' + BK.(XrK t. XsK).

It is necessary to have a large amount of interaction between people and jobs in order 
for alternative assignments to impro�e the total predicted performance. It is desirable to 

j 
C 

, ' ' f . 
l� � 1 , 't I ; •� :- • t • 

have a prediction system that provides accurate performance prediction and maintains a 
large amount of Interaction between people and jobs. This observation leads to 
consideration of c.italytic variables. 

In some 1it.uatlons It b posslb,le to add new predictor Information that will Increase 
the accuracy of performance prediction, and also Increase the amount of Interaction 
between people and jobs, However, requiring additional predictor Information can be 
expensive, difficult, or in sorne·cases quite controversial, Therefore, It would be desirable 
to add additional predictor Information on a small sample that would be required only for 
de,eloprnent of the prediction equation,. But the new. lnf�rmation would not be required 
for future operational auignrnent of people to Jobs. Predictor variables that increase 
Interaction but are not required for future operational use are referred to as catalytic 
vulables, 

Catalytic variables were Identified In the Introduction without definition, They are 
ahown In Table I and are designated (u deacrlbed ab0>1e) by1 

■ the obscr-1ed value lor a potential catalytic predictor variable l for
person I who has performance Y ii on Job J (-l • I, , , ., L),

\\'e will augment Model I with the catalytic variables, but require that thl' 
coefficients associated with these variables be Identical across all jobs, New vectors can 
be delined: 

C(j() a vector with elements having a value for catillytic variable l II tht· 
person performed in job j; 0 otherwise. 

12 



Then , Model 2 can be writte n as: 

Y = A1U(l) • B1 I X(I I)+ B12X(l2) + ••• + B1kX(lk) + ••• + B1KX{IK)

+ A2UW • B21 X(2 I) + B22X(22) + , •• + B2kX(2k) + ••• + B2K X(2K)

♦ 

♦ 

♦ 

♦ 

♦ 

♦ 

♦ 

♦ 

AJU(J) + BJIX(JI} • BJ2X(J2) • ••• + BJkX{Jk) • ••• + BJKX(JK)

\\' I C(I I) 

w1C(2 1 ) 

w
1
c(itl 

w1C(JJ)

' 
' ! • 

+ W 2C(l 2) • ••• + W/.C(Ji.)+,,,+ \\'L C(IL)

+ W2C(22) +,,. + \\'iC(2,')+,,,+ \\' L C(2L)

• W 2C(j2) + , , , + \\' i C(j i) + , , , + \\ L C(1L)

+ w2C(J2) •,,, + W l C(J l) + ... + \\' L C(JL) + E(2),

\\'here W < i!i the coefficient anociated with catalytic predictor .i for all jobs j • I, ••• , 
J, Aho, Model 2 Ciln be rewritten as: 

Y • A1U(I) + B11X(I I)• B12X(12) + ••• + BlkX(lk) +,,, + B11�X(JK)

, '' \: •:P
J,"l�'•t I' �:! >,, 

--":. 
• � 

,,.�•. • ' I - " 

+ A 2U(2) + B21 X(2I) + B22X(22) + , •• + B2kX(2k) + ••• + BzK X(2K)

• AJU(J) • BJ1X(ll) • BJ2X(l2) •,,. • BJkX(Jk) +,., • BJKX(JK)

• \\' 1(C(I I)+ C(21) •,,, • C(1I) • .•• + C(JI))

\\'2(C(l2) + C(22) •,,. + C(j2) + •• ,
.•CO2))

• \l t (Cle ) • C(2 t) • ... • C(J () • , .• • C{J i ))

\l L (C(J L) • C(2L) • •.• • C(Jl) • , .• • C(JL)) + E(2).

13 
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I 

De fine the new vcc tors 
(, 

C(l) = C(II) • C(21) • ••• • C(j2) • ••• • C(J2) 

C(,l) = C(l.l)+C(2i)+ •. ,+C(jt1 )+, •• +C(Jl) 

C(L) = C(I L) + C(2L) + , • , + C(jL) + , , , + C(JL). 

Then Model 2 can be writ ten as: 
\ \ w . 

Y = 'A1U(I) • 811X(l I)• 812X(12) +, •• + 811,X(l k) • ••• + 811,X(IK)

• ,l\2U(2) • 821 X(2 I) • 822X(22) • ••• • 82kX(2k) • , • , • 821� X(2K)

'♦ 

♦ 

+ AJU(J) • BJIX(JI) + BJ2X(J2) +.,,, t BJkX(Jk) +,,, + BJKX(JK)

+ \\' 1C(I) + W 2C(2) + , , , + W
,e 

C(i) t , , • • \\L C(L) • E(2),

There are now J(K+l)+L regrculo� coelllclenh to be computed. Notice that the new 
vecton C(I), C(2),,, ,,C(L) arc !l21 orthogonal to an)' of the vector1 used in Model I, 
Therefore, the co1npu1.1tional procedure for Model 2 l1 more coinplu than for Model I, 

The regreulon coelliclents can be applied  from tiodel 2 either to the data set froin 
which the coelliclenu were derived or a new data set by aug111entln& the m.itrlcu X, A, 
and B with the two matrlc;u 

C ■ a rnatrl• of potential catalytic predictor varl.iblc\ design.sled as 
1
ci, 

ln Table I, 

\\' • a matrix of regreuion coellicienh ol di1nension J b)' L with eleinents 
drd1ned a� shown below in Table ) (1.e,, the rows arc identical).

W' • the transpose of W.

Then, a rn.stri• of predicted values, Q, of dimension \1 by J, can be obt.iined ,n shown 
in Table 6. 



Table } 

Regression Co efficients f or Catalytic Variables 

\\' L 

"' 
L 

"' 
L 

Obserl/ing Prt'dic ted Scores From Model 2 

Consider aga in assign ing any two persons r and s to jobs t and u. Then, the four 
predicted scores from Model 2 are: 

Qrt • At• B11Xrl + 8t2Xr2 • ''' + 8tK XrK

• w t crl • w2cr2 • • • • • wL crL'

Q,u • Au• 8u1X 1I + 8u2X 12 + ''' + 8uKXsK

+ w 1c11• w2c,2 •••• • "'L c,L'

Qru • '\ • 8u1Xr1 • 8u2Xr2 + '·' + 0uKXrK

+ W I c, I + W 2 Cr2 + ' ' ' + W L CrL'

Q,, 
■ A, + Btl x,I + Bt2X,2 +,,, + B,K x,K

+ w1 c,1+W 2C,2 + ''' • \\'L Csl'
It can be obserl/ed that the difference between the two sums resulting from two 

d1Uere11t asslg111nenls, person r to job t and s to job u, 11nd a second assigntnent of, person 
r to job u and s to job t, Is gi.,en by: 

(Qr,• Qsu) • (Qru + Qst) • 

(lltl Xrl + Bt2Xr2 + ''' + 8tK XrK•8ul Xsl + 8u2 Xs2 + ''' + 8uK XsK) 

-(1\ul Xrl • 8u2 Xr2 + ''' + 8uK XrK•811 Xsl + 8t2Xs2 +' '' + 8tK XsK).
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The difference between these two payoff scores is determined only by the Bs and the 

Xs and there is no need to use the As, Ws, and Cs. The estimates of Bs In Model 2 were 

made usini; the Information from the catalytic variables, Cs. Therefore, It is not 

necessary to know the values of Cs for makini; optimum assignments of future groups of 

people to jobs. 

The addition of the new predictors (Cs) will make the interaction between people and 

jobs in the new array, Q, larger than the person-job interaction In the original array, P. 

Greater person-job interaction will allow for greater differential assignment potential. A 

hypothetical example is presented In the next section to Illustrate the effect of a 

catalytic variable. 

A Hypothetical Illustration of a Catalytic Variable 

Assume th;it there are four job's (J = Ii), one interactive predictor variable (K = I), and 

one catalytic predictor variable (L = I). The data analysis might produce the following 

results for Model II 

Y • A I U( I) + BI I X ( 11)

+ A2 U(2) + a21 X (21)

+ A3 U()) + a31 X (ll )

+ A
li 

U(li) • B
lil X (Iii)+ E(I),

\\'Ith numerical v11lues for the As and Ba Inser ted, Model I bccomcrn 

Y • 6 U( I) + , Ii X (11) 
+ ,u(2) + ,2 X (21)
+ l U(l) + • 3 X ()I)
+ I U(4) • ,I X (Iii)+ E(I).

This regreuio11 ,11odel can be represented gr.iphically as shown In Figure I, 

Addin& the cat.tlytlc predictor variable C(I) to the prediction system might result In 

Model 21 

Y a A I U( I) + B II X ( 11)

A.2 U(2) + B21 X (21) 
+ A.3 U(J) + B31 X 01)

+ A.4 U(4) + B41 X (41) +WI C(I) + E(2)

17 



'/'11,'l'ith numc-rical valuc-s for thc- As, Bs, and WI insertc-d, Model 2 becomes:

Ys 0U(I)+ 1.l X (II) 
n,'t+2U(2) + �8X(2I) 

,,,,,,. , ,}, +, 4 U(.3) + , .I X 01)
+ .SU(4) + .4 X (!fl) + ) C(l) + E(2). 

L 
... ,The regression model can be represented graphical!)', as 1hown In Figure 2, when the 

valu� of C(l) : 0. All other graphical representations would differ from Figure 2 by the 
amount ) C(l).

Now, consider the assignment of one perJon with an interactive predictor value of 2 
, and a second person with an interactiv� predictor value of a. to jobs I and 4, (An)' other 
combination of i>c:rsons and jobs could have been considered.) 

Using Model I gives the predicted values: 

Job I Job 4 

Pe.rson with X = 2 P21 = 6(1) + ,4(2) P24 • 1(1) + ,1(2)

Person with X ■8 P84 ■ l(I) + ,1(8)

Then, compare the predicted payoff sum obtained from aulgning the penon with X • 2 to 
Job I and the person with X • 8 to Job 4 with the predicted payoff sum obtained from 
assigning the person with X • 8 to Job I and the person with X • 2 to Job 4, Taking the 
difference gives• 

• (6(1) + ,4(2) + 1(1) + ,1(8)) • (6(1) + ,4(8) + 1(1) + ,1(2))
■ U(2) + , 1(8)) • <.4(8) + , I (2)) 
• , 11(2-8) • • I (2-8)
• (, 4-, I) (2-8) • • l ,a,

Observe that the difference betwen the two sums (-1,S) ls determined only by the product 
of the difference betw,en the B's (,Ii and ,I) and the difference between tht' X\ (2 and&), 

Making the 1arr1t' comparison using Model 2 glvea the predlc ted va luc-11 

Job I Job 4 

Person with X ■ 2 P21 • O(I) + 1,1(2) + 3 C(l,2) P211 • .5(1) + ,11(2)  + 3 C(l,2)

Person with X • 8 P81 
• O(l) + l,l(S) + 3 C(l,8) P84 

s .5(1) + ,4(8) + 3 C(l,8)

18 



II 

10 

9 

a 

6 

' 

,, � 

3 

2 

0 

2 3 

Figure I. Prediction equations using Model I. 
(Without Catalytic Variable) 

y•l+,,\X 

,, ' - 6 7 8 9 10 

X (Interactive Vt1rl1ble) 

19 



II 
u 

i , 
0 
... 

.. 

fl&"� 2, Prtdlctlon equations using Model 2

('A1 1th Catalytic: Variable) 

2 

I 

0-----------------:-----

2 ) \ ) • & 'J I t 10 

. 

X (lnttflC\\'ff Variable)

Note • 11\e ,�" '°' ctll • o

20 



Then, comparis-,n of the two sums gives the difference 

= (O(I) • 1.1(2) • .3 C(l,2) • -'(I)• ,4(8) + .3 C(l,8)) 
• (0(1) • l , l (S) • .3 C(l,S) •-'(I)♦ ,4(2) • l C(l,2))

" (1,1(2) • ,4(S)) - (1,1(1,8) • ,4(2))
= 1, 1(2-8) • ,4 (2-8)
" (1.1-.4) (2-8) = -1/,2,

Again the difference between the two sums (-4.2) is determined only by the product of the 
difference between the B� (I. I and .4) and the difference between the Xs (2 and 8). The 
values of the catalytic weight I' 1 = .3 and the catalytic values C(I) are not needed for the
comparison. The difference (-4.2) using Model 2 is larger absolute value than the 
difference (-1,8) using Model I, Comparison of other differences would Indicate a 
tendency for Model 2 differences to be larger than the corresponding differences of Model 
I. This would be true because the amount of interaction exhibited in Model 2 is greater
than the amount of interaction In Model I, The comparison of interactions In Model 2
(with) and Model I (without) potential catalytic predictors is discussed later.

In thi, hypothetical lllu,tration, the Introduction of the catalytic variable has 
Increased the amount of person-Job Interaction (and possibly significantly Increased 
predictive accuracy). But having performed Its ·catalytic function, the catalytic variable 
and its regression weight are no longer required to make optimal assignmen'ts that 
maximize the sum of the predicted performance values. 

No-interaction Situation Using Catalyllc Predictors 

We can assume no-interaction (i,e,, the regression coefficient for each predictor 
variable Is the &.1me for all Jobs) and write the same restrictions as before1 

B 11 • B 21 • ' ' ' • BJ I • BI 
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However, Imposing these restrictions on Model 2, we obtain Modl"I 2r: 
,,il 

' ' 

, Y • .A1U(l) + B1X(l l )  + B2X(l 2) +.,. + BkX(l k) + ••• + BKX(I K)

+ A2U(2) • B1X(21) + B2X(22) + ••• + BkX(2k) + ••• + BKX(2K)

♦ • • •

♦ 

+ A3U(J) + B1X(Jl) + B2X(J2) + •• , + BkX(Jk) + •• , + BKX(JK)

+ \\' 1C(I) + \\'2C(2) +.,.+Wt, C(t) +;., + WL C(L) + E(2r)

• Simplif ylng a� before we obtain Model 2r:

Y • �1U(I ) � A2U(2) +,. �.• AIU(j) •.,. + A3U(J) 

+ ,B1X(I ) + B2X(2) +,,, + BkX(k) +,., + BKX(K)

+ "\ C( I )  + W 2C(2) + •• •• + W l c(-l ) + ••• + \\' L C(L) + E(2r).

If the sum of Jquares of the elem.e.nts of restricted model. error vector E(2r) Is 
, 1 1ignlf lf��tly:1�/ger 1 th.an th� �I.Im of 1quare1 of the erro,r vector E(2), Interaction exists, If

more lnterac;:Uon exists In Mo�el 2 (when compared to. Model 2r) .than ulsts In Model I 
,,·, , , ., l• 11' , , • • •  • • 

.(when compared. to Model Ir), the .'.'potential" catalytic predictors may be truly called 
' ,}\' 

\ 

catalytic. 

Comparing Models \\'Ith and Without Catalytic Predictors 

The catalytic ellect of predictors that have been added nonlnter1ctlvely to a 
prediction 1Jystem un be lnvcatigated by comparing the error ,um of 1quare1 from the 
four models (I , Ir, 2, and 2r). Alternately, the 1quared multiple c:orrelo1tlons, Rf, Rt, R�, 
R �r' from the four models can be compared, In each of these models we h11..,e1 

• 2 2 SSE 1 (sum of squares of error for Model I) • N&y(I-R 1 ),

82 2 SSElr (sum of squares of error for Model Ir)• N y(l•R1r),

SSE2 (sum of squares of error for Model 2) z N�(I-R �), and 

SSE2, (sum of squares of error for Model 2r) = N<,2(1-R 2 
Y 2r),

22 



Then, computin& the differences 
2 2 2 D1 = SSE1r-SSE1 "Nt\,(R1-Rlr)
2 2 2 D2 = SSE2r-SSE2 = N8y(R2-R2r)

provides a basis for examinin& the catalytic effect ol additional predicton, D1 Is the sum
ol squares associated with interaction without potential catalytic predictors and D2 is the
sum ol squares associated with interaction in the presence ol potential catalytic 
predictors. 

It Is necessary to devise ways to decide II the additional predictor variables have a 
catalytic eflect lor dillerential classification of people to jobs, Observe that 02 is larger 
than DI only w_hen (R� - 1--.�) Is greater than (R�r - R:r), This means that when the
potential catalytic variables are added to the Interactive form of the operational. . , 
variables, they must lncreo1sc the accuracy ol prediction b)· a larger amount than when 

. they are added to the noninteractive form of the operational variables. Therelore, even If 
(R� - R :, Is significantly large (i.e., absolut� prediction Is ltnproved with the addition of 
the catalytic variables), there could be a decre�_se In person-job Interaction when the 
potential catalytic variables are added (See Horst (19,1/1 19,.5) for discussion of 
differential vs absolute prediction), In this case, there would be less reason to consider 

' '  ' . ' 

using the additional variables In the catalytic form, On the other hand, If 02 Is larger 
than DI (and (R� • R:) Is greater than (R�r • R:r)) we can aay that there Is an Increase In 
the amount ol lnterc1ctlon with the Inclusion of the catalytic variables. In such a cue we 
would want to use additional variables In catalytic form. 

It Is possible to Introduce consideration of a super prediction model (Model S) and Its 
squared multiple correlation, R�. This model allows for the Investigation of the Increase 
In predictive accurucy and Interaction when the potential catalytic variables (Cs) are 
allowed to have dlllerent welghu across all jobs (i.e., to join the Xs), Other comparisons 
arnons the squared multiple correlations (Rf, R:r' R�, R�r• R�) might be helplul in
making decisions about the proper role of the potential catalytic variables. For example, 

II D2 is much larger then o1 (indicating Increased Interaction), and

if R� is much larger than R� (indicating an Increase in predictive accuracy), and 

ii I{�, is insignilicantly larger than R�, then we might conclude that the 
v;iriahlcs would perform very well using only their additive, catalytic lorm 
(Model 2). 

2) 



Further stud)' and experience Is needed to dc-velop descriptive, st.,tistkal, and 
.,, ' . 

practical methods of decision-making about catalytic effects. 

APPLICATION OF THE CATALYTIC VARIABLE CONCEPT 

The procedure for introducing catalytic predictor variables will be Illustrated with 
data from the military. The f.irst example Involves four jobs, one interactive variable 

, (aptitude test) and four potential catalytic variables. 

Description of the Information from Example I 

Y lj • Performance measure of Individual i on Job j:

There arci ,00 Individuals from each job providing a total of 2000 Individuals. 

• the observed int�ractive
1 

predictor (aptitude test �core) for individual
'
, 

{ who has performa�c� Y lj on Job j. (With one interactive v�riable,
k■I,) 

I ''l. J' 1 ,; '.- '·i\ ! 

■ the observed value for potential catalytic predictor variable -1.' for
:_;1' · r'. 1 ·, t. , ,. ,' ,h ."· � , ·'. , ' ·,, 

r,:rson l w�?;�r.' �r�ormance Y II 
on job I (i. ,, 2, ,, If).

I' · ,,,� ,.- �"i' .11'.•;1 '(:,�·-· '' 1 .i'. •, / •' , 11, '. 

(In the e,cample, each catalytic variable Is a mutually ucluslve, categorlcal, binary-coded 
piedlctor variable.) 

U • a vector of h with dimension 2000.

The e,cample data would appear as dlsplayed In Table 7, 

Developing Prediction Equations frorn the Interacting Variable 

For the e,cample, the least square1 regression weights can be determined In the u,ual 
manner by defining the predictor vectom 

Y • a vector containing the observed performance Y 11
. with N • 2000

elements. 

U(j) • I II an element of Y Is from job j; or O otherwise, j • I ,  2, 3, 4.

X(jk) • an ability test value II an element ol Y is lrorn job j; or O otherwise.

E(l) = an error vector. 
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Table 7 

Observed Information for Example l 
, ... 

. : ,, ......... ·.�--\ 

Performance Interactive Catalytic 
Data Predictor Predicton 

yij
u

i J
Xik

,
C1.L

2 3 " 2 3 " 

" 1 32 1 0 0 0 
63 1 6' 0 0 0 l 

o 
1. ,oo> 82 '2 1 0 0 0 

"' 0 0 I 0 
69 66 0 1 0 0 

·, 

. . 
(1

2
• ,oo) 72 I 38 0 0 0 l 

62 1 " 0 1 0 0 
'3 1 :,, 0 1 0 0 

• • • • . • 
u
,
- ,oo> 87 1 62 0 0 0 0 

I If) 1 '" 0 0 0 I 
76 I ,,, I 0 0 0 

. • • • 
u

,,
. ,oo> 82 :,, 0 0 0 I 

(N�2O00) 

Notice 
.
that the • In the V 

ll 
array lndlcatea unknown performance Information, 1lnce each 

person performs In one and only one job. However, the O values for the mutually exclusive 
categorlal variables represent nonmembershlp In the particular category. 



Then the regression coellicients can be determined by solving lor the regr<'ssion 

coelliclents .a.1, .a. 2, .a.3, .a.,., 811,021, s31, 8 ,.1 In regression Model I. Observe that K =
I invthis· example, since there Is only one Interactive predictor variable, Model I (for 
exa,nple) Is: 

Y = A I U(I) + 8 II X (11) 

+ A2 U(2) + 821 X (21)

+ A 3 U(3) + B31 X (31)

+ A If U( 4) + B If I' X ( If I) + E(I ).

As Indicated previously, this single regression model determines a prediction equation 
;, < • •v - " . � 

lor perlormance on each of the four jobs. However, the regression equation lor each job 
can be computed separately since the vectors associated with each job are orthogonal to 

• the set of vectors associated with the other three jobs. The vectors'are lllus1rated in
· Table 8,

y 

" 
6) 

. ' 

82 

"6 
69 

72 

62 

9) 

87 

4) 

76 

82 

Table 8 
Vectors for Determining the Regreulon Coefficients for Example I 

U(I) 

0 
0 

0 

0 
0 

0 

0 
0 

0 

X(l I) 

)2 

6) 

. 

,2 

0 
0 

0 

0 
0 

0 

0 
0 

0 

U(2) 

0 
0 

0 

0 
0 

0 

0 
0 

0 

• X(2 I)

0 
0 

0 

lf9 
66 

.

38 

0 
0 

0 

0 
0 

0 

26 

U()) 

0 
0 

0 

0 
0 

0 

0 
0 

0 

X(31) 

0 
0 

.

0 

0 
0 

0 

H 
'9 

62 

0 
0 

0 

U(4) 

0 
0 

0 

0 
0 

0 

0 
·O

0 

X(41) 



The regression coefficients can be displayed as shown In Table 9. 

Using the Prediction Equations for Example I 

The prediction equations can be used to determine the predicted performance of each 

of M persons on each of the four j�bs. The predicted performance matrix P of dimension 

M by I/ is computed by the matrix multiplication as shown In Table 10. 

The predicted performance array P can be put into an optimization algorithm to 

assign persons to jobs to maximize total system perfllrmance. In the example shown, 

there are only four jobs represented and M people. Usually, there are job quotas for each 

job such that the sum of the job quotas Is equal or very nearly equal to the total number 

of people to be assigned (M In this case). 

Interaction Between Predictor Information (ability test measure) and Jobs 

A-. mentioned above, If there Is no Interaction between persons and jobs, we would 

have1 

Since this Is never uactly true for any real data, some Indication of the utent of 

interaction can be obtained by Imposing the restrictions indicated above and 1ol¥ing the 

restricted no-Interaction regreuion model, Model lr1 

V■ A1U(l)+B1X(II)

• A2U(2) • B1X(2I)

• A3UO) • B1XOI )

+ A4U(4) + B1X(4I) • E(lr)
1

which can be simplified to 

\': A1U(l) + A2U(2) + A3
U(3) + A4U(4)

• B
1
(X(l 1) + X(21) + X(ll) + X(4 1)) + E(lr). 
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Predicted Performance Array for EKample I 
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letting X(l ) = X(l I)• X(2I) • XOI) • X(lfl ) give Model lri 

II the sum of squares of the elements of restricted model error vector E(lr) ls 
"significantly" (statistically and/or practically) larger than the sum of squares of the error 
vector E(l )  (R: r smaller than R :>, then interaction exists. If ,Interaction is not indicated,
individuals can be assigned (e.g., arbitrarily or randomly) to any job without affecting 
t>ltal predicted perfonnance, 

Introducing Catalytic Variables 

Catalytic variables were defined earlier as predictor variables that Increase Interac
tion between people characteristics (i.e., interacting variables) and jobs, but are not 
required for future operational use (i.e., do not Interact themselves with jobs) to optimally 
classif)• people into jobs. 

In our example, Model l will be augmented with four catalytic predictor variables. 
However, as indicated earlier, the regression coefficients associated with each of these 
four catalytic predictor variables must be the aame for all four jobs. There shouJd be no 
Interaction between catalytic predictor variables and jobs. 

Then, four catalytic predictor vecton can be defined In our example, 

C(I) ■ 1 vector for catalytic variable 1, which, In the example, ls a binary-
coded predictor having a value of I If the observation comes from the 
first mutually exclusive category and O otherwise. 

C(2) ■ a vector for catalytic variable, 2 which, In the example, ls a binary-
coded predictor having a value of I If the observation comes the 
second mutually exclusive Ciltegory from and O otherwise. 

C(3) = a vector for catalytic variable ), which Is defined similar to C(I) and 
C(2). 

C(ti) = a vector for catalytic variable ti, which ls defined similar to C(I), 
C(2), and C(3). 
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Then, the final fonn of regression Model 2 above can be written as: 

Y" A1U(I ) + 811 X(I I)

+ A2U(2) + s21 X(2I)

+ A3U(3) + s31 X()I)

+ A4U(4) + s41 X(4I)

+ W 1C(I) + 
.
\\' /(2) + \\' 3c0l + \\' 4C(4) + E(2).

The predictor vectors C(I), C(2), C()), and C(4) are generally not orthogonal to the 
other vectors. Therefore, the computational procedure for Model 2 is more comple>< than 
for Model I, It Is Important to note that the least squares estimates of the values for A1,
A2, A3, A4, s11, s21, B31, and B41 are filU generally the same In Models I and 2. After

,1• sol'llng for the coefficienu In Model 2, the predicted performance matri>< Q of dimension 
M b)' .4 from the ma trill multiplication, as shown in Table 111 c1tn be obtained, 

No-Interaction Between Predictor Information and Jobs Using Catalytic Predictors 

The hypothesis of no-Interaction c:an be lnvestlga ted as before by assuming In Model 2 
thats , .. 

and Imposing these restrictions obtain the restricted model, Model 2ri. 

Y ■ A1 U(I ) + B1 X(II)

+ A2 U(2) + B1 X(21)

+ A� U(l) + B1 XOI)

+ A4 U(4) + B1 XW)

+ WI C(l ) + W 2 C(2) + W
.) 

C(l) + W 4 C(4) + E(2r).

As before, If the sum of squares of the elements of restricted model error vector 

E(2r) Is "slgnlllcantly" (statistically and/or practically) larger than the sum of squares of 

the error vector E(2) (R�r smaller than R�), then It can be concluded that interaction

e><lsts. If more Interaction e><ists in Model 2 (when compared to Model 2r) than exists In 

Model I (when compared to Model Ir), the "potential" catalytic predictors can be truly 

called catalytic. 
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Table 11 

Predicted Performance Array With Catalytic Variables for Example I 

��I)

I 
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Co,�p.1rlng Interactions With and WHhout Catalytic Predictors for Examples 

As Indicated abo'le1 the catalytic elfect of predictors that ha'le been added 
nonintcr.icli'lely to a prediction system can be IMesllgatcd by comparing the error sum 
of squares from the four models (I, Ir, 2, 2r). 

For the ex.:imple I data with N • 2000 we obtained: 

• N�2((1t2-R 2 ). (R2-R2 ))
y 2 2r I Ir 

No2((. I 9 30-.17 8 )).(.18 32-.17 0 ))) 
y 

No2 (.0018) = 200082 (.0018).
y y 
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The fact that D
2
-o1 Is greater than zero Indicates that some catalytic ellect Is due

.. to,,the lour predictors C(I), C(2), C(3), and C(4). Also, the Increase in absolute predktivc
accuracy (R� • R�) ls statistically signllicant. Other Information would be required to
decide II the catalytic variables are practically useful.

A second random sample of 2000 subjects was chosen and the analysis was repeated.
The difference from Sample 2 was:·

... 2 2 2 2 2 Dz-DI = Nay((Rz-Rzr) • (R,-R1r))

. 
Dz-D1 = N82 ((.1649-.t,39)�(.tm-.i471))

y 

• N8; (.0010) " 2000 �: (,0010). •

The second sample also indicates statistical!)' significant increase In absolute
pr�dictlon, an'd an Increase in tlie amount ol Interaction (D

2 
greater than D 1). This

suggests the possibility ol using the catalytic variables. 

�xample of Noncatalytic Effects ·'

Example 2 has been chosen to Illustrate "potential" catalytic variables that result In
, 

,l , ,. 

'decrease In Interaction and, therefore, become noncatalytlc variables. This eJCample
consists of three jobs, one Interactive variable (aptitude teat) and 2 potential catalytic
varlablu, There arc a total of 7043 people In the uample, 2)17 aubjects from job 11 1836
1ubjectt frorn job 2, and 2890 subjects from job),

For this uample we can compute the difference between the Interaction 1u1n of
aquares without and with potential catalytic varlablesi

�2 2 2 2 2 o2 • o1 • No
y 

((R2-R2r) • (R1-R1r))

o
2 • D1 • N8:((,3647-.3623) • (.'38).,3349)

o2 • D1 • N8;(-,0012)

= 704382 (-.0012).
y 
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Thl' "egative value of D2-o 1 Indicates that there b a decrease In person-Job

interaction (differential prediction) when the potential catalytic variables are added. 
However, there is a statistically significant increase in absolute predictive accuracy. It 

would be doubtful that' the addition of the catalytic variables would be of practical value 
In this case, 

Catalytic Effects in Operational Situaiions 

The actual catalytic effect In an operational situation depends on the particular set 

of people and Jobs under consideration. The predicted scores P (without potential 
catalytic predictors) and the predicted scores Q (with potential catalytic predictors) 

should be computed for a particular set of people and jobs. The Interaction sum of 

squares for the P matrix (designated D
P
) can be compared with the Interaction sum of 

squares for the Q m<1trix (designated D
q
) In the same manner as above, As before, It is 

suggeued that, if Dq is larger than D , then, for this particular set of people and Jobs, thep 
additional predictor variables have a catalytic effect. 

As the Interaction between people and jobs increues, It becomes more lmpor�nt to 
assign the "right person to the right Job," 

CONCLUSIONS 

II there Is no lnter.iction between people characteristics and Jobs In the prediction of 
job performance, then It makes no difference In overall system performance which people 
are auigned to which jobs. To Increase Interaction (and, therefore, differential 
aulgnrnent potential), it Is usually necesS.lry to add new variables to the operational 

v.1riables in the prediction system. The addition of new variables can be costly, time 
consuming, and frequently controversial, The approach described herein suggests adding 

predictor variables in a noninteractive way lo the operational (Interacting) predictors to 
increase the possibility of more Interaction between people and jobs. II these additional 

noninterdctive v,uiable� can Increase Interaction; they are called catalytic variables. 
Catal)·tic vMiablcs (which enter the prediction system In an additive way) are !l2.! 
required for use in the assignment of people to jobs to mhimize overall system 
performance. 
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The statistical and practical significance of the catalytic effects appro.ich should be 

.,. studied to develop guidelines for making cost-benefit declsiom about the use of catalytic 
t·i. � '� ., • ;t,-,. ' , • . .,, • . • ' 

• . 

variables. 

To gain ,1,nore "knowledge about the catalytic process, datJ already c_ollec ted for

people, jobs, and potential catalytic variables should be studied. 

Data sets involving performance measures requiring a wide variety of at tributes, and 

a large number or different jobs should be used to maximize the prospects of finding 

catalytic predictors. 

34 



REFERENCES 

Broi;den, H. F. (19 }}). least squares estimates and optimal classification. 
Psychometrika, 1QO), 2ti9-2}2. 

Horst, P. (19til), The prediction of personal adjustment. Social Science Research 
Bulletin, "8. 

Horst, P. (19}ti). A Technique for the development of a differential prediction battery. 
Psychological Monographs, No. 380. 

Horst, P. (19}}). A Technique for the development of a multiple absolute prediction 
batter)', Psychological Monographs, No, 390. 

( l f� • f 

Langley, R. \\' ., Kennington, J., & She tty, C, M. (197 ti). Elf icient computational devices 
for the capacitated transportation problem. Office of Naval Research, Naval Research 
Logistics Quarter!)·, !!.(ti), 637-6ti7, 

Sanders, D. R. (19.56). Moderator variables in prediction. Educational and Psychological 
Measurement, J!, 209-222,· 

Ward, J. H., Jr. (1983), Strateglei for capitalizing· on Individual differences In military 
personnel 1yste1m, In R. C, Sorenson (Ed.), Human Individual differences in military 
s stems (NPRDC Spec, Rep, 83-30). San Diego: Navy Personnel Research and 

evelopment Center, 

Ward, J. H., Jr., & Jennin&s, E, (197.3), Introduction to linear models. Prentice-Hall Inc,, 
Englewood Cliffs, NJ, 



SUMMARY 

Organizations have a fundamental problem of placing personnel Into jobs to maximize 
expected performance. \\'hether or not placing people in spec.Ilic jobs really makes a
dillerence In, overall expected system performance depends on the interaction of people
characteristics with jobs. '1t ls desirable to Increase the Interaction of the people 
ch.iracteristics, as measured by predictor tests, with the jobs. 

. ' 
' 

The purpose ol this effort Is to suggest a procedure for using one set ol perlonnance 
predictor variables In a sim�le noninteractiv� , way to enha'nce the dille�ential clas-. ' .  

sification potential (person-job Interaction) ol a, set ol operational predictor variables.
The nonlnteractive variables are required only In determination ol the .regression 
coelHclents (or the operational predictors, but are not· required (or operational use in 
future differential cl,usilication actions. 

Separate equations are developed to predict performance on each Job, The equations 
are determined so that the weights for the operation.al predictors are allowed (if 

, • 
• : ., � r ,,, 1 J ,, l 

necessary) to vary acrou the various jobs. However, one set of. predictors (the potential 
catalytic variables) Is required to have the same regression weights across all jobs 
(nonlnteractlv�). If this nonlnteractlve set of predlcton can' Increase the amount of 
person-Job Interaction In the new predicted performance values, then the potential for 
Improved aulgnment has been Increased. These nonlnteractlve variables are called 
catalytic, 

Since catalytic variable. are used In prediction 1ystem1 In a nonlnteractlve way, they 
are not required for future use In the clauillcatlon system, Therelore, this procedure will 
allow pcnonnel classification system de\lelopers to use a set ol catalytic predictors to 
enhance the dllferentlal classification potential ol a set ol operational (Interactive) 
predicton, but not require these catalytic predictors for luture claulllcation. If 
catalytic variables can be found, savings In time and money might be possible with little 
loss In classlf lea tlon e llec tlvencss of the opera tlonal predictors, 

This approach should be applied to prediction situations In which d.ita are already 
available and it Is desirable to enhance the classification ellectiveness of a set of 
operational predictors without requiring the operational use of the Ciltalytic variables. 
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One of the ■oat •PPt•lln1 aapecta or ■ulttple re1re11Jon to be1JnnJn1 

■ultJple re1re11Jon atudenta Ja the a■azJne fe�t perror■ed by a atepwJae

re1re11Jon co■puter proara■. The proceaa or 1electJn1 the "beat" co■bJnatJon 

or predictor, 10 errorlleaaly and errJcJently c'reatea an overwhel■Jne uree to 

uae thh procedure and the co■puter p'roera■ that acco■pl hhea it for a ■ult 1-

tude- of taaka ro� which St 11 Jll auJted,' Many textbook• on ■uJtJple reere1-

1Jon clat■ that abuae ot thia technique J1 co■■on, Draper and S■ith (1981) 

1Jve a ■tld 1tate•ent that "the 1tepwJ1e procedure Ja eaaJly abuaed by a■ateur 

1tatJ1tJclan1 Cp, 910), while Wllklnaon (1984) Ja ■uch ■ore dra■atlc: 

Stepwi1e re1re11lon 11 probably the ■01t abu,ed 
co■puterized 1tatl1tlcal technique ever deviaed, It you 
think you need 1tepwi1e re1re11ion to 1olve a particular 
proble■ you have, H h 1l■o1t certain that you do not, 
Profe11ional 1tatl1ticlan1 rarely u1e auto■ated 1tepwJ1e
re1re11lon, (p, 196) 

Cohen and Cohen (H7�) 1u111e1t that aodeJ bulldln1 1hould proceed 

1ccordln1 to dictate• ot theory rather than relyln1 �n the whl•• of a 

coaputer. But 1Jnce Jn the 1oclaJ and behavioral 1clence1 theoretical ■odeJ, 

are relatively rare (Heter et al,, 1983), Cohen and Cohen 1u11e1t that the 

1tepwhe ■ethod h a "1ore te■ptatJon" to replace theory Jn the11 1Huatlon1 

Cp, 103). 

The author■ or current ■ultlple re1rea1ton textbook■ 1u11e1t the ro)Jow

Jn1 consideration■ for 1electJn1 a 1ub1et of predictor■ for a re1re11ton

■ode I:
1. SP)Pctton of vorloblea for o regreaalon ■ode) 1hould not be o

■echanlcol proceas (Chatterjee and Price, 1977: Draper and Saith,
IY81: Neter et el., 1983; Younger, 1979),
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2. No onf' procen will con11l11tentlv ■elect the "beet" 1111dt>I (Rf'rf'nko11 et
al., 1983; Gun1t and Mason, 1980; l<leinb1rn■ 1111d Kupper, J978;
Morrlaon, 1983; Pedh11zur, 1982; Younrer, 1979).

3. Th■re h no one "t,e■t" ■ode) ■ccordlnr to anl' co■■on criterion ■uch 111the ■axl•u• R2 (Chatterjee and Price, 1977; Freund and Minton, J979;
Neter et al., 1983).

•· The ■tepwl■e •rthod 1hould not be u■ed to build ■ode)■ for explanatory
research (Cohen and Cohen, 1975; Pedh11zur, 1982).

In addition, ■any authora point out that the 1tepwhe Hthod h111 ll■lted 

.uHfulne11 when the predlctora 11re hl1hly correl■ted (Chatterjee and Price, 

1977; J<lelnbaua and Kupper, 1978: Neter et al., 1983), If a key 1et or v11ri-

able■ wor� Jn coablnatlon (Youn1er, 1979), or when 1uppre11lon exht1 (Cohen 

and Cohen, 197,), Chatterjee and Price (197JI 1ueee1t that with aultlcollin· 
,, 

,earlty the backward aethod i• preferred althouah other author• 1u�1e1t that 

the backward aethod 1hould not be u1ed Jn thi1 c111e becau11 or co•putational 

inaccuracy that Hy occur U aulUcolllneulty h 11vert and a near 1in1ular 

aatrJx 11 inverted, 

In 1plt1 or the1e 1u1111tlon1, there are 1tlll aany r11earch 1tudle1 

reported In the literature ln which th••• 1uldellne1 are vlolatad, Re1uJt1 

are reported of a aodel •,elected" by the co■puter, u1ually u1ln1 the 1tepwl1e 

■ethod with no indication that thl■ ■odel •ltht not be lhe "correct" or "be■t"

one, The dhcunlon of the ■elected ■odel 11 done In a aech11nlcal h■hlon 

with no Indication 1lven of a careful critique of the adequacy or the 

co■puter-■elected ■odel, Explanatory lnterpret11tlon1 are frequently ■ede 

(Pedhazur, 1982) which often take the for• of con1lderln1 variable■ ,elected 

by the co•puter to be "good" predictor■ of the dependent variable becau1e they 

have 11 "1l1nlflc11nt rel11tlon1hlp" and v11rl11ble1 not ■elected by the co■puter 

are con■ldered to be "poor" predictor■ bec11u1e they do not have 11 "1l1nlflc11nt 

rel11tlon1hlp". A variable that ■11y be one or the beat predictor■ when ■tudled 

JndlvJdue)Jy and that fit• nicely into 11n exl■tlng theory will be considered 

to be a "poor" predictor al■ply because It doe, not occur In the ■elected 

■ode) even though Its o■l11lon ■uy be due to predicting the 1u11e variance 11& 
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other predictor■ already in the ■ode) that are no better predictor■ than it 

I■, 

There are ■any other co■petlne procedure■ that can be u■ed to ■elect 

variable■ for a reere■■lon ■odel other than the.■tepwl■e ■ethod. Three ■ajor 

one■ ■entioned In ■any reere11lon textbook■ are the forward, backward, and 

be■t ■ub1et1 ■ethod■,· Thi• paper will endeavor to coapare the ■tepwl■e ■ethod 

with the■e ■election ■ethod1 to deter■ine the type■ of ■odel•_that each would 

be likely to ■elect and in ■o dolne deter■lne the ■treneth• and weakne■■e• of 

each ■ethod. 

Method 

The procedure u■ed wu to apply each of the coHon ■elecUon ■ethod1 to 11 

nu■ber or date ■et■ or varJou■ type, and evaluate the difference, between the 

•odel■ cho■en, The 1ourc1 tor ■ach or the data ■et■ u■ed in the analy■l■ 11

de■crJbed below, In Table 1 the nu■ber of 1ubJect■ and nuaber of predictor■ 

for each data ■et 11 lJ■ted, 

Dptp 111\1 U,s,d 

1, OMAI Data Set Al fro• Oun■t and Ma1on (1980) 

2, OMA3 Deta Set A3 fro■ Oun,t and Ma■on (10801 

3, GMA6 Data Set A6 fro• Gun■t and Ma1on (1980) 

4, GMA8 Data Set A8 fro■ Gun1t and Ma1on (10�01 

6. GMlll Data Set Bl fro■ Gunst and Maaon (19801 

8, GMR2A-GMB2B -- Data Set B2 fro■ Gun1t and Ma1on (1080) 

7. TAL -- Project Talent data fro■ Lohne1 and Cooley (1066)

8, ENR1-ENR5 -- 1986 fre1h■an enroll■ent data fro■ Andrew, Unlver1lty 

9. LONG 

10, HALO 

Data fro■ Loneley (1967) 

Data fro• Draper and Saith (1081) 

lJ, SUI' --- Data generated fro• a contrived correlation ■atrlx 

3'1 



Nine or the date ■et, were 1.-lected fro• textbook• that uaed the data 

■et■ to llluatrate Jntere1tine and/or unu,ual application• of reereaaion thul

would be brou11ht out by the data. All of the variables were not included in 

■oae or the ■eta. So•e or the variable■ Jn the GMA3 ■et were not used because

there were aore variables than 1ubject1. One variable waa reaoved fro• the

GMB1 ■et due'to tolerance proble•• CH• tolerance wa■ .,below ,01, and thu■ was

autoaatJcally excluded fro• the BMDP2R proera■ althoueh Jt would not have been

included in"any or the ■odell H tolerance had been lenored). • The cateeorJcal

var Jab lee rroia the' TAL aet were not u1ed. i' 

The SUP data wa■ eenerated uslne a proera■ deacrJbed in Morr!■ (19711) 

fro• a contrived correlation ■atrJx,dcacrJbed below that included variable■ 

that Jllu■trated 1uppre11Jon. To eet a correlation ■a.trix with 1uppre11ion, 

three varJablea"were con■tructed co■poaed or rando■ nu■bera with the tJrat 

variable deal1nated 111 'the dependent variable and the other two deal1nated 111 

independent v'arhbloa, A Courth variable waa then conatructed which did not 

have a hi1h correlation with the dependent variable by itaelr but yielded a 

hilh ■ultiple correlation with the dependent variable when co■bJnnd with the 

two previoualy choaen Independent variable,. The correlation ■atrlx Cro■ thla 

data waa then u■ed III Input to the Morrh proera■ which 1enerated a new aet or 

data which 1ave the 11■1 correlation ■atrlx but waa "■1r1lnally nor■al," The 

correlation ■atrlx uaed wa11 

2 

3 

4 

1,000 
I 3 

,292 

4 
,397 

J,000 -,1911 -,088

J. 000 -, 1127 
1,000 

An alternate approach that would have elven an equivalent ■otrix would 

have been to uae the ■ethod augeeated by Lutz (1983). 
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GMD2 waa run twice u,ing a different dependent variable each ti■e. The 

F.NR data woa analyzed with 6 different aeta of predictor•. The variable• uaed 

for the ENH data act• were •elected fro■ 86 variable■ which in turn were 

aelected fro■ a lareer data ba■e that included ,ee variable■, A principal 

co■ponenta f�ctor analyai■ waa conducted uaine the 86 variable• and the 

variable• loadlnc on the 1, factor• with the. hteheet eieen value, (all above 

1 ,3) were ueed in the 6 aeta of predictor&, 
' ' 

ENRl had 1 predictor fro■ each of the first 7 factora, 

ENH2 had 2 predictor& fro■ each of the firat 7 factora. 

ENH3 had, predictor■ fro■ each of the fir■t 7 factors. 

ENR4 had predlct�r fro■ each of the 1, factor■. 

ENH5 had 2 predictor• fro■ each of the 1, factors. 
;1,' 

The co■puter proer••• uaed to ■elect the be■t •odel fro■ each data aet 
.,, • . a; .  

were BMDP2R for the atepwt■e, forward and backward aolutton■, and BMDP9R for 

the be■t 1ub1et1 ■olutton, The 1tepwt1e and forward ■ethod1 u1ed an 

P•to•enter lt■lt of 2,0 and the 1tepwl1e •ethod u1ed an P•to-re■ove ll■lt of 

1 ,99. These ll■lt• are In line with reco■■endatton1 •ade for proper u■e of 

1tepwl1e re1re•1lon which 1u1111t that the P·to•enter lt■lt aelected ahould be 

fairly low •o a■ to allow ■ore variable• a chance to ahow their worth Jn the 

final ■odel. The backward ■ethod uaed • co■pareblt F•to•re■ove lt■it of 2.0, 

The BM0�9H proera■ aelected the ■odel with the lowe■t Cp value, which J■ the 

default value of the proera■, An Ideal Cp value 11 one that la equal to or

lower than the nu■ber of pare■etera in the ■odel (pr�dlctor■ + 1), Dixon end 

Drown (19791 auggeat that thl1 criterion will rive ■odel1 in which the 

variable• in the ■odel have F•to-re■ove value, above 2.0, ■eking thl■ 

criterion ■l■ilar to that uaed in the other three ■ethod■, or cour1e, the 

1peclflc ■odels eelected would differ if other criteria were ueed, but the 

overall characteristic• of the four eelection ■ethoda should not chanee, To 

evaluate a different criterion, on ao■e co■pari■ons it will be noted what the 
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re1ult1 would have been If an F-to-enter/re■ove level of 4.0 had been used 

,:'rather than 2.0, 
, . ,�, i' 

Table 1 report, the ch11r11cterl1llc1 of the 1ub1el1 ,elected by the 4 

1electJon ■elhods with the 16 dote 1et1. _For the ■tepwile ■elhod the nu■ber 

of predictors ■elected le reported alone with the R2 for the 1elecled ■ode). 

For the other ■'ethode lnfor■atJon' h only pre■ented If 'the ■odel •elected wae 
., 

different fro■ the ■odel 1elected by thfl 1tepwJ ■e ■ethod. AddltJonaJ 
,- ; 'i � ', 

lnfor■atlon provided for these ■odel1 tncludea the nu■ber of pr�dlctor1 tn 
; \ 

that ■odel that were not In the 1tepwhe ■odel and the nu■ber of predlctora in 

the 1tepwl1e ■odel not Included In that aodel. 

Re1ult1 

On 9 of the J6 data Htl, the 4 ■ethod1 cho■e dUre're.nt ■Odeh ualne 

the Initial crJterJ·� of a' P-to-�nter/re■ove oC 2,0 and the Joweat Cp, In 
I • 

' ' J < ' • 

co■p11rl1on with the 1tepwl1e aethod, the forward ■ethod cho1e • different 

■odeJ on 2 date Htl, the �a�kw�rd iaeth�d choH a dlrterent' ■odel on & dote
i,• 

1et1, and the be1t 1ub11t1 ■ethod cho1e � different aodel on 7 data 1et1, The
,,,, 

backward ac,thod end but 1ubaet1 ■c1thod dlrrered on 4 dete 1ot1. For each or

the data 11t1 on which dlrterencu were round, the dJfferencu will be

deacrlbed In detail,

OMA3 The 1te11wl111, backward and but 1ub11tl aethnd■ ■elected the IIIH 

■odel which had I le11 verhblt then thel eelected by _the forward Hthod, If

P-to-enter/re■ove JJ■lll or 4 .O had been uaed, the etepwhe end backward

aethod1 would heve re■oved one eddltJonal verleble elvJne 11 4 predictor ■odel

while the ■odel cho1en by the forward aethod would not have chaneed, thu■

havlne 2 ■ore predictor■ than the 1tepwl1e and beckward aethod■.

GMA6 -- The backward and be■l 1ubeet1 ■ethode eave the ■a■e ■odel which 

had an R2 ■ore than twice ea ■uch a■ that found by the ■tepwile and forward 

■ethoda which irave the 111■e ■odel, The R2 value, found were .150 and ,347.
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The ■tepwi■e/forward •od�l had 2 predictor■ and the backward/be■t 1ub1et1 

•ode) hod 7 predictor■. The 1tepwi1e/forward ■ethod■ did not enter a third

variable because the )iehe■t P-to-enter wa■ 1,86. The wor■l variable in the 7 

variable backward and beat 1ub1et1 ■ode) had a P-to-re■ove of 3,211. If an F

lo-enter li■it of 4.00 had been uaed, there would have been no variable• 

included in the ■tepwlae/forward •ode) ■ince the fir■t variable entered had an 

P-to-enter of 2,110 while the backward ■ethod would have re■oved the aeventh

variable leavine a 6 variable ■odel with an R2 of ,300, The atepwiae ■ethod 

eave ■uch lower R2 valuea at F-to-enter li■Jt■ of both 2,0 and 4.0. The Cp

value for the backward/beat 1ub1et1 ■odel waa 4,02 tor 7 predictor, while the 

atepwiae/forwurd ■ode] hod a Cp value of 11,114 for 2 predictor■, indicatJne the 

7 prodlctor ■ode] cho1en by the backward and beat 1ub1et1 ■ethod1 wa1 a ■uch 

bettor ■ode], 

OMA8 �- The 1tepwhe, forward, and backward ■ethod11 produced the 1aae 

■ode) which wa, different fro■ that cho1en by the beat 1ub1et1 ■ethod, The

beat 1ub1et1 ■ode) had 1 l••• predictor, the la■t variable cho■en by ,the 1tep· 

wl■e/torward ■ethod■ 1nd the varl■ble which would have been the next to be 

deleted by the backward ■ethod, The R2 valuee tor the 2 ■odel■ were ,886 and 

,87'1, The Cp valuee for the a ■odeh were about Identical (1.IIJ for th11 

1t1pwl1e/forward/backward ■ode) ■nd 1,110 tor the beat 1ub1et1 ■odel), The F· 

to-ro■ove for the fourth varlable_lncluded In the lareer ■odel wa, 2,28. 

GMRl •·The 4 ■ethod1 produced 3 ■odeh, with the 1tepwlle and forward 

aethod■ ■electJnr. the 1a■e ■ode). The R2 value■ for the ■odel1 were ,716 for 

the II predictor beat 1ub1et1 ■ode), ,727 for the 8 predictor 1tepwi1e/forward

■odel, and ,739 for the 8 predictor hackward ■odel� All of the variable• Jn

the best 1ubaet1 ■ode) were included in the atepwiae/forward ■ode) with the 

addltlonol voriohle in the 1tepwhe/forw11rd ■odel havine an P-to-enter of 

2.02. The bockward ■ode) used 4 of the 6 predictors in the 1tepwi1e/forward 

■udel and 4 addltional predictors. The Cp values were 3.27 for the
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elepwJee/forward ■ode) an4 3,14 for lhe beet eub1el1 ■ode), The backward 

■odel wa, nol )lated ae one of lhe 10 be1t 8 predictor ■odel1 Jn the BNOP9R

be1l eubeet1 1eleclJon even lhoueh it had an R2 of ,737 which wa1 hJeher than 

9 of the 8 variable ■odel1 lJ1ted. If the F-lo-enter and P-lo-re■ove ll■lt1 

had been •.o, both the 1tepwi1e/forward and backward ■odel1 would have 

Included G variable• but only 3 would have been co■■on to both. The G 

variable ■odel R2 would heve been .716 for the 1tepwl1e/forward ■ode) and .697 

for the backward ■ode). 

GMB2B -- The ■ode) ae)ected by the 1tepwJ1e and forward ■ethod, had only 

predictor _with an R2 valuf! of .176. No variable wa1 even cloee to beJne 

con,ldered for entry a, the F-to-enter value for the beat additional 1econd 

variable wa, 0,76. The backward and beat 1ub1et1 ■odel• were the 1aae with 5 

predictor, and an R2 of ,609, The wor1t variable Jn the G predictor ■odel had 

an F-to·re■ove value or 8,12, The rea1on for the dl1crepancy between the 

■odela wa, that 2 or the variable, were only 100d predictor, In co■blnatJon.

In the 1tepwl1e 1olutlon, one of thl1 paJr would have been the 1econd variable 

added with an P-to-enter or 0,76 and lncrea1Jn1 the RI fro■ ,178 to ,193, The 

third variable added would have been the other ■eaber of the pair which would 

have lncreaaed the R2 to ,371, The better predictor of the pair In the eer.ond 

1lep added only ,017 l,lt3•,116) while to11ther a■ 1tep1 I and 3, the pair 

added ,196 l,371-,178), The fourth and fifth predictor• lncre11ed the R2 fro■ 

,371 lo ,GOii, 

TAL -- All of the ■elhod1 •elected the aaae ■ode) but the order of entry 

of the variable• In the 1tepwJ1e/forward and backward ■ethod, were different. 

The la■t variable entered Jn the 1tepwJ1e and forward ■ethod, wa■ not the ■a■e 

a, the variable that would have been re■oved next Jn the backward ■ethod. If 

the P-to-enter/reaove JJ■ll had been 4.0, the ■ode)■ would have been different 

with the 1tepwl1e/forward aethod aodel havlne 4 varlablea with an R2 of .388 

and the backward ■odel havlne 6 varlablea with en R2 of ,396. The 111hlllionul 
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2 variable■ for the back�ard ■odel •ere included becau■a the■e 2 variable■ 

would not have been rood enourh to enter alone in the ■tepwl■e/forward 

■ethod■, but together they were rood predictor■, ■akine the■ re■ain in the

backward ■ethod. 

· ENR3 -- The 4 ■ethod■ produced 3 ■odel■, with the ■tepwt■e and forward

■ethod■ aelectine the ■a■e-■odel. The ft2. value■ tor the ■ode)■ �•re .,&20 tor

the 8 predictor beat 1ub1et■ ■ode), ,&21 for the 9 predictor 1tepwi■e/forward' 

■odel, and ,&25 for the 11 predictor backward ■odel, All or the variable• in

the beat 1ub■et1 ■odel were included 1n the 1tepwt1e ■ode) with the additional 

variable of the 1tepwi■e ■odel havlne an F-to-enter of 2.02� All but one or 

the vorlable■ In the 1tepwl1e/forward ■odel were included in the backward 

■ode) with 3 additional variable• added, The 3 ■odel■ ■elected.were the beet,

■econd be1t, and tied tor third beat .Jn the be1t 1ub1et1 ■ethod with Cp value■

of G,88, G.19, and 1,05. The other ■odel with a Cp of 6,05 w11 the 1econd

beat 8 predictor ■odel ,elected by the beat 1ub1et1 ■ethod. Thll Model had 1

predictor different fro■ the beat ■odel •elected, It appear,•• Jf the

additional 2 or 3 variable■ of the backward ■odel were not needed to 1elect •

rood ■odel but other co■blnotion■ of variable• would have riven equally aood

•••Iler ■odel1, If an P•to-enter ll■lt ot 4,00 had been u■ed, the

1tepwl1e/forw1rd ■ode) would have contained & predictor• with an R2 of ,GJ0

and the backward ■odel would have had 1 predictor• with en R2 of .Gt? with

only 3 of the 1a■e predictor, a■ the 1tepwi1e/forward ■odel.

ENR5 -- All or the ■ethod■ produced the ■a■e ■od,l but the 1tepwi1e/ 

forward end backward ■odel■ had a different order or entry. lf the 

F-to-enter/re■ove li■it had been 4.00, the 1tepwi•elforward ■ode) would have

had 8 predictor• with a ft2 or ,338 and the backward ■ode) would have had 9

predictor■ with a ft2 or .343 with 6 variable■ the ■a■e aa thoae ln the

atepwlae/forward ■odel. If the ninth predictor of the backward ■ode) had been
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re■oved, the re■alnln1 8 yarlablea would have had lhe •••e R2 11 the 

alepwlae/forwerd ■odel (,338) with 2 variable• belna different. 

LONG -- The alepwlae, forward and backward ■elhoda choaen by BMDP2R eave 

the aa■e 3 predictor ■odel with an R2 of .985 and the beat aubaeta ■odel had 4 

predictor, with an R2 of ,995, The additional predictor In the beal 1ub1el1

■odei'waa not Included In the other ■odela due to Ila hl1h lntercorrelatJon

ltolennce•.002) with the first 3 predictora In the ■odel1', BMDP9R (beat 1ub-

1et1) allows e 1reeter degree of ■ultlcolllnearlty then BMDP2R, 10 thia 

proble• wea not encountered wllh the ■ode) choaen by that proera■. The 

F-to-re■ove value of the fourth variable In the beat 1ub1et1 ■odel waa 6.95

Jndlceline H deaerved to be Jn the ■ode) U the low tolerance could be 

lanored. The Cp value for the 4 predictor ■odel waa 3.24 co■pared lo the 3 

predictor value of 21,86, The tlr■t variable entered In the atepwlae and 

forward ■ethoda wu the variable that contrlbuted:the ■oat to the hl1h 

tolerance value tor the fourth variable In the aodel (the correlation between 

the■ wa1 ,995). If a 3 predictor ■odel had been cho■en by all aethod1 

l1norln1 the tolerance proble■, the backward and beat aubaat aethod• would 

have choaen the 111■11 aodel with a hlaher R2 than that choaen by the 

1tepwl1e/torward ■ethod (,993 to ,9851, The Cp value tor the 3 predictor 

backward/beat 1ub1et1 aodel would have been 8,14 coapared to the 

atepwhe/rorw11rd value of 21 ,66. The backward/beat aubaeta aodel h better 

becauae the ■econd end third varJabln entered In the atepwl■e/forward aethod 

In co■blnatlon pair ■uch better with lhe fourth variable than the flrat 

variable entered. The ■odel choaen by the backward and beet 1ub1et1 ■elhods 

we■ never .·va I uated In lhc 1tepwhe and forward ■ethoda. 

HALD --The 1tepwl1e, backward, and beat ■ubsel■ cho■e the ■a■e 2 predic

tor ■odel while the forward aethod ■elected 1 3 predictor ■odel, including e

variable that was the fir■t one entered but that later beca■e redundont with 

lhe addition of the 1econd and third variable,. 
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SUP -- The atepwiae �nd forward •ethoda did not allow any var1ablaa to 

enter the •odel. The lareeat F-to-enter value waa l,99. The backward and 

beat aubaet1 •odel• were the aa■e with 3 predictor• and an R2 or ,967, The 

loweat F·to·re■ove value or the 3 predictor• wa• 85.16 which ff re■oved would 

bring the R2 down to ,506. Each variable acting alone did not predict enoueh 

to be included but only ahowed it• hieh predJctJve power 1n co■bination with 

the other variable■. 

ConcluaJon• 

If •odela choaen by different aelectJon •ethoda were relatively 1J■tlar 

in the ·nu■ber of variable& tn the ■odel, the variable• included, and the 

a■ount of variance explained (R2), and the •odel wa■ to be uaed prJ■arJly for 

predtctton, not explanatory purpoaea, it would aee■ that the aueeeation of 

Draper and S■tth (198J) that the 1tepwt1e ■ethod ■1&ht be preferred becau,e of 

tta practical nature would 1ee■ rea1onable. The r11ult1 of th1• atudy 

au11i111t, however, that in ao■e caaea ■odeh that are aevereh inadequate are 

aelected by the 1tepwi1e ■ethod and other con1i1tent, but I••• t■portant 

dUferencea betwaen the ■odeh ■elected by the dUferent ■ethod1 aho appear, 

torward/1\•enl•• cv■eocl■on 

It would be expected that the forward ■ethod would be ■ore 1i■ilar to the 

atepwi■e ■ethod than the backward or beat aubaet1 ■ethod1 becauae the 1tepwiae 

■ethod Ja an extenaion or the forward ■ethod with the additional procedure of

re■ovin& variable• previoualy entered if they no loneeT contribute to the 

■ode I. In both of the data ■eh Jn which a difference exhted between theae

2 ■ethod■, the forward ■ethod eave a larger data aet by 1ncludine a variable 

th11t beca■e redund1111t when later variable■ were added by both ■ethod1. 

B11ckward/atepwl•� co■parlaon 

The b11ckw11rd ■ethod differed in a conahtent ■1mner fro■ the atepwhe 

■ethod in z w11ys. In each of the 5 d11ta ■eta in which they differed the
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backward ■ethod ■elected.• aodel with aore predictora. If an P-to-enter l1aH 

or ,.o had been used, the backward aethod 1110 would have frequently riven• 

larrer nuaber or predictor■. Where the HIie nuaber" of predictor■ were 

■elected but wHh dHCerent coabinaUon,, the 1tepwhe al'thod Ma■ •ore

efficient, renerally having the hlrher R2, Jn 2 or the 5 caaea In which they 

differed the R2 values· Mere fairly clo1e but for the other 3 the R2 value, 

Mere aerkedly dtrfe1·ent ( .347/. 15'0, ·.&09/. 176, and ,967/ ,000) Mith the 

backMard aethod ,electing the better aodel In each case, These 3 data 1eta 

all had a coablnatlon of variable• that acted Jointly to predict Mell but none 

of the variables entered the aodel individually In the 1tepwhe or forward 

aethod11, Theae data ,eta lllu1trate' that In certain clrcuHtance■ the 

1tepwJ1e and forward aethod• can ■elect very inadequate aodeJ1,

packward/be1t pub,etp coaparlpon 
I 

On 12 ot' the 16 data 1et1 the aaae aodel waa aelected by the backward and 

be■t aub■eta aethod1, The worat 'dhcirepancy between the aodeh ■elected by 

the tMo aethoda wa1 on the GMBJ d�ta aet In Which the'•odela had 5 and 8 pre· 

d I ctora and R2 or , 716 and , '1311 ,
1 

It aeeH aa Jr the backward and beat 1ub1et1 

aethoda can be counted upon to '11v, ■odela that are 'r1a1onably ai• llar in 

nuaber of predictor• and aaount or variance explained, althou1h if there ia • 

difference the backward ■ethod 1enerally will 1lve a larrer aodel, In the 4 

duta 11t1 in which the 2 ■ethoda 1ave dUhrent ■odeh, the backward attthod 

ael,cted I larrer aodel 3 ti■ea ■nd a •••lier ■odel once (althourh thia wa, 

due to a tolerance problea), 

&t1pwlpe/be1\ 1ub,et1 co■pprlpon 

Excluding the 3 c11ea in which the 1hpwhe ■ethod 1111 very inadequate 

and the ca•• with the tolerance problea, the nu■ber of predictor, ■elected by 

the 1tepwhe ■ethod wa■ the 111■e II that aelected by the be■t 1ub1et1 aethod 

in all but 3 case• where the 1tepwiae ■ethod rave 1 additional predictor in 

each case. The additional variable in each of the lareer aodela barely 
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entered over the P-to-enier of 2,00 level and the di1crepancv 1hould not be 

conaldered i■porlant but ■ore or an JndicatJon that the P-to enter level or.,. 

2.00 woa not exactlJ equivalent lo the crJterJon or the lowe1l Cp value that 

waa u1ed In the BMOP9R progra■. 

peal 1ubael1 1u■■ary 

The aleorJth■ uaed Jn BMOP9R, which ad■Jttedly doee not co■pare all 

pouJble ■odeh, wJll not always lJ1l all "eood" ■odeh. In the GMBl data 

1el, the 8 predictor ■odel choaen bJ the backward ■ethod wa1 not even lJ■ted 

•• one or the alternatives in the BMDP9R output even though Jl hod a higher R2

than all but one or the alternative, that were aentioned, The beat 1ub1et 

■et hod, however, doea eee■ to work the be■t of all of .the predJ cUon at:lhoda

with the data 1et1 used here, It ia e1peclally reco■■ended becau1e it 

encourage• a non-aechanical ,election proce11 by 1ivin1 aanv ■ueee■ted aodela, 

Bps;kward 1u-■arv 

Tho backward ■othod can be counted on to rive a ■odel which will explain 

about•• ■uch variance aa ■odol■ cho1en by any other aothod but Jt ■ay Include 

■ore varJablee than are nor.ouary to rot • "rood" aodol, A aaJor danror,

occurs with thl1 aethod, however, when there J• hJ1h ■ultJcollJnearJty. In 

thl• ca1e, coapulalJonal JnaccuracJea ••Y occur, 10 toleranca proble•• ahould 

be con1Jdor1d bororo runnJn1 a backward 1olutlon. 

111l!!fltn fY!!DO' 

The alepwlae ■olhod will 1enerally rive a ■odel that co1e1 clo1e to ■ox-

J■lzJn1 the a■ount or variance explalnad tor a elven nu■ber ot predlctora. 

If condition• of ■ultJcoJJJnearity, euppreaaJon, and 1el1 of variable, workine 

Jointly do not occur, the ■odel1 aalected by the 1tepwlae ■ethod can be 

expected to be a• eood as the ■odel1 ■elected by the backward and beet 1ubaet1 

■ethode. If the■e conditions do occur, however, the atepwl1e ■ethod ■ay etve

a aodel that la cu■vlelely lnodequole. To euard agaln■l this occurrence, the 
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atepwiae aethod ahou)d never be u■ed alone to ■elect a ■ode), but only in 

conjunction wJth the backward'and/or beat aubaet• ■ethod■, 

Forward au■iaary' 

The forward ■ethod, althouah dJ1cuaaed in a)■oat a)J re1reeeJon text

book■, i• rarely, Jf ever reco■■ended a■ a rea■onab)e a)ternatJve to the ■tep

wJ■e ■elhod, and lhJe paper 1upporle the idea lhal the ■elhod has little ■erit 

U the ■t'ej,w'J■e 'iethod is'evaUab)e. 

SelectJo�- pr�ce■a 

When a ■odel h lo be ae)ected, Jl h i■porlant to coneJder ■ore .than one 

procedure.' If one ■ethod h to be used, it would appear that lhe beat aub■et■ 

■ethod ia the be■l of the ■ethode exa■Jned here •Jnce the co■puler pro1ra• 

1enerate■ ■any ■odeh fro■ which a "be■t" one can be ■elected, The vJrtue of 

running a backward and/or atepwJae aolulJon 1n add.Ilion to the beat tubaet• 

■ethod would be ·to .Identify difference■ 1n the ■odel• that point out

characterJttJc• of the variable• and/or data ,et that ■Jaht be overlooked 

otherwlae, Uaina the be1t 1ub1et1 or backward procedure,, it 11 unlikely that 

an extre■ely poor ■odeJ would be cho1en, but thi1 J1 a real po11JbJlJty with 

the 1tepwhe and forward ■ethod,, , Por thh r111on H h reco■■ended that the 

1tepwi1e and forward ■athod1 NEVER be u1ed alone In 1electJn1 • ■odel tor any 

purpo■e, 
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Table l 

Rerre11lon Nodela Selected by Different Selection Nethoda 

DATA 
SET N IV'a 

GMAJ 40 8 

GMA3 13 8 

GMA8 110 14 

GMA8 33 0 

GMBJ 80 14 

GMB2A 40 8 

GMB28 40 8 

TAL 11011 18 

ENRl 11'.79 7 

ENR2 1179 14 

ENR3 1179 28 

ENR4 1179 U 

ENRII 1179 28 

LONG 18 8 

HALD 13 4 

sur 10 3 

INu■ber of Predictor■ Selected/Dlfferencea fro■ Stepwl■e/R2 
I Stepwlael Forward I Backward I Beat Subaeta

I I R2 I I + - R2 If + - R2 I I + - R2 

I --------1--------------1--------------1--------------
I a .4071 I I 
I I I I 
I 4 ,0001 11 1 o .eoo1 I 
I I I I 
I 2 .11101 I 7 a 1 ,3471 7 8 1 ,347 
I I I I 
I 4 . 886 I I I a o 1 . 877 
I I I I 
I e .1211 I 8 4 2 ,7301 11 o 1 .716 
I I I I 
I • ,8781 I I 
I I I 
I ,1761 11 4 O .11001 II 4 O .1100 

I I 
e .404 I I 

I I 
2 .0491 I 

I I 
7 ,3181. I 

I I 
9 ,11211 11 3 l ,112111 I O l ,1120 

I I 
II ,0191 I 

I I 
u .381 I I 

I I 
3 ,98111 I 4 l O ,9911 

I I 
2 .9791 s 1 o ,9e21 I 

I I I 
o , ooo I I s s o , 987 I s s o . 987 

, • nu■ber of predJctora aef'ected u1Jn1 P•2,0 tor entry and P•l,88 tor
deletion tor the atepwlae, forward and backward ■ode)1 and Cp•2.0 tor the 
beat 1ub1eta ■odel, 

+ • nu■ber or predlctora aelected Jn thh ■ode) that were not in the atepwhe
■ode)

- • nu■ber of predlctora ln the atepwlae aodel that were not ,elected Jn thla
■ode)
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IULTIPLE LINEAR REGRESSION VIEWPOINTS 
'OLUME 111. NUMBER 1, SUMMER 19H 

Microcomputer Selectio,n of a 
Predictor Weighting Algorithm 

John 0. Morrl1 

Aorlda Atlantic Unlv11r1lty 

An· empirical 111ethod (PRESS) for examining aoo oontrasti� the cr�ss--validated 
prediction accuracies of eome pc>pJlar algorithms for weighting predictor variables 
was advBnoed aoo examined. '1'he weighting 111ethods that were considered were ordina11 
least squares, ridge regresaion, regresafon on principal oomponenta, aoo regression 
on an equally weighted composite.· PRF.SS was executed on several data &eta having 
varied characteristics, with each of the weighting techniques cbtaining the greatest 
accuracy under eome conditions. "'l'he degree of advantage or disadvantage offered by 
these alternate weighting algorithms relative to ordinary least squares was 
considered. As it was not posaible to determine J. ruw which weighting technique 
would be lllOBt accurate for a particular data set from theoretical knowledge or from 
1imple 1ample data characteri1tica, the aample specific PRESS method was proffered ,. 
possibly lll08t appropriate when the researcher wishes _to select from among the aeverz 
alternate predictor weighting algorithms in order to achieve NXimum croH-validatec 
prediction accuracy. '1'he fNlibility of the use of a 11icrocomp.1ter for the 
comp.itation intenaive PRF.sS algorithm was alao conaidered. . '!, ' 

' .1 
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Many empirical and theoretical studies (Darlington, 1978; Dempster, Schatzoff, 
and Wermuth, 19771 Gibbons, 19811 Morris, 1979; Pruzek and Frederick, 1978; Wainer,
1976) have suggested that there are 1110re accurate (in the sense of cross-validatior 
predictor weighting strategies than the traditionally used ordina[)· least squares 
(OLS). 

Much of the effort has concentrated on ridge regression, with Darlington's 
(1976) recommendations being by far the strongest in the behavioral sciences. 
Sowever, some 1110re recent results (Morris, 1982, 1983) suggest a less enthusiastic 
outlook toward ridge regression in the specific situations considered by Darlington 
(1978), but a possibly more promising outlook under other data conditions (Morris, 
1981). Mditiooal evidence and reservations of others about ridge regression 111ay b 
foooo in F.gerton and Laycock (1981), Pagel and lJJMeborg (1985), Rozeboom (1979), a. 
Smith and Camfbell (1980). 

Similar controversy spanning at least a quarter of a century (Claudy, 19721 
Dawes and Corrigan, 1974; Dorans and Drasgow, 1978; Einhorn and Hogarth, 19751 
Gabriel, 1980; Laughlin, 1978; La\f.'she and Scttlcker, 19591 Pruzek and Frederick, 197 
Schlr.idt, 19711 Trattner, 1963; Wainer, 1976, 1978; Wesman and Bennett, 1959) has 
surrounded the use of equally weighted predictors as a substitute for OLS weights. 
In addition, several investigators have proposed the use of reduced-rank prediction 
methods to enhance cross-validation prediction accuracy, possibly beginning with 
Burkett (1964), to 1110re reoently (Morris and Qlertin, 1977; Pruzek and Fcederick, 
1978), 

Jt eeems clear that claims for a "panacea• weighting technique to fit all data 
configurations, such as ridge coefficienta •will undoubtedly be closer to (the true 
peiraineters) and are 1110re stable for prediction than the least equares ooefficients• 
(Hoerl and JCeMllrd, 1970, p. 72), or "Ridge regreuion is the beet technique for a 
broad rAn9e of intermediate values of validity concentration and i• little worse th 
alternative technique& at the extremes• (Darlington, 1978, p. 1250) are unrealiatic 
F.qually clear ia that inany simulation result• atrongly suggest UiAt non-01.S weighti 
strategies offer the researcher enhanced croaa-validation prediction accuracy in ma 
data configurations, The most important next atep seems to be to determine the 
frequency with which such data conf191,1rations that are conducive to non-<>LS 111ethods 
oocur in the behavioral aciencea and to examine the i111portanco of the gain or loss 
resultant from uting these stratt9ies. Given encoura9inc;i gains in a reasonable 
proportion of available data aets, another atep would be to 99Jl8rate aiechani11111 for 
helping the researcher decide-which of the alternate wei9htJ.ng techniques are best
for which data aituationa, and for estimating how 111uch improvement or de<;iradation 
111ight be realized by usin9 an alternate tecmique instead of a.s in a specific data 
set, 

Some simulation re11ults (Morris, 1981, 1962; Pagel and LUMcborg, 198S1) have 
yielded some general euggestions for when to use which technique. One major factor 
1uggested by Pruzek and Frederick (1978) and explicated more explicitly by Darlingt· 
(1978), is validity cClflCentration, the degree to which predictive validity is 
ooncentrated in the first few principal components of the predictors. From 
eim.ilation results and theory (Darlington, 19781 Morris, 19821 Pagel and Lunneborg,

198S), it is know that as predictor variable collinearity and validity concentratioi

increase, non-<>LS 111ethods usually become 1110re accurate than O1.S at some point, In

addition, Cattin (1981) has argued that in typical behavioral science data small
eigenvalues from the predictor variable intercorrelation matrix tend to explain 111or
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noise than signal. Thus as the validity concentration is high, non-OLS methods are
usually most accurate, However, this tendency is diminished by an owc>site trend in
favor of OLS regression as sample size and population multiple correlation increase,
How these trends balance out with real data is not immediately apparent. i . 

. 

'nlese effects also depend on the type of prediction accuracy of concern. • Many
simulation studies have concentrated on the error in estimating population regression
weights. Instead, the interest in this paper is on the accuracy of criterion score 
prediction. This accuracy criterion seems lllOre reasonable than that of the accuracy 
of estimating population regression weights because such techniques as ridge 
regression may be inawropriate when the sizes of regression weights are of primary 
conoern (Darlington, 1978; Pagel and Lunneborg, 1985), Moreover, the SAJ11e analytic .• 
strategy illustrated in this paper is generalizable to the task of examining errors • 
in estimating regression weights. 

However, even when limiting consideration to prediction, one must consider both 
•relative• and •absolute• types of prediction accuracy. Is the researcher interested
in generating a prediction equation that yields predicted scores that are maximally
correlated with the actual criterion score (relative), or is the goal to minimize the
differences between the actual and predicted criterion scores (absolute)? These are
not the same goals, and the comparative accuracies of the methods are partially a
function of which one is considered.

Some theoretical (1'listed and Morris, 1980) as well as empirical (Musgrage, • 
Marquette, and NewlllAll, 1982) rules have been offered for determining when various 
types of ridge regression may be helpful in enhancing prediction accuracy. Theae 
rules do not specifically consider the effects either of validity concentration or of 
64111ple 1ize, both of which have been shown in simulation studies to affect the 
relative performance of OLS and non--OLS methods. Also, as operating characteriatics 
tor theae theoretical rulea have not been examined through aimulation, it ia 
difficult to know how they would perform with real data. All well, the rulea due to 
Thisted and Morri1 consider only ridge regression as an alternative to OLS 
regreaaion . 

. Although aome general trends and 1uggestions may be gleaned from these atudiea, 
it ia at best difficult to auggest to an awlied researcher what method to 1elect 
given the specific dat.4 characteristic• of a aample. The results are useful 
theoretically, but thoy are just not aufficiently 1imple to allow easily awlicable 
rules to bo generated to use for apecific data sets. Also, 1uch rule• would require 
unknown population information for which one has no sample estimate, as in the case 
of validity concentration. 

More -important, very little, if any, information is available about how much 
gain or loss in prediction accuracy one might expect by using non-OLS weighting with 
cw skt.4, What is the potential payoff or loss for the researcher in trying these 
non-traditional methods? 

PUrpose 
'Jhe purpose of this paper was to advance and examine an empirical sample-based 

method (PRESS) to be used for exploring the comparative performance of several

predictor weighting methods on a specific data set to aid in selection, and most
important, to assist in judging the probable resulting gain or loss in prediction
accuracy in selecting a weighting algorithm. Although the specific technique is
different, the use of an empirical sample-based method to aid in selecting a
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predictor weighting method is parallel with the suggestion of Dempster, Schatzoff,
a.rd Wermuth (1977, p. 106) that •1t would seem that comparison of the predictive
capabilities of various methods from one subset to another would provide a reasonable·
empirical basis for selecting a particular method in a given situation.• To 
demonstrate the technique, the PRESS algorithm was executed on several typical, 
although not necessarily completely representative, sets of data. The feasibility of
the use of a microcomp.iter for the comp.itation intensive PRESS algorithm was also 
considered. 

.1'.he BmSS Algorithm 
Allen (1971) introduced a technique that he labeled PRESS (ffledicted £rror ,Sum 

of Squares) to be used to select a multiple regression variable subset that would 
yield a minimum sum of squared errors in prediction on cross-validation. This 

• : '·;

algorithm is executed by alternately predicting each subject's criterion score from 
the regression equation generated from the predictor and criterion scores of all 
other subjects. The resulting squared errors of prediction over all subjects are 
accumulated and the sum obtained serves as a criterion for cross-validation accuracy. 

Although most .of the multiple regression literature dealing with this •round
robin• subject deletion strategy references Allen a.rd terms the technique mr.ss, it 
is not original with Allen. Perhaps the earliest explicit description of the 
technique was in a paper by Gollob (1967), Many researchers, however, have 
recommended the procedure for both multiple regreHion and discriminant analysie-type • 
classification cross-validation (Allen, 19711 Allen and Cady, 19821 tachenbruch and 
Mickey, 19681 Mosteller and 'J\Jkey, 19681 Stone, 1974), Additionally, the tecmique 
has also been descriptively termed •1eave-one-oot• (Huberty, 19841 Puberty and . ; . 
Mourad, 1980), 

Allen (1971) also provided a derivation for a comp.itational eimplification used 
in calculating PRESS that requires only one matrix inveraion, rather than the implied 
n inversions, where n 11 the total number of subjects, Thie derivation was based on 
a matrix identity often attributed to Bartlett (1951), although no mention wae made. 
of Bartlett's work, However, one aleo can find the same identity in Horst (1963, p. 
428) with no mention of Bart.lett, Whether all three author■ independent.ly derived
the eame matrix identity is unknown,

Although thie algorithm wee introduced to help 1elect a subHt of predictor• 
· that would yield the smallest sum of 1qUAred errors upon OLS cro11-vaUdation and to

give an eetimate of the resulting crose-validated prediction accuracy, the same logic
and algorithm can be used to judge the cross-validated prediction accuracie•
(relative or absolute) of alternate predictor weighting 111tthoda1 the idea i•
completely 90neral acroH any weighting strategy, PllESS can be performed for each
competing predictor weighting method, and the 11101t accurate method can be choHn u
the one most probable to be most accurate on use in replicate aamplH, or the
researcher may decide that the gain, if offered by a non-OLS strategy, 11 not
important enough to warrant selection of a method that NY not be well known.

The comp.itatlonal 1implification offered by Allen (U71) is rather
etraightforward for OLS. If one considers the usual model for multiple linear
regression, .. 

Y •BX+ e,

where X is an nxP matrix of p - 1 predictor variable values and the usual unit
vector, Y is the vector of criterion 800res, and e is the vector of error terms, the



,al solution for B, the vector of regression weights, is • (X'X)-1 X'Y. 
deleting a subject vould change both X'Y, and X'X, it vould seem that both X'Y I the matrix inverse cx•xi-1 would need to be recalculated as each subject is '

Leted. ,. 
However, if Y(i) is a subject i's predicted criterion score when that subject's

:tor of_predictor scores, Xi, and criterion score, Yi, are excluded from X and Y,
Len (1971, p. l)J showed that 
.) • (1 - Qi)-lyl - Q�(l - Qi)-lyi, 
ere Qi • X't(X'X) lxi, Yi is the subject's criterion score predicted from the
1ression weights based on all the sample, and Yt is the euf>ject's actual cdterion 
>re. Although this formulation avoids the numerous matrix inversions, it still
]Uires the calculation of the predicted criterion score and the Ois for every 
Jject. Thie calculation route, which was found to be as much as an order of 
gnitude faster than actually calculating the inverses in a recent comparison 
)rris, 1984), requires very little extra computation if one ordinarily calculates 
siduals. 

The most obvious step would then seem to be to try to adapt this computational 
)rtcut for use with the non-<>LS methods of interest. Jn fact, by recognizing the 
lationship between OLS, principal component, and ridge regression, one not only can 
opt the algorithm, but also can do the calculations for the methods easentially 
multaneouely. As well, the Allen formulation obviously fits the case of regression 
an equally weighted composite, as regression on such a composite just turns out to 
a case of simple regression. 

Jn fact, in a later publication, Allen (1972) provided a version of the ahortcut 
.,mula for ridge rt9res1Ion. Given the usual simple ridge r419resaion model of 
• (X'X + kI)•l X'Y,
len ahowed that it followed that PRESS can be calculated from the same formulation 
with OLS eicoept t..hat the kl would be added to the X'X 1111trix before inveralon in 

.e calculation of f 1 and OL However, thore 1, a prcll5ltm with thia formulation. When tho renarchor dtcidea
<>n a biasing •1• in rid<Jo regre11ion, it ia added to the m,rclation IIIAt.u..l rather 
.an to X'X. Although one can center and acale tho acore vectora such that X'X • R, 
oe, formulation i• still incorrect alnce kl 11 being added not to tho correlation 
,trill, but to tho correlation matrix decreued by tht contribution of one aubject. 
, an illustrative problem with five 1ubject1 and one predictor variable (X • 2, O,

, 3, t, Y • 3, 4, 4, 7, 61 and a Dempster, Schat1off, a.nd Wermuth (1'771 JUDGEM k 
r 2.73), the PRESS cro11-val1dated oorrelatlon calculated by the ahortcut formula 
lO -.92, but the true PRESS croea-valldated correlation calculated by actually 
,,v.rtlng n correlation •lll4tricea• augmented by AI was -.07. '111!1 example 1• 
•!ctalnly not purported to bt representative. Moreover, the diCference would clearly 
•1 leH tor samples or even moderate abe and with smaller ts. However, it does 
tluelrale that the Allen shortcut formulation for ridge regression gives incorrect 
esults. 

hlother difficulty, however, items from the fact that for ridge regression, the 
used is often decived from characteristics of the sample. 'l'Ws it is also a random 

ar !able. As the accuracy of the choice of A aHects the accuracy of the resulting 
rediction equation, the algorithm for that choice must also be cross-validated. 
liis task is clearly not accomplished in the Allen shortcut formulation. The same 
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argument CAil be advAnced for any choice made u&ing information from the data of thesample that affects the prediction equation. Thus one also must cross-validate the algorithm for selecting the number of components in regressing the criterion on principal components, And for choosing the algorithm for deciding which variables aa•salient• enough to be included in An equally weighted composite, if such judgmentsare to be made from sample information.
If one adopts this philosophy of cross-validating the .t2tA,l choice process 

involved in constructing a prediction model from sample data, then the only 
computational route possible is to calculate 11 versions of each equation by actuallyleaving a subject out each timt:. 

A Pascal computer proytan, was written that cross-validates OLS, ridge 
regression, regression on principal components, and regression on An equally weighted 
composite via PRESS for any input data set, One of the difficulties with such 
techniques as PRESS, bootstrawing (see Efron, 19791 1983), and other resampling 
plans is the extreme amount of computation required. When using a mainframe or 
minicomputer, this translates into costly run times. As microoomputers are a •one
time• expense, such computation costs essentially nothing given the availability of 
the machine And software. A disadvAntage of the microoomputer is that it is slower 
than mainframes and minicomputers. However, the degree of difference in spe«'I is 
rapidly decreasing with the continuing introduction of faster and more powerful 
microprocessors. With this in mind, this program was used with an HS DOS 
microcomputer to illustrate And to examine the method on several sets of data, And to 
assess the performance of the microcomputer in accomplishing these relatively 
demAnding computational tasks, 

Weighting Iechoic;n.ieu 
There are many possible choices for a .I!. for ridge recjlreeaion. Because of its 

excellent performance and its ease of calculation, the Lawless and W� (1976) .I!., 
which is the inverae of tho [ ratio resulting from a teat of the OLS B, was used for 
ridge regreHion. 

Because of its ubiquity, the ltaieer (1960) rule of aelecting components with 
roou larger than one was used to aelect the nunt>er of component• in regressing a 
criterion variable on principal component,. One might alao CONlider u1ing a 
1ignificA11ce test (e.g., Bartlett, 1950) to determine the nunt>or of predictor 
components to use. One ahould note, however, that a aubjective decision would be 
necessary even though a significance teat 11 uaed •• the researcher must select a 
significance level, 

As is often the practice, equal weighting was accomplished by apecifying a 
threshold predictor-criterion correlation foe inclusion of a predictor. The • 
predictor tten received either a +1 or -1 weight depending on the 1ign of the 
predictor-criterion correlation. The resultant composite was then used to predict 
the criterion. For the example data sets presented in this paper, predictor 
variables with a correlation aignificant at the .05 level were included. 

Cbviously, if other non-OLS strategies were used, �ifferent results might have 
been obtained, Likewise, with other data sets, results might have been different. 
The purpose, however, was a demonstration of a method for examining And comparing the 
accuracies of the weighting methods for specific data sets rather than a general 
comparison of the weighting methods. 
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� Pemonst ration � � 
Twenty-one data sets of widely varying characteristics from the behavioral and 

natural ecienoes were used in this demonstration. An attempt at sampling a variety 
of types of data was made; however, the data sets are not advanced as representative . 

. '!he results were not intended and should not be interpreted as generalizable to all 
behavioral science data sets. The intent was to explore and to demonstrate a 
strategy for estimating what one might expect for a specific data set. 

It also is important to note that the actual •real• data sets were used rather 
than Monte carlo simulations from covariance structures as has been done in some 
studies mentioned previously. This procedure not only allows the characteristics of 

• the data structures to vary as they do in nature, but also affords the unique • • 
[distributional characteristics of a sample to affect the results, contrary to the, 
i situation in simulation studies in which multivariate normality is usually assured. 

These data sets actually have been used in regression analyses. They are from 
journal articles, paper presentations, or text books. Therefore any aberrant score 
vectors are assumed to have been deleted. Before awlying the PRESS strategy (or an�• 
other analytic method), the researcher probably would wish to consider the removal of 
•outliers• that manifest awreciable leverage. One may find it helpful to consider

I the excellent review by Hocking (1983), as well as associated comments for
information on methods for detecting such score vectors.

Results 
Tables l and 2 st-ow the performance of the four weighting techniques for each of 

the 21 data sets. In conoentrating on relative prediction accuracy Table 1 furniahes 
cross-validated correlations, Table 2 provides absolute accuracy as the mean squared 
error in predicting the criterion acore. ln both tables there all)eara (a) a aoort 
descclption of the oclgin of each data set (exact citations being available on 
request), (b) the � aqua red multiple correlation calculated in the total sample 
(RSJ), (c) the multicollinearity index due to Thisted and Morrie (1980) (HI), (d) the 
ratio of the nunber of subject• to predictor variables uv.w, and (e) the performance 
of the aiethods, with the performance of the non-Ou; met.hods shown u a percent. of the 
ou; perfor11141\Ce. It should be noted that the Ml criterion proposed by 'J'hiated and 
Morris is different when one conaider1 relative and abeolute accuracy. 

'11ie numoor of subjects ranged from 16 to 293, and the nuiwer of predictor 
variableo varied from 3 to 17. The largeat raw score matrix analyzed had 271
1ubject1 with 12 predictors. 

An interesting characterl1tic exhibited in the resultl ia the amount of variety 
obtained. The comp11rative performance of the methods ia clearly dependent on which 
data set io being conoidered and on whether the er iterion of accuracy of concern is 
relative or absolute. In addition, the fact that the different methods performed 
better with differing real data eets may lend aome credibility to 1uch differences 
found in simulated data sets. 

Relative Accuracy (Table l) 
Relative accuracy is discussed first. In 16 of the data seta of Table l (1, 2, 

3, 4, 6, 7, 9, 10, 11, 12, 13, 14, 15, 18, 20, and 21) ridge performance was about 
the same as that of OLS (within 2,). However, within these same data conditions, the 
accuracies of regressing the criterion variable on principal components, and of 
regressing the criterion variable on an equally weighted composite were much less 
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consistent, Sometimes these procedures were also very close to OLS performance. In 
one data set (10) they were about 10\ better than OLS. Moreover, they ranged down to 
being appreciably inferior to OLS regression for equal weighting (as evidenced in 11, 
13, 14, 18, 20, and 21) to drastically inferior for regression on principal 
components (6, 13, 14), 

Ridge regression was appreciably superior to OLS regression in relative accuracy 
on four data sets (8, 16, 17 and 19) ranging from 111 up to UI better than OLS 
regression. However, for all these four data sets, at leest one (in two cases both) 
of the other non-OLS methods were considerably superior to ridge - - an outcome much 
like that provided by the results reported in a previous simulation study of relative 
accutacy (Horris, 1982), 

In one data set (5), ridge did very poorly on relative prediction accuracy, as 
evidenced by yielding a negative cross-validated correlation (as principal componentt 
did in data set 16). Yet regressing the criterion variable on principal components or 
on an equally weighted composite performed much better than OLS, However, the 
imporunce of this particular result must be viewed in context, even though the 
&q1.14red multiple correlation was an appreciable .817, the cross validated OLS 
correlation was only ,028 110 that no meaningful prediction could take place on 
replicate Hmples in any cue. 

bb12lute As:curocy (Table 2) 
ltJJ for absolute accuracy (Table 2), the result• were different. In 12 of the 

data 1ets, (1, 2, 3, 4, 6, 10, 12, 13, 14, 15, 20, 1nd 21) ridge was within about two 
percent of the mean squared error produced by ou; regre11ion. (It ahould be noted 
that 1m0Uer is superior for this measure of accuracy,) Theae data 1ete constituted 
a aubset of the 16 meeting this ume criterion for relative accuracy, On these same· 
12 data aota U<jlresaing the criterion variable on an equally weighted composite 
followed the results of ridge fairly closely, although auperior (ranging from very 
•lightly to appreciably) to ridge regresaion on three data Mts (3, 10 ard 12)
regreHing on an equally weightf:d composite was inferior on the rest, Regresaing the
criterion variable on principal components displayed much more variety within these
12 data seta. Performance was about the aame H ridge on five or the data 1eta (2,
3, 15, 20, and 21), 1uperior on three data aet• (1, 10 and 12), and ranged to
drastically inferior (4, 6, 13, ard 14),

On eight of the data sets (5, 7, 8, 9, 16, 17, 18, and 19) ridge waa appreciably 
better than OLS regre11ion in absolute accuracy, with the decrease in mean 8<]U4rf:d 
error of prediction ranging from about 41 (data set 18) up to nearly 701 (data set 
S). In four (5, 8, 16, and 19) of these eight data eets both regresaing the 
criterion variable on principal components ard on an equally weighted composite were 
in turn considerably better than ridge, 

In only one data set (11) did ridge not perform at least about aa well as OLS on 
absolute accuracy, with a mean &q1.14red error of about 211 1110re than that for OLS 
regression. Both principal components and equal weighting also performed very poorly 
on this data set. It is quite interesting and possibly important to note that this 
is not the same data set as the one on which ridge was .Jo poor in relative accuracy; 
on that data set (Sl, ridge exhibited its wt absolute accuracy performance (only 
311 of the mean squared error of OLS regression). 

Although the results from this data set may need to be considered especially 
cautiously bec4use of the very small cross-validated correlation, the results also 
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1did not agree between relative and absolute accuracy in other instances. The
decision of whether one is primarily interested in relative or absolute accuracy is 
an important one. 

For these data sets, the number of subjects per variable, multicollinearity, and 
sample OLS multiple correlation all appeared to be of no use in helping the 
researcher decide whether one of the non-OLS methods would be worth pirsuing. The 
question of identifying the most accurate prediction method is really one of 
classification. Can one •c1assift' a data set to the method yielding the greatest 
accuracy from sample characteristics? Using the •1eave-one-out• strategy of 
l,achertiruch and Hickey (1968), these three sample characteristics were unable to 
classify the data sets into the most accurate strategy (OLS or non-<>LS) any better 
than chance assignment would have for both relative and absolute aocuracy, In fact, 
when combining the results for both relative and absolute accuracy, the nunt>er of 
correct classifications was exactly the same as one would expect by chance. For this 
reason, it would not seem possible to construct rules for deciding A WQii from ' 
these statistics arising from a specific sample which method would be likely to be 
1110st accurate on awlication to a replicate sample. 

Discussion 
Any summative comments that could be 11\Ade related to the relative performance of 

the 111ethods are necessarily only relevant to these data sets. Moreover, the p,irpose 
of this stu�• was not to declare a best method, or even to derive rules based on 
9811\ple characteristics for deciding which strategy to use, Indeed, the inability to 
explain easily the behavior of the weighting techniques from the sample 
characteristics presented argues for just such a sample specific awroach as has been 
used and is being proffered. 

One generalization that probably can be 11111de from the results, however, is that 
none of the non--OLS methods offers a panacea for achieving maximum accuracy acroBB 
All data sets as some re(lOrts in the literature might auggest. The researcher stands 
to lose a lot of prediction accuracy by choosing � of the non-OLS atrategies under 
some data condition.!l, Likewiae, the researcher atanda to gain a great deal in some 
data conditions if a auperlor al9orithm can be selected. The problem ii that it is 
not easy to specify wlder what circumatances the realization o! a aupcrior al(jlOrithm 
will occur from 1i111ple sample data characteristics, troa, the more complicated PRESS 
procedure may be called for, 

Although tho data aeta utilized in th11 paper aiay not be representative, it may 
■till be reasonable to suggest that the performance of none of tho non-OLS methods
was good enough often enough to recommend routine application of them in the aame way
that OLS regression is used. M the aame time, 1110reov(!r, there are appreciable
accuracy 9aina possible in Jl21Dl cases. If prediction accuracy is sufficiently

''important for the data set and situation at hand, the researcher may wish to take the
. trouble to ferret out those occasions for which a more accurate non-oLS procedure can
deliver greater accuracy, the PRESS algorithm is suggested as a viable strate(j!Y for
that task. • 

The com�tation times for all the runs are included in Table 3. Most of the 
runs only took a few seconds, with several taking a few minutes. The two largest 
jobs in which the Project Talent data was analyzed separately by sex each took more 
than an hour to run. Whether the times ace reasonable or not is clearly a subjective 
decision. However, even times of more than an hour don't compare unfavorably with 
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the batch job turn-around time that can be expected when using IIIAnY large computers.' 
The microcomputer used was a Sanyo MOC 550, This is an MS OOS machine with an 

8088 microprocessor. It is similar in many ways to an IBM PC, but the 8088 clock 
rate is slower (3,6) than that of the IBM PC (4,77). An 8087 arithmetic coprocessor 
was also installed to aid in speed and accuracy. Because of the slower clock rate, '' 
almost All IBM PC •clones• would run these jobs faster than the times represented. ,,, , 

The computer language used was 'l\lrbo Pascal. While a good performer in general, 
it is certainly not the fastest •number crunching• language available. For example/· 
a recent article in BYTE found the Microsoft Pascal compiler to run a computation ,,.,,r 
intensive program utilizing the 8087 nearly twice as fast as 'l\lrbo Pascal. Microso'tt 
Pascal, however, was unavailable to test. The Pascal program should run with no ... 
IOOdification, t,,:;l 

It should also be noted that newer, faster, and more powerful microprocessors .;,ji, 
are now commonplace, The 8086, 80186, and the 80286 of the IBM AT should all perform 
better than the times represented here. Therefore, for all these reasons, the times' 
presented should be considered as quite conservative. Moreover, a 32 bit 80386 has"t:1 
recently been released and will be inwjJ faster (probably by a factor of more than 
four) than the fastest of these (the 80286). SUper microcomputers with the power of 
a VAX mini should be on our desks � soon. 

While microcomputer time is essentially free, a deficit in a long rUMing job is 
that the machine is generally lost for other uses, However, there are now some good' 
multitasking systems available that will allow the use of the computer for other ' � 
purposes, i.e. word processinj, while such a comp.itetion leden job is number- "� 
crunching in the "backgroWld. such multitasking 1yatems will elmost certainly be 'a'1 
standard p&rt of the operating system of the more powerful microcomputers that will i:, 
be common in the very near future, ,;41 

Although eeveral atretegiea can be employed to make the computing elgorithm es ". 
efficient•• possible, a large amount of computetion may result in any case. In �� 
general, in judging whether the PRESS technique ii worth pursuing a rt1earcher would\ 
need to consider the size of the prediction problem and resulting co1t1 of PRESS in 1 
relation to the relative importance of the goal of maximizing prediction accuracy. 11 It is important to note, however, that most prediction problems Hen in ttic ''' 
behavioral science literature art not txce11Jvely large and that in any case the non· 
OLS methods art really only contenders with relatively small aamplea, Further, the .1 
trend of the decreasing cost of compltational power ia accelerating, researcher• need 
to plan their methods auch that they can capitalize on thia resource. 'J\Jkey's (1985) 
comments relating to our need to make aurt that the 1tati1tic:al techniques we invent 
anticiP11te the incredible resources of computational power that we will have in the., 
near future seem especially relevant, 

A copy of the Pascal complter program is available for those wishing it, It is 
a OOH file and should work on any MS 00S microcomplter with a microprocessor in the • 
Intel 8088, 86, 286, etc. line. In requesting the program, please specify whether 
the program can expect to find an 8087 arithmetic processing unit available. If the 
program is of interest, send a blank DSDD diskette to: 

- ♦ 

John o. Morris 
College of F.ducation - IIUYll: 
Florida Atlantic University 
Boca Raton, Florida 33431 
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Table 1 

Weighting Hethods' Relative Performance ccross-Yalidated 
Correlation) 1'21 :ieYetAl t!iltA kU 

Hethod 
NUmerical Designator 

AsAIQfQLS 
Poto :;et Description R9J Mr w Ridge PC F.gual 

1 Marquardt's Acetylene Data .920 1.0 .920 100.01 102,05 99,71 

2 Chew LP(5) Predicts MRT .591 1,0 .750 100.64 100.60 100,30 
· ,,t"' . 

3 Hoerl's J<ansas Corn Yield .800 1.4 ,854 100.24 100.23 100.32 

4 Draper and Smith (p, 204) .914 1.1 .927 100.03 92.67 99.52 

5 Drehmer Data (EPM) .817 1.1 .028 -192,43 379.01 131.28 

6 Golf score from Task Perf .848 1.6 .912 99.99 47,40 99.98 

7 Hald Data (D, S, P• 366) • 982 1.0 .980 100.32 99.11 100.27

8 Hocking , OJM RR Byq>, 182 .620 1.0 .318 132.67 230,95 230.59 

9 Hoerl RR-1980 Paper ,986 1,1 .979 100.21 100,17 100.17 

10 ierlinger and Pedhazur, 292 ,640 1.6 .oo 100.46 109,69 109.80 

11 Longley o,w p. 312 ,996 1.0 .992 99,83 ,s.n 92.57 

12 Journal of Exp, r.due1t1on ,475 1.1 ,635 101,27 104.27 104.42 

13 Rulon, Pref, SUcce11 • He<:h ,261 1,9 .441 98,59 26.49 92,62 

14 Rulon, Pre!, 6\lcce•• • Oca .323 2,4 ,494 98,68 28,51 74.81 

15 Rulon, Pref, succe11 - Paa ,252 1,5 ,432 99,01 '4,61 97,25 

16 Retention frorn Demo£, �,sc .388 1.2 ,058 144,11 •40,94 520,58 

17 Piers-Harris frorn IO, Ach .185 2,2 ,108 111,96 61,88 142,59 

18 D , S Steam Data (p.352) ,949 1.1 .925 99.06 89.44 86,92 

U D , S Data (p, 233) .816 1,2 .691 111.05 121.17 118,50 

20 Female Talent Data c,L p. 345 .331 1.9 .520 100.58 97. 78 88,15 

21 Male Talent Data c,L p. 349 •. 411 1. 7 .577 101.17 100,54 94.97 

HQtJ:. Additional information about data sources is available from the author1 
the abbreviated headings at the top of each data column are described in the 
text at the beginning of tliE: section concerrn:<l wiU, u,sulti;. 
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e 2 

thUn9 Methods' &>solute Performance � Squared 
tl m :;everal DMA � 

ttf:th2!2 
IJ1ler ical Designatoc 

6§1lo(Q� 
1ta Set Description Rm MI <L5 Ridge PC F,aual 

�rquardt 's Aoetylene Data .920 1.1 21.0 99.02 75.60 101,32 

Chew LP(5) Pcedicts MRT .591 1.0 63.9 98.25 98,25 99.10 

aoecl's ltanSas Corn Yield .800 2,l 14,2 98.27 98.37 97.78 

Drapec and &nith (p. 204) .914 1,4 13.9 99.16 186.42 106.79 

Drehnec Data (EPM) .817 1.5 1.12 31.20 21.20 26.51 

Golf score from Task Perf .848 2,3 1.98 100,06 485,98 100.21 

Bald Data (D&.S, p. 366) .982 1.0 8,49 83.49 141.20 106.61 

Bocking • tuM AA Synp. 182 .620 1.1 53.7 72.57 31.25 31.38 

Hoerl AA-1980 Paper .986 1.4 2.98 90.31 92.58 92.62 

1 lterlinger and Pedhazur, p.292 ,640 2,2 .19 97.63 79;39 79.29 

Longley o,w p. 312 

' Journal of Exp. r.ducation 

,996 1.2 ,18E+6 121.39 641.15 1066.6 

,475 1.4 9,89 97,89 93,62 93.41 

1 Rulon1 Pref, SUcce11 - Mech .261 2.4 2.42 100.09 123.62 103.65 

4 Rulon1 Prtf, SUcce11 - Oca .323 2.7 2.65 100,21 130.28 117.00 

� R11lon1 Pref, SUcce11 - Pae .252 2,0 309,7 99.89 102.17 100.86 

6 Retention frocn Demo•, WISC .398 1,7 ,19E+5 84.15 81.97 58.07 

17 Piera•llarr11 hem IQ, Ac:h ,185 3.4 209.9 92,12 93.89 93.33 

18 D , s Steam Data (p.352) 

19 D • 6 Data (p. 233) 

.949 1.5 .43 94.83 190.84 208.86 

.816 1.7 ,007 68.58 48.35 53.23 

20 Female Talent Data c,L p. 345 ,331 3.7 2.10 99.16 101,20 107.77 

21 Male Talent Data c,L p. 349 .411 3.2 1,63 98.31 98.79 104.17 

�. The information presented in the Note of Table 1 is awroprtate for 
this table, 
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Table 3 

� tlAtill � m1 � � .fill ��cAl t!Aa Bft§

Numerical Designator 
and 

�ta �t Deasa 1m 12a D R 2'.i�U:liSl 

l Marquardt's Acetylene ,Data 16 3 106 

2 Chew LP(5) Predicts MRT 293 5 6151 

3 Hoerl's Kansas Corn Yield 51 6 2102 

4 Draper and smith (p. 204) 21 3 108 

5 Drehmer Data (EPM) 14 9 2103 

6 Golf score from Task Perf 120 4 1151 
,, 
"' 

7 Hald Data (D&S, P• 366) 13 4 111 

8 Hocking' DuM RR Synp. 1 82 20 3 107 

9 Hoerl RR-1980 Paper 15 s 121 
,,, 

10 ierlinger and Pedha�ur, p.292 30 4 123 
tt 

11 Longley D&W p, 312 16 Ci 136 
, 'H 

12 .Journal of Exp, Educa.tion 83 4 158 
Lt 

13 Rulon, Pref, &.1cce11 - Mech 93 3 138 
:r 

14 Rulon, Pre(' SUCCOIB - Oc:a 66 3 124 
,' { 

15 Rulon, Pref, &1cce11 - Paa 86 3 133 

16 Retention from Demoa, WISC 29 10 1130 

17 Piere-Harris from JO, 1.ch 55 7 3140 

18 D & S Steam Data (p,352) 25 9 3129 

19 D & S Data (p. 233) 16 4 113 

20 Female Talent Data C&L p. 345 271 12 93139 

21 Male Talent Data C&L p. 349 234 12 80:09 

li!;2ll, The information presented in the Note of Table l is awropriate foe 
this table. 



.llPLE LINlAR RlURtl>SION VIEWPOINTS 
UME 11, NUMBER 1, SUMMER 1981 

Discussion of AERA 1986 Session 21.26 

Applications of Multiple Linear Regression 

Bruce 0. Rogera 

Unlveralty of Northern low• 

Cc:xments on the Paper by Joe ward: 

Since I have not seen the full paper, I will need to base llfr' oomnents 

on the short draft I received. It proved to be an innovating application of 

both a utilitarian philosophical viewpoint and interaction in a sinple 2-way 

The model is based upon the criteria of maximizing the learning when 

sur.med across all students. 'ltiis is reminiscent of one of the 19th oentury 
I,. 

philosophical discussions on ethics. Jeremy Bentham (b 1748) developed the 
, , :,r1.:, , 

, . , 

concept that the criteria of the goodness of a policy was determined by 
' " 

f 
' ' 

calculating the good for each individual and then sunwning up the individual 

9()0ds. SOmetimas it 1a called the calculus approach, in reference to 

integration u the slll'lning of the values. And that is what is done in the 

table entitled •�tim11lity Index Values.• For every poasible way of 

assigning the four studenta to the four teachers, the sum of the �imality 

values is conp.ited. 'nien that particular uaignment of pupils with teacher■ 

which yielded the maxinum sum ia choaen u the desired u1i911110nt. 

Bentham was aware that sometimes the principle of the •greatest good 

for the greatest nunber,• when applied to public policy, could cane in 

conflict with what a particular individual perceived as their own greatest• 

good. I told Joe that many pdncipals might be hesitant about applying this 

nodel for fear of oonfronting irate parents who wanted another choice. Por 

exantJle, if the parents see the table of Predicted Values, it is likely that 
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all of them will request that the�,r child be, placed with Teacher l. Trying

to oonvinoe any one parent to allow their child to be put with a less-than

best teacher in order to maximize sane abstract •�t1mality Index" may prove 

to be very challen:Jing. Indeed, it is my understanding that many principals 

randanly assign pupils to the teachers, when several teachers are teaching 

the same grade, in order to avoid possible charges of favoritism toward 

teachers and pupils. But Joe assured me that in some districts (including 

the one in which his wife taught) the principal and the teachers do consult 

on how to best assign the students. Given that such decisions are to be 

irade, the Ward procedure has the definite virtue of providing an unbiased 

approach. 

The procedure uses a two--,,ay AfOIA interaction design. It is a 

variation of the aptitude-treatment inte�action, where aptitude is past 

performance and treatment 11 the teacher. Richard Snow, Lee Crorbach, and 

others, have worked extensively to find such interactions, with limited 

success, However, �ince the teacher ia such an inport�t variable in the 

claaaroom, it is posaible that this approach will prove to be an efficient 

�t.hod of detecting such interactions, 

I like the term "catalytic" variable, In chemiatry, we take two 

oonpounds which react "'.ery slowly or not at all. UO,,,,Ovor, when we add a 

catalyst, the reaction ia speeded up, but the catalyst is not affected. In 

Figure 1, only a weak interaction is present, but when the catalytic 

variable is added, a strong interaction is observed, as acen in Figure 2. 

And the resulting "�imal sum of Payoff Values" is increased fourfold, as a 

result of this interaction. 

Let me conclude by making a practical suggestion to the authors. 

Special conpJter programs were written to conpJte the tables. Is it 
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,ossible to do this with regular routines in MINITAB, SPSS, SAS, IKIP; etc.? 

lf so, it would be useful to describe how that is done, thus tnaking the 

?rocedures easily available to a large nunt>er of readers. 

ConJients on the papers by Jerone Thayer 

In the paper on Model Building, attention is given to a set of widely 

used approaches to variable selection in nultiple regression, It is pointed 

out that no technique should be used indiscr iminanUy, but rather, that user 

judgment should be used to determine that set of predictor variables which 

will be IIJ)st interpretable, 

These techniques were applied to a variety of data sets, ranging from 

real world data to contrived data. '1he results in Table l suggest that, in 

general, the Stepwise method is a desirable procedure, but that exceptions 

do exist. 'nlerefore, the general consensus does seem to support the 

author'• conclusions, 

,._ suggestion might be made for this paper. The •aest &lbaets• progran 

was obtained from BMDP, but is not available in SPSS, What are users to do 

if only SPSS is available to them? ,._ lod< at Figure 1 suggests that if the 

Stepwlae and Backward proceduree were run, and tho highest R2 selected, the 

results would not be 1ubetantially different from using the Beat &Jbeets 

procedure. While this point is inplied in the paper, perhaps it could be 

made more explicit. 

Thayer'• peper on Dichotaious Variables ■hows an 8111'1 rical HaJll)lt of 

• the mathe11111tical equivalency of several least equares 1tatistics. 'ltie paper

first points out that a nunter of writers in the behavioral sciences have

argued that regression is inawropriate for data in which the dependent

variable is dichotooous. Thayer chose not to attack the critics directly,
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but used that well-known proof roodel from geanetry, ra!uctio ad absurdum. A 

set of data is analyzed twice, using the dichotarous variable first as the 

deperdent variable ard then as the indeperdent variable. 'Ille results are 

shown to be identical. It is then concluded that if the reasoning of the 

critics was followed to its logical conclusion, it �uld be neoessary to 

dis-=ard t-test, AtDIA, AllXJJA, discriminant analysis, ard llllltiple 

re.;�ession. It would be interesting to hear how the critics �uld respond 

to this argument, 

But let me suggest a reason why one might prefer a conputer progrc111 

spe,.:ifically written for each of the above routines, rather than using a 

res�ession program only. While it is possible to show that, on a t�roup 

cor.parison, the t-test, F-test, And sinple correlation are mathematically 

equivalent, the conputer output for each is not in the same form. Tros, the 

SCJU5re root of F lll.lst be taken to get t, And a more c:onplicated 

transformation nust be made to get r to t. It is also true that a 2 group 

discriminant analysis is the same as nultiple regression on a dichotomous 

deperdent variable, but again the c:onputer output lod<a different. And for 

m::>re thAn t� groups, the output is nuch different. If the transfot1Mtions 

are not made correctly, then serious differences can result. While that is 

not the situation that the critics had in mind, it is a legitimate reason 

wh}· a porson might use a technique other than regression. 

But I digress, 'Itlis ooes not detract frcxn Thayer'• basic oonclusion 

that the underlying theory of the various least squares techniques is the 

s&De, and therefore all of them can be considered as special cases of 

nultiple regression, canonical correlation, or nultivariate analysis of 

variance (SPSSX uses the latter procedure as an unbrella). Conceptually, 
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this is a powerful tool for helping the student to see classical statistics 

as variations on a 1111.1jor thene 'rather than as a •bag of tricks.• 

My only suggestion for this paper is that the layout of the tables and 

the use of the t values 1111.1y prove· difficult for the rea1er to follow. 

Perhaps the author will aubnit the paper to a oolleague or a student, and if 

they have similar difficulties, revise the layout to strel'l,lthen the 

presentation. 

Cooueats on the paper by John Morris 

The Horris paper begins by stating that the pri1111.1ry concern in 

regression is the predicting of accurate criterion scores, rather than the 

esti1111.1ting of population regression weights. While it is true that, in the 

theoretical sense, these two criteria a're conparable' (i.e., you cannot have 

accurate criterion prediction without accurate regression weights), it is 

also true that the beta weights may change if a different type of regression 

is used (e.g., ridge regreesion). But in both cases, the ultimate focus is 

upon the accuracy of the criterion 100rea. 

The PRESS Algorithm was designed to eelect a 111.1ltiple regreaeion m::>del 

variable auboet that would minimize the Slim of Squares on Crose Validation. 

'Mii• is eoirowhat akin to the •beat eet• •election of which Thayer 1poke. 

·nae philosophy of croaa validat109 the total choioe pr90Gsa (p. 13) by

ooiltting one subject at a time is akin to the •Jackknife• procedure.

In the oonvuter rune, •real• data was used instead of data fran Monte 

Carlo sinulations. 'l11at definitely has the advantages that are n-entioned 

(p. 15) but also has the disadvantage that one ooes not know a priori which• 
asslJll{>tions are violated and why, whereas with Monte Carlo data we can 

�pecify and create the violations. Perhaps in a revision of this paper it 
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would be useful to discuss both the strell:]ths and weaknesses of these 

prooedures, 

The results show that, for irost cases, ,the CLS,is sufficient and even 

better than the other methods, I like this conclusion. It is OQlpAtible 

with � own philosophy of techniques, Sane people conplain that we ,use 

statistics without carefully analyzing the data to see if it meets all the 

assunptions, But I suggest that if the data even vaguely looks appropriate, 

we can submit it for OOffl)Uter analysis. 'lbls, we can examine the results, 

Do they make sense? If not, what violations might account for it? And how 

might the data be transformed or the procedure modified to make better 

interpr�table ,results? The results of this study seem consistent with that, 

Ridge regression ,and the techniques have an inportant place, but for irost 

data we should first look at CLS, and then try other techniques where 

appropriate .• ,. '.nle PRESS al9or ittvn, available on a microc:OCTpUter, can then 

provide an effective way to iddress this aelection_problem, 
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Regression and Model C for Evaluation

Gall Smit�. Keith McNeil and Napoleon Mitchell 
Dallaa Independent School Dl1trlct 

Dallaa, Taxaa 

OVERVIEW Of SYHPOOIUM 

'1'he objectives of this •�iwn are to: 

l) Provide a rationale for using regression analysis (specifically

tt:>del C) to evaluate educational programs,

2) Provido one �xample of an extensive Hodel c evaluation report.

3) Discuss, asa�tions of tt,del C and ways to deal with those

asswnptions,

4) Share example• of diateminating ft>del c results to decision

, Nkera.

S) ldontify and retolve additional technical issues that evaluators

need to be concerned about when i�lementlng tt>del c,

We ask you to pretend that thia la the Dallas Independent School 

Diatrlct a.>ard meeting, '!be program manager and evaluator are prt1enting 

the end of year evaluation reaultl for a atate-funded cx,mpenaatory 

education program, 'l'tie evaluator has briefed the program manager and the 

report was delivered to the school board approximately two weeks ago. We 

Rllst asswne, though, that no members thoroughly understand the report, 

1Minly because irost have not read it in anticipation of being briefed. 



The presentation will be made by two evaluators from DISD. G!\il 

Smith will be playing the role of program manager· in presenting the basic 

program. Keith McNeil will be playing the role of evaluator in 

presenting the evaluation results. A third eJa1uator from DISD, Napoleon 

Hi tchell, wil 1 be playing the role of court-appointed auditor, 

questioning the precedures, results, and interpretations. ('Itlose of you 

who do not have the pleasure of working under the constraints of a court 
order may want to think of Napoleon as a board meRDec who has a Ph.D. in 
atatistica and doesn't mind }till knowing it,) We would appreciate you 

asking }OOr questions only after the auditor is satisfied that all his 

questions have been asked/answered, .• 'Ille last ten minutes of the 

aynp>siwn is reserved for the c:anments from our distinguished discussant, 

Dr. oeorge Powell of the a:tucational �ati119 Service, 

DESOU'.PTIOO 'or TR&\'lfflln' mOGRAH 

'Ille ·goal of the Reading. Improvement' Program was to narrow the gap in 

reading performance between· lower and higher achieving students as well 

as minorit'y • and '�ite 1tudents in the Diltrict. Qljectives for 

accompli1hing thi1 goal included: a) providing an additional 

two-aemoster, reading course with a restricted teacher pupil ratio of 

1120, b) providing apecial c:urr:iailum material• in logic, vocabulary, 

cxxnprehen1ion, and 1tudy akilla, and c) providing staff developnent on 

effective instructional atrat19iea in reading to participating teachers. 

'Ille additional language arts courae, foc:u1ing on readi09, waa required 

for student• in grades •even and eight who 1oored below the 40th 

percentile in Reading Comprehension on the Iowa 'Jvsts of Basic Skills 

(ITBS). All students sooring below the 40th percentile at all 24 

District Middle Schools were eligible for the program with two 

exceptions. Students in special education classes and students in the 

two beginning levels of English-as-a-Second-Language classes were not 

eligible. 

- .
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Olaracteristics of. students enrolled in the program are presented in

Tables 1 and 2. 'Itle figures in Table 1 indicate that nearly half the 

fl'lrolled in 
RI 0:>Urse 

Yes 
No 
'l'>tal 

I of 'l'>tal 

Table 1

Number of Students Enrolled . 
and Not fl'lrolled in RI CX>urse • 

Fall, 1984

Grade 
7 8 

4285 4790 
5374 4383 
� Jm 

in JU 0:>U rse 44 52 

students in the. District middle echools were enrolled in the program in 

the fall of the seex>nd year. 'Itle analysis of program effectiveness was 

conducted using ITBS reading 00111prehenaion teat • a00rea for both Spring 

1984 (pretest) and Spring 1985 (poatteat), 'Itle nwnber of students 

represented in thia analysis· is provided by race and grade in Table 2, 

!thnic minority students ccmpriaed 871 of the total nwnber of

participating students at both grades seven and eight,

Grade Stat 61aii 

7 N 2111 

67,3 

8 N 2580 

68.l

Table 2 

!thnici� Ris5?!!nic -IanZ1�Ian 

591 36 

18.8 1.1 

705 20 
18.6 0.5 
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Rfiite 'l'>tal 

398 3136 

12.7 

482 3787 

12.7 



Sinoe the districtwide pe.roentage of minority students was 761, the RI 

program was focusing on minority students. 

L• 

IMPLEMENl'ATIOO FINDI� 

'Ihe RI program in grades 'seven and eight was implemented much better 

than last year, though there were improvements needed. 'Ihe lack of a 
.. ,,.,..,, t" 

program manager with .clear lines of authority resulted in lack of 

o:rnnunication and slow or • erroneous implementation. Staff development 

sessions were less than successful because of redundancy of topics and' 
timing of material, 

Almost all of the classroans observed appeared to be oonducive to 

learning, although some did have an enrollment of more than the maxirrum 

of 20 allowed by the guidelines, Teac:hera were using the RI texts and 
' 

' l, ) ) 

aupp,rt materials, but few were usi09 teaching techniques oonsidered 
' , ' <  , ''., ,,,, 

,, , 
(, 

beneficial for these kinds of students, 

rew interactions were initiated by students with the teacher 
,(;. 

. : 
oontrolling the interactions, Although moat teacher• provided positive 

., 1 ' 

reinforoement, not all teacher• provided at least five instances of 

poeitive reinforoement, 'Ihe instructional climate was judged to be 

better in the RI cl••••• than in the r99ul1r language arts classes, both 

in tent\S of how well the inatructional time waa uaed and whether the 

instruction was conducive to learning. 

ACHIE.'VEMEm' FINDINGS 

Result• for Grade Seven, A total of 3135 RI students had both pre 

and post acores, although the scores of 151 of these students were 

eliminated because their post score was considered too deviant in respect 
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to gains which werf' either too high or too low to meet normal 

expectations. Students in RI gained from 30.1 to 32.3 NCE units. But 

sinoe • RI students were selected into the program according to their 

pretest scores, we would expect the regression effect to raise their 

scores. RI students also gained oore than the comparison group whoSI! 

pretest soores were above the 40th percentile (2.3 mean gain vs. -5.9 

mean gain for the comparison group). 1,gain, though, the regression 

effect would have predicted the general trend of these results, i.e. the 

initially higher sooring cxinparison group showed mean losses while the 

initially lower sooring RI students showed mean gains, 

A significant second degree fit to the data was disoovered in the 

seventh grade CX111parison group, Hence the Hodel C analysis employed a 

second degree oirved line of best fit. the oirved line of best fit was 

the same for both the oanparison group and the RI group, hence for these 

eighth grade 1tudent1 there was no effect due to participation in the RI 

program (See Figure 1), 

Reault• for Grade Eight. A total of 3787 RI students had both pre 

and post ,cores, although the score• of 184 of theae 1tudent1 were 

eliminated becauae their poet score was o:,naidered too deviant in terms 

of expected gain, or loaee,. RI students gained from 30, 2 to 34, 8 NCE 

units, But since RI etudents were selected into the program according to 

their pretest scorta, we would expect the regreaaion effect to raiee

their eoorea. 'nle RI 1tudent1 gained nore than the above 40th percentile

0Jlll)4rison students, but again the regression effect would have predicted 

this outoome. 

'l\lere was no second degree oirvilinear fit found in the eighth grade

data, so only linear trends were investigated, Since a significant 
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• in teract i on was f ou n d , an. ov e r a ll program e ffe ct  was no t  inv e sti
ga t� .  

Th e analy si s was conc lu d ed . wi th t he f ind ing s  of a signi f i can t  
a pptitude -t rea

�
n t  i ntera ct �o n ,  The lines of best fi t  fo r  . the eigh th 

gr ade a re depicted in F igu re 2, The R I  program is ioost e ffect ive fo r
tho se stude nts.

w
h o have t he lowe st pre te s t  s oore s, Thos e  stu dents at the

pr ogr am aJt off ga in very lit tle f rom the ex t r a  R I  c la ss,
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ALTERNATIVE EVALUATIOO KX>ELS 

'Itiere are three major ways we could have evaluated this program, 

'lllese three ways were doo.imented and described by Tahorst, lJnadge and 

Wood in 1975, 

First, we could have oonpared the performance of DISD d'lildren with 

what we would expect them to do if they were like the national norm 

group, 'lllis has been referred to as the Medel A approach, Wherein we use 

the pretest achievement level as the expectation for the posttest 

per formanoe. 

'1"10 major assumptions in the use of this nooel cannot be met.· 'I\le 

selection of students into the program shoUld be independent of the 

pretest score, otherwise simple regression to the mean can account for 

substantial movement to the· total group'• mean. Thia was the situation 

in the RI program, as the pretest measure also served as selection into 

the program. 

The 1econd ••sumption of Model A Which cannot be verified is that 

the students in the norming sample who are at the same pretest percentile 

levels are like those bein9 evaluated -- like in the Mnae of 

demo9raphica and in terms of quality of regular educational o.1rrieula. 

We know that moat of the DISD students are inner city students, with a 

high conoentration of low SES students, Therefore, we can't aeewne that 

our students are like the national normin9 sample, The teat that we use 

does have large city norms. Although DISD students 00nsistently aoore 

high, we auVlot determine if our students gain more than other large city 

students. The high scores may only reflect higher initial achievement 

levels of our students. That is, the question of the quality of a 

program demands assessment of student growth. 



Second, we CXlllld haVf' used waa • local <XJll)&riaon group to evaluate 
the RI program. 'Ibis twe of evaluation is referred to as Model B in the
literature. M:>del a is diffiGUlt to implement in most educational 
settings, as in this one, beoauae the model requires that some students

(who are otherwise qualified) not receive the special treatment. All
students scoring below the cutoff of the 40th percentile were supposed to
receive the treatment, thus 1eavi09 no students for the 00f1l)arison group.

Uhat actually happened was some students below the, 40th percentile did. not
receive the RI course. some of these students were in special education 
classes and some received the RI course only one. semester. 'lbe remaining 

students did not receive RI for undocumented reasons. . It was our 
educational guess that many of these students were not enrolled in the RI 
course for educational reasons which would indicate a higher postt�st level 
than indicated by their pretest (e,g, student is really a high achiever,

she just didn't pretest well),

'!tie third and final nodel utili1es a local cxxnpariaon group Which is 

acknowledgely different at preteat time, 'nle nodel oaplt.tlizea on the fact

that this local oonpariaon group receive• the 1a111e �egular curriculum. '!tie

expected postteat performance of th• trut:rnent group (RI students) is

estimated from the performance of th• CX111pariaon group, 'ltlis nodel assumes

that the achievement gain is -00nai1tent acr011 preteat levela, Ole of the

major problems of Model c ia th• determination of this consistent trend in

achievement gain. Ia the trend linear or of aane other nature? Another 

problem is that the presence of erroneous outliers mn unduly affect 

calculations of this trend. OJtliera do not affect the cnloilations of 

statistics in other models as mJch as in Hodel C.
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Exhibit l. SDIIIBry of ft>dels 

Model Name 9:!E!.ri.son 
Expected Post 
Perfonance PrOblem 

l'bdel A 

l'bdel B 

l'bdel C 

students as their 
own (Dllp!lri.son 

local students 
'fflO do not receive 
treataent 

pcetest level l. selection.on pretest 
2. students in norming

sanple--ethnici ty,
size, cpality of
prograa

l. students" denied
service,

2. requires testing
of additional
students

local students predicted frm l. linearity 
'ffiO do not receive �ison 2. outliers 
treat:a!nt students 3. c:al01lation and

interpretation 

Mvan�es 

1. easy to CCllplte by hand
2. similar to what was done

in past 

1. both groups of students
receive similar regular
01rri01lum

l. both groups of·• students
_ receive similar regular
• 01rri01lum

2. don't have to deny services
•• to S0l1I! students

3. can test for aptitude by
treatment interaction

4. can reflect non-linear
reality



Hodel C was chosen as the best ioodel to evaluate the program because 

students were selected into the program on the basis. of their pretest 

soores, and most students below the c:utoff soore were served, '!hose that 
, . • 

were not served did not oonstit.ute a valid cnnparison group as many were 

suspected to have been exempted because their pretest score was felt to 

be not indicative of their true performance, 

roNCEPIUALIZATIOO OF K>DEL C 

Whether or not the RI scores are elevated is the first question to 
-1 

') , " < ' 

be answered, We can be9in to conceptualize the model by looldrig at 

Figure 3. All those students Who have, 'a pretest soore below 40 are 

placed in the RI program as well as the r99Ular c:urric:ulwn, while a ll 
. ' 

those Who h4ve a aoore of 40 and above are not allowed in the extra RI 

CX>Urse and, hence, only receive the regular c:urric:ulum. After eight 

months of instruction, the post teat ,corea are Obtained. 'ltie 1trai9ht 

line of beat fit ia calculated for the • 00q)l.lriaon group, Thia line 

indicates the expected posttHt performan01 tor students at each preteat 

soore, (See Figure 4,) If the line fit• well, (correlation above ,4) 

then we can proceed and assume that tht �traight line oan be extended 

down into the range of scores :ot the treatment group which received RI. 

(See Figure 5,) We know, though, that tht students below the OJtoff not 

only received the regular curriculum but also received the RI 

curriculum, 'lheratore, the posttest scores of those receiving RI should 

be higher than if they would not have received RI, (See Figure 6,) 
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PIIITUT. ICOIIU 

Figure 3, Selection of ■tl.X'lents into program, based on pretest score. 

,oan,n 

ICOIIU 

,11nur ICOIIU 

Figure 4. Line of best fit in cooparison group. 
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,osTTUT 

ICOIIU 

/ 

• 

■ 

• • 

Figure 5, Extension of 0C111pUia:,n • line of best fit into treat.11ent group. 

,onTUT 

ICOIIU 

TIICATNCHT 

0110u, 

co11,AIUIOH 

111ou, 

rAETEST SCORES 

Figure 6. Mooel C illustration of treatment effect. 
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A second question of interest is Whether the elevated effect was 

consistent across pretest soorea. It might be that the RI program is 

especially effective in producing higher than expected gains for the 

lowest achieving students. (See Figure 7.) Or, the RI program lll!IY be 

especially effective for the highest students in the treatment. (See 

Figure 8.) Different program reoanmendations would, of CX>Urae, result 

fran these two different findings (findings which, by the way, would not 

surface in a tt:>del A or Hodel B analysis). , 'lllus, the seC'Ond question of 

interest is, •Is the RI treatment differentially effective over the 

various pretest levels?• Another way to verbalize this interaction 
. . . . 

question is, •Is the RI line of best fit parallel to (exhibit the same 

slope as) the line of best fit for the CXJnparison group?• 

M:>del c, as any statistical question, can be teated with the general 
cl '\.'" ,"';', •;,-1"•• ; ;, •• , , 

linear ioodel. 'llle full ioodel (X)fltains all the information identified in 

the question ( research hypothesis). Restrictions (identified in the 

question) are 1Mde on the full l!Ddel, resulting.· in the restricted l!Ddel, 

the ditferenoe in the number of pieces of information in the full and 

restricted l!Ddels is equal to the number of restrictions. 'llle general 

r-test fornula 11:

2 2(R l'ULL - R REST) / (piece•ruLL - piecesRm) 
F•-------------------

(1· R2 ruu.> / (N- piece•ruLL>
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POSTTUT 

IC0IIU 

TlllATNENT 

011ou, 
C0NrAIIIS0N 

011ou, 

Pll(Tl ST Ir.ORES 

Figure 7. fobdel c illustration of treat.'llellt especially effacti've for 1, 
achieving treatment atu:ienta, 

POSTTUT 

�CORU 

Figure 8, 

TIICATNCNT 

GROUP 

(, 

C0NrAIIII0N 

011ou, 

PRETEST SCORES 

M:rlel C illustration of treatment esp,..->eially

high achieving treatment stl.dents, 
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HISCE�roJS DATA �ALYSIS TOPICS 

� 

All test information was transferred from percentiles to NCEs. 

OCEs are Normal curve E):JUivalences which are a normal distribution 

transformation of percentiles. NCEs are an equal interval scale, 

therefore amenable to statistical manipulation, 'Itley have a mean of SO 

and a standard deviation of 21.06, 

Comparison groups 

'Itle cxxnparison group shOUld be receiving the regular curriculum 

received by the treatment group, In Dallas, ioost of the students above 

the 80th percentile enroll in an honors English course, 'Itlerefore, 

students above the 80th percentile were excluded from the analyses. Some 

students who should have been in the RI program because they had a 

qualifying pretest· s00re below 40 were not given the special treatment. 

Before these students were cxxnbined with the regular cx,mparison group, 

they were analyzed to aee if they functioned differently, 

()Jtliera 

Students whoae postteat a00rea were nore than two standard errors 

of estimate beyond their predicted poatteat a00re were eliminated from 

the analyses, 'Itle atatiatica used for a given student came from that 

student'• group, RI comparison above 40, or comparison below 40, 
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MULTIPLE LINEAR REGRESSION VIEWPOINTS 

VOLUME 16, NUMBER 1. SUMMER 1981 

Using Multiple Regression with 

Dichotomous Dependent Variables 

Jerome D. Thayer 

Andrews University 

lntroduclJ�n 

Dichoto■ous variables are frequently encountered in ■ultiple re1re11ion 

analyai1, both as independent and dependent variables. A dlchoto■ou1 . . 

independen� variable is used to �eter■ine whether rroup ■e■ber1hip i• related 

to o� �ill predict a certain outco■e IJ.e,, whether eender pr�dicta epa), A 

dJchoto■ous dependent variable J1 u1ed to deter■ine a co■binatlon or variable• 

that will predict eroup ■e■bership li,e., to predict droppine out or colleee), 

Hi•�orJcally, whenever a dlchoto■ou■ variable wae 1tudied •• an 

independent variable with one dependent variable, a t-te■t, analy1i1 or 

variance or analyele or covariance was conducted
1 

When a dlchoto■ou, variable 

was 1tudled aa a dependent variable, dl1crJ■inant analy1i1 was u1ed, 

A• ■ultlple re1re11ion beco■e ■ore co■■on, it■ odvocate1 1u11e1ted that 

it could or 1hould replace the t-te■t, ANOVA, ANCOVA or di1cr1■inant analy1i1 

.in dealinr with dJchoto■ou, variable• by u1ln1 coded variable■, 

Recently, however, Cox 11970), Good■an, 119?8), Aldrich end Nel■on 

11984), ond other■ have que1tloned the practice or u1ln1 ■ultiple re1re11ion 

when a dlchoto■ou1 variable h u■ed a■ the dependent variable. The ■oat 

frequently 1u11e1ted replace■ent for ■ultlple re1re11lon 11 lo1i1tlc 

reereulon. 

In the 1ntroduction to Aldrich and Nel1on 11984), it 11 1u11e1ted that 

ordinary re1re1alon analy1i1 11 not an appropriate 1trate1y to analyze 

qualitative dependent variable,, Jncludlne tho1e that are dlchoto■ou1. They 

10 on to expre11 the ll■itation1 or ■ultiple re1re11lon very 1tron1ly: 



, .. ,Perhaps because of Jts widespread popular! ty, 
rerresiion aay be one of the' aost abused statistical 
techniques in lhe social sciences. While estJaates 
derived fro• rerreasion analysia aay be robust against 
errors in soae assuaptions, other assuaptiona are crucial, 
and their failure will lead to quite unreasonable 
e■tiaates. Such is.the case when the dependent variable 
is a qualitative aeasure rather than a continuous, 
interval aeasure .... For exaaple we shall ■how that 
rerre11ion e1liaate1 with a qualitative dependent variable 
aay 1erJou1Jy aJ1e1tJaale the aaenJtude or the effect• or 
independent. variable•, land) that all or the etandard 
etathtical inferencee euch ae hypotheah teat■ ... are 
unjuelJfied (p. II,' JO).· 

The authore eugr.eet lhat th'e failure of r'egrenlon h "particularly 

lroublJne in the behavioral 1cience1" (p. 10), ei�inr exa■ples or qualitative 

dlchoto■oua variable■ fro• the field■ or political ·,cience, econoaic■ and 

■ociology. SJ■llar crJtJcJs■s concernine dichotoaous dependent variables are

given 1tronr e■pha1l1 in aultiple regre11ion textbook• ai■ed at econo■lc■ and 

■nciology, but popular 'regre■sion textbook• in the behavioral ■cJencea related

to p■ychology and education do not expre11 thl1 ea■e concern. For exa■ple, 

neither Coht1n I Cohen (J97tl) n�r J•edhazur (Jll82) deal with wuJirhted 'Jeaet 

1quar�1 or Joefatlc rerre11Jon, two ■ethod■'aentJoned by aulttpie reere11lon 

critic■ a■ �rerera�le with dlchoto■ou■ dependent variable■. Both text■ ■tale 

that ■ultlple re1re11lon can be'u■ed ror and J■ ■athe■atJcally equivalent to 

dJ■crJ■Jnant an11ly11J1 when the dependunt variable J■ a dlchoto■y (Cohen I 

Cohen, p, 442: Pedhazur, p. 887), but neither 11v11 an .Indication that there 

are cr.ltJci■•• of thl• u1e. Tat■uoka (1D7J) 1tate1 that .In the dlchoto■ou, 

dependent variable caae, ■ultiple re1re11Jon, dl1crl■lnant analy1l1 and 

canonical correlation are �11 ■othe■alically equivalent and again, nn 

indication i■ alven ot any crJtlcl■•• ot thl■ approach. 

Neter el al., (1963) 1111 three proble•• that ari1e when the dependent 

variable 11 dlchotoaou1: J) non-nor■al error ter■s, 2) non-con,tant error 

variance, and 3) con1trainl1 on the reapon■e function. They state that even 

with binary dependent variables, ordinary least 1quare1 ■till provides 
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unbiused esti•utors under quite general conditions, and "when the 1a•ple 1Jze 

is large, inferences concernine the reeression coefficients and aean responses 

cun be ■Hdt: Jn the ao■e fashion as when the error ter■s are assuaed to be 

noraolJy distributed" (p. 357). They add, however, that these estiaators will 

not be efficient, 1lvln1.lar1er variances than could be obtained with wel1hted 

procedures, 

The solutions propoacid to these probleaa include uaJne wei1hted leaat 

squares to elve constant error variance and uslne a tranator•ation (such a1 

lo�latic) that li■ita the responae function to a range•of Oto 1. 

In co■poring the use of loelstlc re1res1lon or dlscrlainant analysis with 

dlchotoaoua dependent vorlablea, Presa and WJlaon (1978) auggeat that loelstJc 

reeresalou la preferred except when the population, are nor■al with identical 

covariance aatrJcea. They extend the crltlclaas or other■ to include 

ailuatlons In which dlcholo•ous variable• 'are uaed aa Independent variable■. 

Thciy 11t11te th11l Joehtic reere11ion la valid for a wide variety or underlying 
l. 

a11u•ptlon1 lncludine I) all explanatory variable■ are aultlvarlate noraally 

dlalributed with equal covariance ■atrlce1, 2) all explanatory variables are 

Independent and dlchotoaou1, and 3) 1oae are aultlvarlate noraal and 1o■e 

dlchotoaou1 wherea1 dl1crlalnant analy1i1 i• only valid under the first set of 

as1uaptlon1, Theae coaaent1 ara not directed at aultlple re1re11lon, but 

would ap11ly in tho■e 1Jtuallon1 where 1t h aath111allcally equivalent to 

dl1cri•lnant analy1l1. Their conclu1Jon 11 that l01l1llc re1re11ion with 

aaxla11• llkllhood e1tlaallon 11 preferred to linear dl1crialnant analy1J1, 

They ,tale, however, that it is unlikely that the two aethod■ will 1lve 

aarkedly different re1ult1 or yield 1ub1tantlally different linear function, 

unle11 there 11 a laree proportion of ob1ervatlon1 who1e x•valuea Ile In 

region• of the factor apace with linear lo1l1tlc reapon1e probabilities near 

zero or one. They go on to 1ay that loel•tic reere11i�n la preferred 

when the noraolity aa1u■ption1 are violated, e■peci�Jly when ■any or the 

independent variable■ are qualitative. 
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The crJtfca state that Jn addJtJon to the predJctfon11 •ade' i,y' the 

regreaaJon equation with a dlchoto•oua dependent vari�ble,"aiatiatJcal tests
are alao invalid, Thia would include the P teat of the overall Model and the 

t value■ for each predictor Jn the •odel. 

Cox (1970), in referring to the uae of Multiple regre■aion wJth 

dJchoto•ou■ dependent .varJable11, state■ that "the uae or a •ode), the nnture 

of whoae U•Jtationa can be foreaeen, 't■" not whe, except for very li•Hecl 

purposes" (p. 18), Jr these critics are correct, it appears a■ if researchers 

Jn education and psychology ahouJd diacontinue the uae of Multiple regression 

Jn theae aJtuatJona, 
ProblH 

Thia paper Ja an atteapt to aaae■s the •eanJng ot the charge■ •ade 

again■t •ultJple regre11Jon and to auggeal what the re1re11Jon co••unJty in 

education and p1ych0Jo1y can do to co•e to ter■a with critic• of ■ultiple 

regreuion. The.purpose of thia paper Janot to evaluate the validity of the 
l 

crJticJ••• but to deal wJth ao■e loeJcal extenaJona of the■. If theae 

crJtJcJ••• are vaJJd, are t-te1t1, anaJy1J1 of variance, analy1J1 of 
I ., 

covarJance, di1crJalnant analyaJa, canonical correlation, and any uae of du••Y 

variable, Jn •ultJple re1re11Jon alao called Jnto que■tJon? 

The queatJon, rahed by thl1 paper, than, ar11 

J, To what extent do the1e crJtJcJ••• affect the valJdJty of other 

coaparable 1tatJ1tJcaJ procedure•? 

a. If other 1tatJ1tJcal procudurea u1Jn1 different a11u•ptJon1 1Jvu

JdentJcal re1ult1 to •ultJple r11r111Jon u1Jn1 dJchotoaou■ dependent

variable■, doe■ thJ■ Japly eu■pJcJon concernJng the other procedure•

or eu■plcJon concerning the v�JJdJty of th� crJtJcJ■•a or both?

Procedures and PJndlngs 

To exa■Jne the validity and/or ■erlousnesa of these crJtlcls•s, 

JaplJcatJona of thh 11JluulJon ore considered by exaalnlng II nl of dul11 taktm 
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fru• thl' A3 data lt't 1n Gun1t I Mlllon (1980). Thh data aet hu 13 yearly 

obaervallons wllh 14 varlablea, The year variable was dlchoto•lzed by lettJne 

the firat 7 yl'ara be Jn one eroup and the last 6 year, be the other 1roup. The 

data I• analyzed In 6 different caaes with different arranre•enta or the 

dlchoto•ous variable with one or two quantitative variable• fro• thl• data 

1et. The dlchoto11ou�,��rlable I■ considered as both a dependent variable and

an Independent variable. 

Jn Table J different co•blnatJons of quantitative and dichoto•oua 

independent and dependent, variable■ where •ultlple rerreuion haa been used 

are presented with a li■tlnc of conventional alternative 1tatlstlcal •ethods 

and Method■ recoM•ended by ■ultJple rerre■slon critics. The critics surreal 

that Jn cases where II dlchoto•oua dependent variable 1s us'ed (clllea 1 and 31 

Multiple rerreaelon la Inappropriate� T�e approach taken in thl• paper 11 to

co•pare the re■ult■ of ■ultlple rerre■■lon in these caae■ with result■ or 

caae, where ■ultlple re1re11lon ha• not been attacked (c111e1 2 and 4),

Table 1 

Po11lble St11tl1tlc11l Procedure, to u1e with Dltterent 
Co■hln11tlon1 of DJchoto■ou1 and Qu11ntlt11tlve Variable• 

c,,e Dependent Y•clobl• lodependont YorJpbJe 

On" Predictor 
J, J Dlchoto■ou, J Quantitative 

2. J Quantitative 1 Dlchoto■ou1 

Two• Predlctora 

Po11tble procedure• 

Lo1l1tlc re1re11lon 
Pe11r1on correlation 
Pt, bi■, correlation

t teat 

Pe11r1on correlation 
Pt. bl■. correlation 

3. J Dlchoto11oua 2• Quantitatlve/0• Dlchoto•ou1 Lo1i1tic rerre1aion 
Dl1crl■lnant analyal1 
Multiple regression 

4, J Quantitative J• Quantltotlve/1• Dlchotoaous Analysis of Covariance 
Multiple rerre11lon 
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Tab)� 3 prc•�nt• the reauJt1 of the two predictor caae1 with the 

dlchoto■ou1 variable H a dependent variable. (cue 3) and H an .Independent 

variable (caae1 4a and 4b), Caae 3 J1 a aJtuatlon where ■ultiple re1reaaJon 

and dhcr·.l■lnont analyah are both frequently uaed but 11 considered to be 

Jnva)Jd by th«: crJtica of ordinary least aquarea due to the preaence of a 

dlchoto■ous dependent variable. The t values .In case 3 are testln1 the 

significance of the relationship of each quantitative predictor w.lth the 

Table 3 

Two Predictor Exa■plee 

CASE 3; NultJple reereaeion clai■ed to be invalid 

.. Deper,dent VarJable. • 2 (DJcholo■oua) 
Independent Variables • 4 (Quantitative) 

t4 • -o. 124
t3 • -6.480 

• 3 (Quantitative)

u■e aa ca■e 4a
■a■e u caae 4b

CASE 4: Multiple re1re11ion i• valid 

a. Dependent Variable • 4 (QuantJtatJve)
Independent Variable• • 2 (Dichoto■ou1) 

• 3 (Quantitative)

ta• -0,124 -- 1a■e •• ca1e 3 
t3 • •0,397 

b, Dependent Variable • 3 (QuantJtatJve) 
Independent Variable■ • 4 (Quantitative) 

• 2 (Olchoto■oua)

t4 • -0.397
t2 • -6,480 -- aa■e aa ca1e 3

dlchoto■ona derendent variable controlled for the other quantitative 

predictor. Case• 4a and 4b 1lve Jdentical t value■ to thoee found Jn cuae 3 

for the relationship between the dichoto■ous variable (which ia now one of the 
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independent variable■ �nd in a leeii�■ate place accordlne to aasu■ptiona or 

If the tuts 

for which the t values in Cue 3 are J nvalJd, then the te1t1 for which the t 
1 

are used are value, in c111e1 411 and 4b aho invalid. The t value■ in c111e1 411 

and 4b are the lll■e Ill the 1qu11re root of the F values that would be co■puted 

wHh a one-way 11n11lysJs of cova'r i 1111ce in which the independent qu11ntit11tive 

variable was treated as the covariate and the independent dlchoto■ous variable 

as the rroupinr variable, So therefore if Case 3 ia Jnvalid, then all one-way 

ANCOVA destrns and any use of duii■y variables Jn ■ultlple rerreulon would be 

JnvalJd also, 

Concluaion·and Reco■■endation•· 

It J• clear tro■ the above exa■plea that the teats or airniticance are 
'\ 

;,: ' 

'! ;{' 

identical whether the dlchoto■oua variable Ja an independent vuriable or a 

dependent variable. It appears,. therefore, that Jt the critica or u■inr 

■ultiple reere11ion with a dlchoto■ou1 dependent variable are to be taken

1eriou1ly, they ■uat alao deal with all 1l1nJficance te1tin1 with t te1t1, 

an11ly1i1 of variance, analy1i1 of cov1rJ1nce, di1cri■Jn11nt 1naly1J1, end any 

u,e or du■■y variable, Jn ■ultJple re1�e11Jon. Th�re ••Y be other 1t1tJ1tJc1 

reported in 1 ■ultJple re1re111on analy1i1, euch 11 the 1t1ndard error of 
' ;' 

11tl■at1 or predicted value, for which the interpretation• ••Y not be 

111pro11rJ1te when d1choto■ou1 deJ1endant ver1able■ ere u■ed, but thh 111111111· will 

not deal with the1e l11ue1, 
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Relationship of Student Characteristics and 

Achievement. In a Self:Paced CMI Application 

Gerald J. Blumenfeld, Isadore Newman, Anne Johnson and Timothy Taylor 

The University of Akron 

, Learner control of CBE applications has been an enticing topic of research. 
Reviews by Steinberg (1977) and Taylor (1976) indicate that effects upon achieve
ment are equivocal when learner control has been compared with program or in
structor control. The mixed results suggest the possibility of an interaction 
betveen certain aspects of instruction and chsracteristics of the learner, when 
the learner is permitted to control the program. 

Current theory and data suggest that an important variable related to 
academic success is the student's perceived locus of control. Internal/external 
orientations have been shown to have a significant relationship to academic 
success (Coleman, et. al., 1966; deCharms, 1976). Behaviors exhibited by those 
having high internal or high external orientations (Crandall, et, al., 1965; 
See�an, 1963; Seeman & Evans, 1962) appear to be closely related to successful 
use of opportunities that permit one to control the conditions of learning. It 
was hypothesized in this study that high internals would be more likely to ex
plore and profit from learner control opportunities than would high externals, 
The I-E Scale developed by Rotter (1966) was considered to be an appropriate 
measure of this'.characteriatic for college students, 

A more direct measure of achievement-stricing behavior is the SSHA (Survey 
of Study Habits and Attitudes, Brown & Holtzman, 1967), Thia assesses tha ten
dency of student■ to be prompt, to employ effective work methods, and to posae11 
positive attitude• towards teacher, and schooling, SSHA has been shown to be 
related to grade point everaae of coll•&• 1tudents (Brown & Holtzman, 19671 
De1iderato & Ko1kinen, 1969) and to exam scores (Wen & Liu, 1976), It ha• also 
been 1hown that the SSHA and the 1-E are relatad (Ramanaian et al,, 1975), 

It w11 hypothe1i11d for th• 1tudi11 r1port1d hera that effective 1tudy 
habit• would facilit1t1 on•'• effort• to 11am, and that this variable 1hould 
interact with l·E whan 1tudent1 are givan an opportunity to excerci■e control, 
It w11 1110 hypothe1i11d that th••• variable• would be particularly 11lient in 
• 1elf-p1ced Qtl application where the in1tructor controlled the operatina
parameter, durina the 1econd half of the course, Under 1uch condition,, 1tu•
dent• who differ on th••• v1riabl11 1hould exhibit avan areater diffarenc••
on achiavement 11 the course proarasses.

METIIOO 

SubJecu 

Subjects were 1tudenu. enrolled in a junior level college course on edu
cational meaaurement. Study A waa conducted during the spring quarter of 1978; 

•This article is based upon a paper presenteg at the American Psychological
Association
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·atudy B � .. c�nd�cted during the 1pring 1eme1ur �f 1979: 'The Univerlity had
changed from quarter, to 1eme1ter1 and the cour1e went from 3 quarter hour• to
2 1eme1ter houri, Requirements of the cour1e and 1equencing of activitie• re-
1111ined .the aame.

Measures listed below were 1ecured for 102 of 133 atudents enrolled durinE
1978 and for 86 of 125 enrolled during 1979, Moat of the students not included
in the 1amplea withdrew from the courae very early in the .term. A few 1tudents
were abaent on the days the I-E and SSHA were administered.

Instruments

Rotter'• I-E Scale and the Brown-Holtzman SSHA were administered during
regular class meeting,. Students were given individual feedback about these
measures at the end of the term. A brief deacription of each is pre1ented
below:

1. I-E Scale, ,,This scsle contains 29 forced-choice items, including six fille
i te:ns, and was keyed 10 .that .a high ,a core indicated a high internal orientation

2, SSHA. This .inventory _contains 100 items grouped into the following subscal 

a. 
b, 
c. 
d, 
e. 
f, 
I• 

Delay. Avoidance (D�)," Lack of procrastination, 
Work Methods. (WM).,, Effective study procedures, 
Study Habits (SH), . DA plu1 WH 
Teacher Approval (TA), Attitude toward• teachers and their behavior. 
Education Acceptance (EA),, Attitude toward• educational practices. 
Study Attitud11 (SA), TA plus .EA 
Study Orientation (SO), SH plus SA (overall measure) 

3, Compnl �ai'v• Exam•,: Acl\ievement in each of four units of work was meaaun 
by thirty 1�am aelection type exams, Two or three alternate fol'llll wera avail
able for each unit, Exams used wera a regular part of the cour••• ltem analyb 
indicate acceptable quality, Haa1ure1 of reliability have ranged from ,70 to 
more than ,90, Method of e■timatina reliability, number of atudent• involved, 
and term when anlly1h waa conducted, varied from one Ht of unit exam• to ano1 

4, GPA, Overall arade point average at end of aprin&, quarter waa ·obtained fr, 
th• reai■trar'• record,, Thi■ 11111,ure has been ahown to be correlated with ac. 
d11:1ic achievement in the meaauremant coune (Blumenfeld, IC al. 197S) and with 
re1earch on learner control in CAI (Taylor, 1976), 

Procadur11 

Student behavior and achievement waa examined under condition, impo1ad by 
ulf-pacad coaiputar manaaad inatruction applied to an under1raduat1 aducat1on4 • 
mu■ureman t couru. A brief ducription of th• cour11 and tha computa r progra,, 
11 aivan below. Mora datailed account• can be found in Blwnonfald, et al, (19, 
and Blumenfeld, at al, (1977), 

I, Maaaurement Cour■a, Empha1i1 i■ placed upon evaluating the effectiveness 
of in■truction end upon developing coordinated 1ets of instructional objective, 
instructional procedures, and measurement procedures. n,e course is divided 
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into four units and one teaching project, The teaching project ia not aelf-paced 
and student behavior related to this aspect of the course.was not included in the 
analysis. The unite are divided into module& - three modules per unit, Students 
are given ten to fifteen behaviorally atated objectives for each module. They 
are required to take module study quizzea via computer terminals on each unit they 
study prior to taking comprehensive exams, Study quizzes are taken outside of 
regular claaa time and are scheduled by the atudent at hia or her convenience. 
Comprehensive exams are given during regular claas time during six predetermined 
aesaiona distributed throughout the term,' Criterion for paaaing a unit exam ia
so:. A atudent may take a second exam on each unit if he fail• to paas the first 
time. A few target points awarded at the beginning of the tarm, to encourage 
atudents to get started, permit a few students to pass unit I with only 70% cor
rect. Course grade is determined by the number of units the atudent passes. If 
the student passes four units, a grade of A is recorded; three unite, a grade of 

Bia recorded, etc, Minus grades are given if students achieve 70% but not 80%. 
The atudent can decide to work on all four unite or to stop after one, Upon re
quest, incompletes are awarded to permit a student to co11plete one additional 
unit, Only work co11pleted during the spring tet'lll was included in the analysis. 

The topics included in 11odules one thru six are repeated in 11odules aeven 
thru twelve. Objectives in the first six 11odules include critical concepts and 
less difficult tasks. Objectives in the last aix modules include more advanced 
ideas and more difficult tasks, 

2. Co11puter Program, The prograai contains twelve quizzes With each quiz con
taining twelve items. A pool of five selection type items 1a ,included for aach
objective, When a student signs on, the program randomly orders the objectives
and randomly selects one item for each objective. E11phasis 11 provided by in
cluding two five item pools for some objectives and repeating these objectives.
After a correct answer, the student is ao informed. Appropriate page references
for three books follow both correct and incorrect answer■, If an incorrect
answer ia aiven, the 1tudant 11 informed as to why the answer ia not correct,
Correct an1wer1 are not aiven, but the 1tudent is provided with 1ome direction
for recon1iderina the problem, At the end of the quiz the atudent can 1ee a
li1t of objective• related to the item• anawered incorrectly,

Criterion for pa11ina 11 tan correct an1wer1. If the atudant meat• th• 
criterion the proar1111 advance, the atudent to the next module, If the atudent 
fail• to meet the criterion a aacond or third atudy quiz on that module ia re
quired, A delay of tan minute• per error ia impo■ed before th• atudant 11 per
mitted to take another quiz, Student• failina a module quiz tor th• third time 
are advanced to the next module, A atudent who faila three quizzea on two con
HCUtiva modules 1a not permitted to continue until h• obtain• a "puaword" 
from the inatructor, Alter th• atudent hu co11platad module ■ix, control of 
the computer proaram i■ aivan to the 1tudent, n1e 1tudant decide■ which module 
to ao to, how many timaa to take a quiz on that module, and in what ordar to 
repeat module• if ht 10 choo1e1. The 1tudent can avoid any delay impoaad earlier 
becauea of error,. 

RESULTS 

tntercorralations of Mea1ure1 

Tables 1, 2 and 3 are divided into parts A and,B and corra1pond to 1978
and 1979 data, respectively, Table 1 lists the intercorrelationa of the SSHA 
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1cale1, 1-E and GPA. lt is interesting "to note that in 1tudy A all correlation■ 
are 1ignificant except those involving 1-E. ln atudy B all correlation• are 
aignificant except those involving GPA, 

Table 2 indicates the relationship of the variables deacribed above to unit 
exam ■cores. lt can be obaerved that while GPA is significantly related to unit 
exam ■cores in both 1tudie1, I-E and SSHA do not possess that consiatency. I-E 
is related to unit exams in 1tudy A but not in study B. SSHA is not related to 
unit exams in study A but -ny of the correlations approach aignificance in 
study B. 

Regression Analvsis 

To test the original hypotheses that I-E orientation and study ■kills would 
be salient variables further analyses were conducted using SH since the rela
tionship of the other scales to unit exams was not significant, Full and re
atricted regression models were used to examine the·predictiveness of GPA, SH, 
1-E, and (SH• 1-E) when the criterion was unit exam score. Regression models
were computed for each of the four unit exams. GPA was included in all models,
Therefore, tests conducted determined whether or not SH, 1-E and (SH• 1-E)
could account for a significant amount of criterion variance above and beyond
that accounted for by GPA, The interaction (SH• 1-E) was found not to be
statistically 1ignificant, nor was SH.

--

In 1tudy A I-E was' found to be 1ignificant at the .01 level for units I, 
11, and Ill and at the ,OS level for unit IV. However, I-E did not account for 
a aignificant amount of criterion variance beyond that accounted for by GPA in 
study B. The multiple a2 for the full and restricted models are given in Table 3, 

Ad Hoc Analysis 

� 

It waa hypothe1iz1d that the effect• of variation in locus of control and 
atudy habit• upon atudent performance would increa1e aa the term pro1re11ed, 
Therefore, intercorrelationa 1cro11 module■ and unit■ were examined to deteniine 
if any trend• could be detected, In 1tudy A the correlation matrix indicated 
that DA waa the moat likely 1cale to aenerata a 1ianificant trend, Cumulative 
exam 1core1 acroaa the four unit• were recorded for both the first and fourth 
quartile 1roup1 on the delay avoidance 1cale, Traditional analy1i1 of variance 
for trend wa, inappropri■te becau11 of extreme heteroaenietY of variance, 
Therefore, loa•loa tran1foniation1 ware made for each atudent'• cumulative exam 
,core curve. 

n,, ■lope of the raarauion Una for aech of tht1a log-loa tun■fonnationa 
wa, computed, Thi• wa1 u1ad •• a Maaure of trend, The mean, of the 1lope1
for the two group, were ,86 and .6�1 the variancea were .o� and ,08. Student■ 
who acored hiah on DA had the hiaher mun elope. A tut of thue valuu indi• 
cated that the difference between the mean, of the 1lope1 wa1 1ianificant at 
the ,01 level, Obtained t wa, 2,776 with df • 48. n,ie trend wee not found 
to be preaent in the data obtained in atudy B. 

Cse of CMI Program 

No directional hypotheses with reapect to stu�ent utilization of the CMI 
program were formulated. However, it is reasonable to assume that euccesaful 
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1tudent1 will utilize learning re1ource1 differently than le•• 1uccessful 1tu
dent1. The twenty five 1tudent1 who had the highest score on ■'combination of 
1-E and DA were identified along with the twenty five 1tudent• who had the low
eat score on thi• variable. The variable waa obtained by multiplying each stu
dent'• 1-E ■core by hi• DA score. The mean number of quizzes per module and
the mean number of minutes per module were computed for each of these groups.
Only the first nine modules were considered because a very emall percentage of
student• worked on Unit IV. This fact will be considered late'r. Nine out of
nine time• the high group'• mean number of quizzes per module was greater than

• the mean of the low group. Eight out of nine times the mean of the high group's
number of minutes per module was greater than the mean of the low group. On
the average, members of the high group took more 1tudy quizzes, but spent less
tiQe per quiz than did members of the low group. High students were not only
practicing more but also distributing the practice across a greater number of
examples. Once again, it was found that this relationship did not occur in
the data collected from study B.

. Accurate records of when students took module quizzes and unit exams were
obtained for study B. This data was· examined several ways, but no consistent
relationships between student characteristics and the utilization of the CMI
program were observ�d.

Discu■sion 

,, It ii important to note at the beginning of thil diacuuion that an unu
sually amall percentage of students worked on unit IV during the termsstudy A 
wea conducted, For example, thirty aix percent .of the.1tudent1 listed on our 
first day roster for the previous quarter worked throughout.the tenu and re
ceived• grade-of A or A- for the cour••• In 1tudy A only 1ixteen percent of 
the 1tudent1 lilted on our first day rostar worked throughout th• term and re
ceived a grade of A or A•, In 1tudy B 33% earned• grade of A or A•, A non• 
1cientific explanation 1• that the 1978 1tudent1 1uffered thru • very difficult 
winter, When the 1un finally appeared durin& the 1pring querter, 1tudent1 
1topped working on all non-required 1chool ta1k1, We ob11rved thi1 1udden 
ce11ation of 1tudy and were given thil an1w1r when we r1i1ed que1tion1 about 
it, 

It w11 111umed in 1978 that the 1m.11ll number of 1tud1nt1 completing unit 
IV would tend to r11trict the ranae of 1core1 involved and not invalidate the 
re1ult1, The failure to replicate the r11ult1 in 1979 l11d1 one to other 
1p1culation1, For example, ch, 1979 1tudent1 had 50% more time co do the ume 
amount of work and were not harre111d by bad weather and 1chool clotln&•• It 
i1 po11ibl1 that differenc11 in I•E and SSIIA interact with condition, of ■tr••• 
and hi&h deund,, When 1uch condition• are not pruent, 11 in 1tudy B, all 
1tudent1 h1v1 time to do the job 1v1n if differen�•• in ability and motivation 
exilt, 

Thh 11 an attractive hypothuh, but it ii 11■0 1u1pact btcauu of the 
chana• in th• ob11rved ralationehip1 bet'Wun l·E and SSIIA 1calu, Weather and 
l�nath of term 1hould not have had an affect hare, It 11 1110 the case that
the relation1hip1 betwHn l•E and SSIIA in ■tudy B are more con1istent with thu
data reported by Ramanaiah (1979),
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Study A 1upported the conclu1ion that the 1-E and SSH.A 1cala1 tapped important 
atudent characteristics when course ltructure pen11itted 1tudent1 to control 
pace, practice conditions, utilization of r11ourc11 and total amount of material 
to be 1tudied and mastered, Study B does not ·support those conclu1ion1, Only 
additional replications will provide help. in deciding which aet of data 1hould 
com:iand on•'• confidence, 

At least two things 1hould be coo1idered when looking at the re1ult1 of study A 
and study 8. One 11 that apparently the most relevant psycho-social variables have 
not been adaquacely identified. The second, and more importantly is that the differ
ent results give further support for the necessity to replicate. The two 1tudie1 
reported were conducted by the 1ame researcher, on very comparable 1tudent1, in 
highly 11.milar ■ettings, yet produced diveraeot result■, These varying rasults 
i�dicate the potential pitfall of generalizing results based on only one ■tudy. 

�neo trying to identify th• relevant learning characteristics in • natural 
settio&, the potential interaction• 1.0d the types of relationships between variables 
are eoon11ous. �nae may be needed to map out many of these possible relationships, 
develop a matrix, and 1y1tematic1lly develop atudies to investigate the relationship 
between these variable• and learning. One may take • particular model 1uch as 
1u1ge1ted by McGuire (1960) and Whiteside (1964) which takes 'the position that when 
one is trying to account for complex behavior, one ha1 to.look at atle11t three 
cl111ifications of behavior. One 11 the person variables ·which inc:ludea things 
auch as personality, intelli1eoc1 1 ■ex role■, learning characteristics, etc, The 
second is the charactaristics of what 11 to be learned,;· Suppes (1966) and Ga&ne' 
(1965) have &iveo excellent examples of how to deliniate the component■ of what is 
to be learned through a ta■k or job analy1i1, The third 1• th• environmental or 
context variable•. Th111 would include 1uch things as the •tructure a■ well a■ 
the environment of the l•arnio& situation, interactiooi with peers, expectations 
produced by the enviroDJDent (1i&oificant other• within the environment), Thia 
three dimen1ional matrix may facilitate the identification and 1y1tematic inve1ti-
11tion of the variablu which mey influence and/or "c1u11" the differential 
dfectiveneu of "luniin&" a■ reported in the literature, 

,· 

*ltowever, one must be very careful of over generalizing to other samples before
independent replications are conducted. The authors have collected replication 
data which they expect to present at a future time in conjunction with the 
findings of this paper. 
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