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... Catalytic Variables for Improving
Personnel Classification and Assignment
Joe H Ward, Jr. and Richard C. Sorenson

Navy Pdnonml Reseerch and Dovdlopmont Center
San Diego, Cellfornia

~ INTRODUCTION

Placing 'personncl Iinto Jobs to maximize expecicd pc:rloru.wanccel of the organization Is
a basic problein In large organizations. The solution to this problem requires predi'ction of
the expected perforinance of each person on each job.  These estiinates are frequently
obtained by developing a separate perforinance prediction systein for each job category.

The predictors In these separate systeins consist of inforination about each person
(e.g., age, aptitudc scores, Interests, experience). After the predictions are made for
each person on every possible job, it Is desirable to assign each person to a job to
inaximize expected future perforinance.” This can be accomnplished by one ‘of several

available comnputing algorithms (Langley, Kennington, & Shetty, 1974).

If it Is necessary to use different sets of prediction weights to make accurate
predictions for the various Jobs then there Is interaction ainong the people and Jobs, and it
Is hinportant to pay careful attention to the asslgnmentz process. However, If it Is
possible to predict perforinance accurately using the saine set of weights for all Jobs, then
all possible assignments of personnel to jobs will yield the saine overall average

perforinance.

The linportance of interaction between people and Jobs has been described by Ward
(1983). Recognition of the significance of Interaction in the predicted payoff array
highlights the fact that a constant can be added (or subtracted) from any row or column
of the person-job predicted payoff array without changing the particular configuration of
assigninents of persons to jobs which inaximizes the payotf.

'We mmake no distinction arnong productivity, payoff, and perforinance.

ZAssigmnent relers to a gencral class of personnel actions that includes classification
into alternative carcer fields or Job types, assigninent to specific job position or location,
and other actions such as rotation froin one billet to another.



By recognizing that the prediction equations can consist of two types of terins--those
that represent the lnteraction of persons with jobs and those that are additive--we can
refer to one set of predictor variables as Interactive variables and the other as additive
(or noninteractive) variables. Since the noninteractive variable terins can be removed
{roin the operational predigi:ion equations without limiting the assigninent process, there
is no requirement to have these variables available in calculating predicted payoffs for
the optimnal assignhent of people to jobs. These noninteractive variables are required
“only to develop the prediction equations In conjunction with the interactive variables.
When noninteractive variables increase the amount of intecraction (i.e., differential
cl_assilication‘ potential) of the interactive terms we refer to these noninteractive
variables as catalytic varialbles.3 Catalytic variables are needed only to develop the
weights to be used by the interactive variables, but are not required for making optimal
assigninents of people to jobs. Therefore, variables can be considered as
potential catalytic variables when there is reason to believe that, when they are added to
the prediction systein in a noninteractive way, they may increase predictive accuracy and
Increase the person-job interaction and that there Is good reason to consider eliminating
thein froin the operational prediction equations. Candidates for catalytic variables are:

l. Variables that have been used operationally but inust be eliminated because tiine

is not available to collect the variables. For example, if it Is necessary to reduce testing
time for the ASVAB, it inight be possible to use soine subtests as catalytic variables for
the others without loss of classification effectiveness. These catalytic subtests would be
used in a noninteractive way to determine the weights for the interactive (or operational)
subtests.  The catalytic subtests would not be required for operational adininistration to

new applicants,

3‘l‘hc: Interaction by which we differentiate catalytic variables fromn Interactive
variables Is between predictor variables and jobs (i.e., of variables represented in & set of
regression equations to predict perforinance in several Jobs, those having siinilar weights
for the dilferent jobs are catalytic} those having different weights for the different jobs
are interacting). This interaction Is contrasted with that occurring In the case of
moderator variables where the Intcraction Is between sets of predictor variables (i.e., the
welghts assigned to one set of predictors are a function of the values for the other set of
variables (inoderator) (Sanders, 1956). Suppressor variables, on the other hand, are
variables which are not theinsclves significantly correlated with the criterion (job)
variables, but which are significantly correlated with other predictor variables which are
correlated with the criterion. These variables then "suppress" or control for predictor
variance not related to the criterion variable(s) (Horst, 1941). Suppressor variables and
catalytic variables are similar in that they both effect a change in the weights assigned
other predictor variables when they enter the equation,



2. Variables that have been used experimentally but will not be used omration.allx.
For example, the Vocational Interest Career Examination (VOICE) has been administered
to Air Force personnel in conjunction with the Arined Services Vocational Aptitude
Battery (ASVAB). Although the VOICE variables are not used operationally, the
classification value of the ASVAB might be enhanced by using the VOICE scores as
catalytic variables. !

3. Some predictor variables may be very expensive. These variables may be -

collected on a sinall nuinber of subjects in conjunction with less expensive interactive
(operanonal) variables. The expensive variables can be used as catalytic variables to
enhance the operational variables, Therelore, cost of the expensive variables is
eliminated. A

CATALYTIC VARIABLE CONCEPT

Description of Available Inforination .

Assume that Inforination is avallable for perforinance (on the job or at a school) for
many individuals on mnany different jobs and that each person has per(ormed on one and
only one job, Also, assuine that the same predictor Infornation is available for all persons
and that all perforinance ineasures are in the sarne units.

Let

Y‘ s the obscrved perforinance of person | on Job | (I s 1, .4, |

d
’ : "IO“'DJ) Z jan

‘X’k » the observed value for interactive predictor variable k for person |
who has perforinance Y“ onjob ) (ks 1,0, K)

Cc s the observed value for potential Catalytu.“ predictor variable £ for
person | who has perlormanCe Y jon Job J (£ s 1,0 e, L)

U 2 & vector of Is with dimension I' + '2 too et IJ s N, the total nuinber

of individuals for whon criterion inforination has been obtained.

This inforingtion is shown in the arrays in Table 1.

“Cutul)‘uc variables will be more formally defined in a later section.
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Developing Prediction Equations From Interacting Variables
) _ :

To determine the least squares regression weights in the usual manner, these data can
be used to define the vectors (see Table 2) of N elements (N = I‘ B PRZERL IJ)z

Y . = avector containing the observed perforinance Yii'

u(j)

a vector with elements equal to'l if the correspondmg element of Y
involves job P O otherwise.

X(jk) = a vector with elements having a value for variable k if the corres-
ponding eleinent of Y is from job |, 0 otherwise.
E(I) = anerror vector,

“In this report, syimbols in parentheses following a capital letter aré used to distinguish
vectors (e.g., U()) (sce Table 2) is a vector with eleinents equal to | if the corresponding
element ol Y is [rom job j or equal to 0 otherwnsc; X(jk) Is a vector with eleinents equal to
the value for variable k if an element of Y is from job j or equal to 0 othcrwlsc; E(1) is an
error vector for Model 1).

The regression cquauon coefficients can be determined by solving for the coefici-
ents A‘, B‘ for jal, «. 4, ksl, ..., K in Model | shown below. J(K+l) regression
coefliclents are In the mnodel. ‘

Y AU ¢ By XD 4 B X312 ¢ 0uss B XUIK) ¢4 e B X(IK)
| + A,U(2) 4 B, X(21) + By X(22) 4 v v e By X(2K) ¢ 40 s By X(2K)
P e
’ A‘U(j) . B“X(j”-o BjZX(jZ) Yaea b BijUk) $aue ¢ B‘KXUK)

4 s

+ AJU(J)OB“X(J”.B X(JZ)#...+B X(Jk)+...0B X(JK)#E(I).

This single regression lﬁodel determines a prédiction equation for perforinance on
each job [romn infortnation on the predictor variables (X variables). However, the
regression equation for each diflerent job can be co:n;;uted separately since the vectors
dssocidted with cach job are orthogonal to the set of vectors associated with each and

every other job.

The regression coellicients can be displayed in the array shown in Table 3.
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Table 3

The Array of Regression Coefficients

A B
A ' B |
l |. ll BIZ " BlK
]
A, : B Boa v By
L] ‘ L ] L ] L I ) L]
[}
. | . . e .
]
L] l L L * 80 L)
|
Ay v By By, +or Byg

Using the Prediction Equations

After the prediction coefficients have been computed, they can be applied to the
predictor inforination for future groups of personnel to predict future perforinance for
each person on every job, The prediction equations should be applied to a set of people
whose data were not used to calculate the regression coefficients. This analysis indicates
the degree of confidence that should be placed In future predictors. Since Brogden (1955)
has shown that for any assigninent of people to jobs, the suin of the multiple regression
criterion estiinates equals the sum of the actual criterion scores, a further evaluation of
the prediction equations can Iinvolve comparison of the average perforinance estimates
with that perforinance fromn alternative assigninents,

Once we have confidence In the prediction equations, the regression coefficients can
be applied to 4 set of data obtained for a total of M subjects (see Table 4).

Let

U s acolunn vector of 1s of dimension M.

x
"

a matrix of predictor variables of dimmensions M by K.

A = acolumn vector of regression coefficients of ditnension J.



B = a matrix of regression coefficients of dimensions J by K,
. A" = the transposc of A,
B' = the transposc of B.

The data set could be new or the same sct upon which the prediction equation was

developed, in which case M = N = 1, + I'2 teauely

- "Table &

‘Pred’icte‘d Performance Arréy

- -
' p—— oy
i
| X
_ : (1x3)
Ps U : X U
(MxJ) (Mxl):(MxK) N R
\ (KXJ)
: | -
'
o
DA " L)
Py Pyp vee Ppy ' :"n Xig v Xl [MA2 oe0 A
- o ' ' " &4 ® & @ W & & 5 &N
. . .
| | | |
Par Pag wee Paaf = |1 Xy X e K 1P0Ba e By
]
] [ ] [ I I ] . [ ] ' [} L ] ¢ 00 ] [ ] [ B ) []
i
[} L] [ IR ) [] ] | [ ] ] [ . . [ ] L]
N ]
[ ] [ ] . 8 & [ ] L3 ’ L] [ ] [ I I | ) & [ R B ] L ]
i
|
Pur Puz e Py Vo X Xaz oo Xuk) [BikBak o Bk

Table 4 reprcsents the computation of the predicted score inatrix P of dimensions A
by J. The predicted perforinance array P can be input into an optiinization algorithin tc

assign persons to jobs to maximize total overall systein perforinance.



Interaction Between Predictor Infonnation and Jobs

It Is inportant to observe the characteristics of the predicted perforinance array, P.
It there Is "no-interaction" between the people and Jobs, then it makes no difference
which persons are assigned to which Jobs (Ward, 198)). "No-interaction" conditions
between people and jobs in the array, P, means that

i

Prt - Pm = Pst - Psu = V‘u (@ common value) for r=l, ... M=1; s=rel, ... M;

‘:l’ e e e ,J*l;U:t#l,-. ) ’J

This can be written as

Prt = P|'u v Vtu

and

Pst ? Psu ' vlu

But the conditions for "no-interaction” are equivalent to

Pt Py *Pryt Py

This indicates that the suin of the predicted perfoninance values will be the same for all
possible assigninents of people to jobs.

The conditions for "no-interaction" linply that the regression weights for the
correspondiny predictors could be identical across all Jobs (Ward, 1973, p. 143). 1t is very
Iinportant to recognize that even though the weights for the corresponding predictors
could be identical across all jobs and have the "no-interaction" conditions in P, it Is not
necessary that the corresponding weights be Identical. For if there Is linear dependence
among the predictor vectors for a particular job, then there could be an infinite set of

welghts that would produce the same predicted values for that particular job, It Is not
possible, In gencral, to estinate the "amount of interaction" by examining the differences
a'nong the corresponding regression coefficients across all jobs.

On the other hand, if the "no-interaction" conditipns are not true, it Is said that there
15 "interaction” between the people and the jobs. 1If there is a "large amount” ol
interaction, then it is iinportant to seek more optimal assigninents. In the presence ol
such interaction, randoin assignmments could result in extremely poor overall predicted

purforinance. The amount ol interaction can be investigated by immposing the restrictions



" of *no-interaction”. on the prediction systemms and examining the loss ol predictive
accuracy (ctror sum of squares) when using a single set of weights for all jobs. hnposing
the rcstrlcuons !or ”no-lntcractnon" will be dlscuswd in the lollowmg sccuon. |

!‘mz .“:_“r:_"“ * . 5t P . B

“ ‘No-interaction Situation

Assume that the "no-interaction" conditions are true for the predicted scores
obtained from Model 1. This would be the case if:

B 8

¥ R 7 W s § B |
Big = Byy =-v. =By, = B
Bik = By =eer =By = B
:'BIK "'EEBZK T TR "‘BJK”‘ s BK&

Since this Is never exactly true for real data, we can obtain soine indication of the
extent of Interaction by linposing these restrictions on Model | and obtain the restricted
no-interaction regression model, Model Irs

Ys . AU(I)OBX“I)OBX(lz)o.-.OBX(lk)O...OB X‘IK)
+ A U(Z)OB X(ZI)OB X(?Z)o...oﬂ X(ZR)O...OB X(2K)

4 v

¢ AiU(i) 0-81)((} 1) +'BZX(j2) Yoot 'BkX(}k) ¢ et BKX(jK)

4+ .o

+ AJU(J) + BIX(JI) + Bz)((JZ) tead BkX(Jk) aead BKX(JK) + E(Ir),
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which can be simplified to

Y =

Letting

gives Model Ir

Y

If the sumn of

little) difference which people are assigned to which jobs,

AlUin); AU 4+ un. s AiU(i) e A,U0)
B,(X(11) + X(21) 4 0ee ¢ XGI ¢ 0ee o XQN)
B,(X(12) + X(22) + 4 o v 4 X(i2) 4+ ... + X(2)

Bk(X(Ik) + X(2K) ¢ oo ¢ X(K) ¢ o0 ¢+ X(IK)

oy
LA B )

BK(X(IK)_O X(2K) + ;_ cod X(_ik) ‘e _.‘0 X(IK)) + lE(.ll'). -

X() = XD ¢ XQ2D) ¢ 0ne o XGD 4000 XA
X(2) = X(12) + X(22) ¢ «ov 4 X(2) 4400 s XD

X(k) 2 (1K) + X(2K) ¢ oo ¢ X(K) 4 «e0 + X(IK)

X(K) & X(IK) + X(2K) 4+ o 0+ XGK) ¢+« + 4 XOK),

A,U() ;AZU(z) verer AUG 4L s AU)
By X(1) + B,X(2) + v uud BX(K) 440y s BX(K) 4 El0),

squares of the elements of restricted model error vector E(lr) s
significantly larger than the sum of squares of the error E(l), then Interaction exists.
However, if no interaction (or a “sinall amount” of Interaction) exists, It makes no (or

that the prediction welghts are Identical, the predicted scores will be:

Pl’t

P

su

ru

st

113

n

A‘oal xl‘l’BZXrZ"H’BKz(fK

AuoB )(“082)(s

I 2"'°°BKXSK

AU’B'X' OB

I 2Xr2’0000BerK

A('Bl XsloBZsto...oBKXsK.

To observe this, consider
assigning any two persons, r and s, to any two jobs, say t and u. Under the assurnptions



-:"(:}.’."ﬂ.ﬁ” IP,,,“:\ . Z'"?"

The total prcdictcd perlonnance of assigning person r to job iand person s to job u is

',a:.!’,

«.the same as assigning person rto job u and person s to job u

Pre Psu '"P‘ru * Py

A +A +B (X +X )4...03 (X 0XSK)=

AQA QB (X 0X )09.-08 (X .QXK.) ,

It is neCCSSny to have a |arge arnount oi interaction between pcople and jobs in order
for alternative assignmcnts to improvc the total prcdictcd performance. It is desirable to
have a prediction system that providcs ‘accurate perlormance prediction and maintains a
large amount of Interaction between people and Jobs. This observation leads to

consideration of catalytic variables.

Introducing Catalytic Varlables

In soine situations It Is possible to add new predictor information that will increase
the accuracy of perforinance prediction, and also Increase the amount of interaction
between people an& jobs. | However, requiring additional predictor Informmation can be
expensive, difficult, or In soine cases quite controversial. Therefore, it would be desirable
to add additional predictor information on a sinall sainple that would be required only for
ducloplncnt of the prcdiction equations. But the new Information would not be required
for future opcrational assigninent of people to ]obs. Predictor variables that increase
Iinteraction but ‘are not required for future operational use are referred to as catalytic
variables.

Catalytic variables were identified in the Introduction without definition. They are
shown In Table | and arc designated (as described above) bys

-ici { " the ‘obscrved vzilué for a"potcntial caia'lytic predictor variable ¢ for
person | who has perforimance Yil onjob (<L = 1,.., L)

We will augment Model | with the catalytic varlables, but require that the
coellicients associated with these variables be Identical across all jobs. New vectors can
be defined:

C(i€) = a vector with eleinents having a value for catalytic variable ¢ if the
person performed in job j; 0 otherwise.

12



Then, Model 2 can be writtcn as:

Y =

+

+

A u(l).a x(n).a xuzn....a x(lk)'....e K XUK)
A2U(a.) + 82|X(2') + Bsz(ZZ) L BFSFEIR ] 82RX(ZR) o000t BZKX(ZK)
AJUG) + By X(1) ¢ BipX(2) 4 o + B XK + - on o B X(K)
A;U0) + B, ‘((Jl) B 2\((32) Cenet aka(Jk) ‘oo 4By x(JK)
\VlC(ll) + W C(IZ)o...o w¢ C(lt)¢ ceet W C(lL)

WIC(ZI) + W C(22)00000 “t C(Z()ﬁ...ﬁ \ILC(ZL)

Thez e
a o

it

W CON » W,CHD 4 We Clie)eoons W, CliL)

w C(Jl) + W C(JZ)o.....o w ¢ C(:Z’f)lﬁé)o...ﬁ W C(JL)OE(Z),

Where W £ is the coelhcnent associated with catalyuc prednctor £ forall jobs s 1,...
3. Also, Model 2 can'be rewrlitten as: '

Ys

A'U(l)08“)(-(ll')¢Bl2X(l2)+...¢BlkX(lk)o...OB'KX(IK)
+ AZU(Z) + Bz'X(ZI) + 822)((22) teeet szX(Zk) Pooot B?KX(ZK)
+ o
L} AIU“)"B"X(“)OBiZX(,z) 4+ sae ¢ B X(l‘\) + o0 ¢ B

XKD

+ e

+ AJU(J) + BJ'X(JI) + BJZX(JZ) Yeea BJRX(JR) teesd BJKX(JK)
WOWCHD S C@D s  COD v cn)
. \\'Z(C(I2)4C(22)o oot C(G2) +...4C2)

+ )

+ \\(- (Cle) +CL2L) v e s CHL) v 0w e s CLL))

' \KL(C(IL) +C(2L) ¢+ ...+ C(L) ¢ ...+ C(IL)) + E(2).

13



'Dc(ine thc ncw vct. tors

4

N
13

i C(]) L m C(l l) + C(Zl) Yeood C(]Z) Y oeeed C(JZ)
c&) - CUL + €2 4.t s Ch v e s COE)
cw . clL C(2L) eent c(,L) boend C(JL)

Then Model 2 can be written as.

,r
RS A *

Y = o 5'"’\ U(l)oB X(ll)ﬁB X(lz)i...oB X(lk)o...+8 ,X(IK)
' + _"\ZU(?) 0 BZIX(N) 0 an(zz) EERR qsz(Zk) RERR BZICX(zK)

¢ ]

o *'fAlU(nfa x(n), B

RXUZ)4 .o ¢Bij(1k) IR B X()K)

+ 1-‘1 -

PR o

" A U(J)* B X(J')4 B X(Jz)"'. QB X(JR)OOOQQBJKX(JK)
+ “IC(I)’ WZC(Z)Q e + \V{ C(é) P e ¢ “LC(L) ] E(Z)'

There are now J(K+1)+L regression coelficlents to be computed. Notice that the new
vectors C(l), C(2),...,C(L) are not orthogonal to any of the vectors used in Model 1.
Therefore, the coinputational procedure for Model 2 Is inore cornplex than for Model 1.

The regression coeflicients can be applied froin Model 2 either to the data set fromn
which the coefficlents were derived or a new data set by augmenting the matrices X, A,
and B with the two mnatrices

C « & matrix of potcntial catalytic predictor variables designated as

C
in Table 1, i e
W = a matrix of regression coellicients of ditnension J by L with eleinents

defined as shown below in Table 3 (i.e., the rows are identical).
w! z  the transpose of W,

Then, a matrix of predicted values, Q, of dirnension M by J, can be obtained as shown
in Table 6.
14



Table 5

Regression Coefficients for Catalytic Variables

wl wz L ] “‘L

W= “l wz L B “'L
. -
_w'l oo wz * e “‘.l:-

Qbserving Predicted Scores From Model 2

Consider again assignlng' any two persons r and s to Jobs t and u.  Then, the four
predicted scores from Mode! 2 are: - o ‘

Q” s At'atlxr_l’BtZXrZ""'BthrK
4 WlCrl 4 chrz o0t wLCfL.

qu * Au ' Bulxll ' Buz";z Yoot BqusK
¢ \V'Csl + ch‘z LI -“'LC‘L’

qu [ ] Au08u|xr| ‘BuzxrzﬁoooﬁuqurK
O\V'C” 0W2Cr20...0WLCrL.

Q . A'OBNX

o1 +B X

sl 12 sZ""'BthsK

] \V|C"0W2C’2 LI 4 “'LCSL‘

It can be observed that the difference between the two suins resulting froin two

ditferent assiginnents, personr to Job t and s to Job u, and a second assigninent of, person.
r to Job u and s to Job t, is given by:

(Qrt ' qu) i} ‘Qru * Qst) :

(B x ‘B‘xr2’00008 x ’B X OB X L BRIy ’BUKXSK)

t17rl 2 tK.rK ul sl u2”s2

-(nulx” + Buzxrz Yoot BqurK’Bllxsl + B‘zxsz Yeood BthsK)'
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The difference between these two payoff scores is determined only by the Bs and the
Xs and thcre is no nced to usc thegA_,s. Ws, and Cs. The estimates of Bs in Model 2 were
made using the inforination from the catalytic variables, Cs. Therefore, It is not

necessary to know the values of Cs for making optimuin assigninents of mturc'groups of
people to jobs. '

The addition of the new predictors (Cs) will make the interaction between people and
jobs In the new array, Q, larger than the person-job interaction in the original array, P.
Greater person-job interaction will allow for greater dil(:rcntial assigninent potential. A
hypothetical example is presented in the next section to illustrate the effect of a
catalytic variable. |

A Hypothetical lllustration of a Catalytic Variable

Assuine that there are four jobs (1 = 4), one interactive predictor variable (K = 1), and

one catalytic predictor variable (L = 1). The data analysis might produce the following
results for Model |: B

Ys A' U(l) « B“ X (11)
+ Az U(2) + BZI X (21)
* A; U(d) + 83| X (31)
* A“ U(4) + B’dl X (41) « EQ1).

With nuinerical values for the As and Bs inserted, Model | becoines:

Y u(l) « .4 X (11)

6

SU(2) + .2 X (21)

Ju(l) + .3 X(31)

1 U(4) + .1 .X (41) + E(1).

+
+
+
This regression imodel can be represented graphically as shown in Figure 1.
Adding the catalytic predictor variable C(l) to the prediction systemn might result in

Model 2:

Y A UMD e B X (D )
‘A, U(z).02| X (21)
+ AJU(J).B3l X (31)
‘ Aqu(a) '8, X (41) + v, C(1) + E(2)

17



\\'nh numerical valucs for the As, Bs, and Wl Inserted, Modcl 2 becomes:

. Y:' 0U(l)0 1.1 X (11)
Lty B 2 e U(R2) e S8 X (21)
Sias t Cnenn t WU e i1 X (1)
) 05U(0)0 .lJX (‘ol)o]C(l)oE(Z)

_ The rebresslon model can be represen!ed graphicall), as shown in Figure 2, when the
vaIUe of C(l) = 0. All other graphical representations would differ from Figure 2 by the
amount 3 C(I).

. Now, consider the assignment of one person with an interactive predictor value of 2
. and a second person with an interactive predictor value of 8 to jobs | and 4 (Any other

combination of persons and jobs could have been considered.)

Using Model | gives the predictcd values:

" Job | o T Ioby

PersonwithX =2 P, =6(1)+.4(2) Py s 1(1)+.1(2)
H6() 448 Py, s 1) 408

" Person with X =8

Ps)

Then, conpare the predicted payoff suin obtained fromn assigning the person with X s 2 to
Job | and the person with X = 8 to Job 4 with the predicted payoff sum obtained fromn
assigning the person with X = 8 to Job | and the person with X & 2 to Job 4 Taking the
difference givest . . :

o (4(2) + ,1(8)) - (L4(8) + ,1(2))
] 00(2'8) - 0'(2"8)

s (o“‘ul) (2'8) ] ‘1080 .

804

Observe that the difference betwen the two sums (-1.8) Is determined only by the product
of the difference between the B's (.4 and .1) and the difference between the Xs (2 and 8).

Making the saine coinparison using Model 2 gives the predicted values:

Job | |  Job 4

Person with X = 2 P2l s 0(1) + 1.1(2) + 3 C(1,2) Pz,‘ s X1)+.4(2) ¢« 3C(1,2)

Person with X = 8 P8l s 0(1) + 1.1(8) + 3 C(1,8) P8¢o = X1) +.4(8) + 3C»,3)




Performance

Figure 1. Prediction equations using Model 1.
(Without Catalytic Variable)

- X (Interactive Variable)
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Then, comparison of the two suins gives the difference

(Py, + Pg,) - (Pg, + P,) = (0(1) + 1.1(2) + 3C(1,2) + X1) + +4(8) + 3C(1,8))
- (0(1) + 1.1(8) + 3 C(1,8) + X1) + .4(2) + 3 C(1,2))
= (1.0(2) + .4(8)) - (1.1(1,8) + .4(2))
z 1.1(2-8) - .4 (2-8)
= (1.1-.4) (2-8) = -4.2,

Again the difference between the two suins (-4.2) is deterinined only by the product of the
difference between the Bs (1.1 and .4) and the difference between the Xs (2 and 8). The
values of the catalytic weight ¥, = 3 and the catalytic values C(1) are not needed for the
comparison. The difference (-4.2) using Model 2 is larger absolute value than the
difference (-1.8) using Model |. Comparison of othér~di_l(crenccs‘ would lnqlcétc a
tendency for Model 2 differences to be larger than thérréofréspbndlr.\'g .dll‘ﬂererice.{ of Model
I. This would be true because the amount of interaction exhibited in Model 2 is greater
than the amount of interaction in Model 1. The comnparison of interactions In Model 2
(with) and Model 1 (without) potential catalytic predictors is dlsc‘ussedi Iéte_r.

In this hypothetical illustration, the Introduction of the catalytic variable has
increased the amount of person-Job interaction (and possibly significantly Increased
predictive accuracy). But having perforined 'lts‘catélytlc function, the catalytic variable
and Its regression weight are no longer re'\qulred to make optimal asslgmﬁen}ts that
maximize the sum of the predicted perforinance values. o

No-interaction Situation Using Catalytic Predictors

We can assuine no-interaction (i.e., the regression coefficient for each predictor
variable Is the same for all Jobs) and write the same restrictions as before:

Byy =Bz *+:. 2By =B

B 822 ..‘..BJZ.BZ

12 °

+ ] ¢ 08 L] »

Blk =sz =|GQ=BJk.Bk
BIK-BZK =...=BJK= BK

21



C
oot oy

However. lmposmg these restmtuons on Model 2, we obtam Modcl 2r:

AR
'_.“ YS - A U(l)OB X(l')’B X(IZ)QQQOQB X('R)OcooOB X(|K)
+ AZU(Z) + B|X(2I) + 82X(2?) Yoot BkX(Zk) teoot BKX(ZI\)
T _
+ AUG)+ B X(1)+ BXG2) 4 Bk').(.(jk) vere s BXGK)
AU+ B X(N) ¢ ByXU32) 4 et v BLXOK) 44y ¢ B X(OK)
W e C(z).....w C(().....w LC(L) + E20)

“-‘_\A'Sunplufylng as belore we obtaln Model 2r:

(,;.A U(l)fA U(2)¢...0AU(|)0...¢A U(J)

)
"-‘wB X(l)oB X(Z)r..';QB X(k)+...+B X(K)

. 0 \l C(l)o\V C(Z)o...o\Ve C(t)ﬁ...ﬁw C(L)oE(Zr)

LM the sum, of squares of the elements of restricted model error vector E(2r) Is
, ‘ugnlllcantly larger than the sum of squares of the error vector E(2), Interaction exists, 1f
) ‘J_',more lnteracﬂon exists In Model 2 (when compared to, Model 2r) than exists In Model |
"‘(when compared to Model lr), the "potentlal" catalytic predictors may be truly called
'catalytlc.

oY

Comparing Models With and Without Catalytic Predictors

The catalytic ellect of predictors that have been added noninteractively to a

prediction systein can be Investigated by comnparing the error suin of squares froin the

2 52 L2

four models (1, Ir, 2, and 2r). Alternately, the squared imultiple correlations, R‘, R“. Rz.

R;r. fron the four inodels can be compared. In each of these inodels we have:
SSE, (sum of squares of error for Model 1) . N&:(I-Rf),
SSE, . (suin of squares of error for Model Ir) » NQ:(I-Rfr).

SSE2 (suin of squares of error for Model 2) = N&i(l-Rg). and

SSE,_(sum of squares of error for Model 2r) = N62(|_R2
r y 2r)-
22



Then, comnputing the differences

D, = SSE, -SSE, :Nﬂz(Rz-Rz

| Ir

2
)¢ SSE2 SSE z NG (R2 2r)

provides a basis for exa_mlmng the catalytic effect of additional predictors. D| Is the sum
of squares associated with interaction without potential catalytic predictors and D, is the

sum of squares associated with interaction in the presence of potential catalytic
predictors.

D

It Is necessary to devise ways to decide If the additional predictor variables have a
catalytic effect for di“erential classification of people to jobs. Observe that D2 is larger
than DI only when (R - K ) Is greater than (R 2) This means that when the
potential catalyuc varnables are added to the lnteractwe 1orm of the operational
variables, they inust increase the accuracy of prednctnon by a larger ainount than when

. they are added to the noninteractive form of the operational variables. Therefore, even |{
(R - R ) Is srgmhcantly Iarge (t.e., absolute predlcuon Is linproved with the addition of
the catalyuc variables), there could be a decrease In person-]ob Interaction when the
potential catalytic variables are added (See Horst (1954, 1955 for discussion of
di{ferential vs absolute predncuon) In this case, there would be less reason to consider
using the addmonal varlables In the catalytlc lorm. On the other hand, If D2 Is larger
than DI (and (R - R ) Is greater than (R er)) we can say that there |Is an Increase In
the amount of interactlon with the lncluslon of the catalytic variables. In such a case we
would want to use additional variables In catalytic forin,

It Is possible to Introduce consideration of a super prediction model (Model S) and Its
squared multiple correlation, Rg. This model allows for the Investigation of the Increase
In predictive accuracy and Interaction when the potential catulytic variables (Cs) are
allowed to have different weights across all jobs (i.e., to join the Xs) Other comnparisons
among the squared inultiple correlations (Rf. Rfr. R2 Rg, RS) might be helpful in
making decisions about the proper role of the potential catalyuc variables. For exarnples

- 1D, isnuch larger then D, (indicating Increased interaction), and

i R; is inuch larger than Rf (indicating an Increase in predictive accuracy), and

- i ltg, is insignificantly larger than Rg, then we might conclude that the

variables would perforin very well using only their additive, catalytic forn
(Model 2).

2)



Further study and expcrlcnce Is necded to develop descriptive, statistical, and
: prdctlcal methods ol decisnon-maklng about catalytic effects,

APPLICATION OF THE CATALYTIC VARIABLE CONCEPT

The procedure for introducing catalytic predictor variables will be illustrated with
+ data from the mllltary. The first example invblves four jobs, one interactive variable
‘»(apmude test) and four potential catalyuc variables. :

. I N S SR & T4 ST R :

l

Description of the Information from Example |

. Ylj = Performance measure of individual i on job }:
There are 300 Individuals from each ]ob providing a total of 2000 Individuals.

R l‘xik s the obscrved lnteractwe predlctor (apmude test scorc) for Individual
‘ " i'who has perlormance Yu on job j. (With one interactive variable,
Gt ' P or SIS k'l.) : . : PR

TUEN PR N

‘ the observed value !or otentlal catalytlc redictor varlablc < for
’ it Y . P P
N i person : who h{as peflormance Yu on ]ob | (£el, 2, 3, 4).

h (ln the example, each catalytlc varlable ls a mutually excluslve, categorlcal blnary-coded
" predlctor varlable.)

(§) s a vector' of Is with ¢l'neﬁslon 2000.

The examnple data would appear as displayed in Table 7.

vgevekloplng Prediction Equations from the Interacting Variable

For the example, the least squares regresslon welghts can be dctennlned in the usual
manner by defining the predlctor vectorss '

Y = & vector containing the observed perforinance Ylj with N = 2000
eleinents.

u(j) + | ilanelement of Y is fromn job j; or 0 otherwise, ) = 1, 2, 3, 4

X(jk) = anability test value if anelement of Y is froin job j; or 0 otherwise,

E(1) = anerror vector.

24



Table 7

Observed Information for Example |

Performance " Interactive Catalytic
Data Predictor Predictors
Y, v, Pk iCiL
) i ,
| 2 3 4 i 2 3 4
55 - - - | 32 10 0 0
63 - - - | 63 .0 0 0 |
(1,250 82 - - - 2 1 0 0 0
- 6 - - i 49 0 O | 0
- 69 - - i 66 0 | 0 0
(1300 - 72 - - ] Y o 0 o0 1
: - . 62 - | 53 0 | 0 0
- - 93 - | » _ 0 | 0 0
(1ye300 - - 8 - 1 62 o 0 0 0
- . -9 | 34 0 0 0 |
- - - 76 | 47 l 0 0 0
(l“dOO) - - - 82 i » 0 0 0 |
(N«2000)

Notice that the - in the Yn array indicates unknown performance Information, since each

person berlorms in one and only one job. However, the 0 values for the mutually exclusive
categorial variables represent nonmembership in the particular category.
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e "'Thén the regression coefficients can be determmined by solving for the regression
oelhclcnts AI' AZ' A,, A,‘, B“, le, Bll' B“ in regression Model |I. Observe that K =
e’ thls ‘example, since there is only one interactive predictor variable." Model 1 (for

example) is: |

Y= AUN+B xan
S e u@ +By X (21)

‘ = DR R A3 u(ld) + By X (}l)

| o AL UL B' '*-’x (41) « EQ).

As lndlcated previously, this smgle regresslon model detcrmmes a predtcuon equation

lor perlormance on each of the four lobs Howcver, the regresslon cquation for each job

- can be computed separately since the vectors associated with each job are orthogonal to

“the set of vectors aésocia;cd with the other three jobs, The vectors'are illustrated in
- Table 8.

: Table 8 ‘
Vectors for Deterinining the Regression Coef{icients for Example |

Yoooum o oxan oo u@ o ox2n o u XOD U X(41)
85, 1 32 0 0’ 0 0 0 (

63 { 65 0 0 0 0 0 (

82 l 2 0 0 0 0 0 ‘

" 0 0 | 9 0 0 0 )

69 0 0 | 66 0 0 0

72 0 0 | 38 0 0 0 '

62 0 0 0 0 | 3 0

93 0 0 0 0 O ® 0

87 0 0 0 0 { 62 0

43 0 0 0 0 0 0 |

76 0 0 0 0 0 0 |

32 0 0 0 0 0 0 i

~N
[}



The regression coefficients can be displayed as shown In Table 9.

Using the Prediction Equations for Exampie |

The prediction equations can be used to determine the predicted performance of each
of M persons on each of the four ]o‘bs.'= The predicted performance matrix P of dimension
M by 4 is computed by the matrix multiplication as shown In Table 10.

The predicted performance arréy P can be put into an optimization algorithm to
assign persons to jobs to maximize total system performance. In the example shown,
there are only four jobs rcprcsentcd and M people. Usually, there are job quotas for each
job such that the sum of the job quotas Is equal or very nearly equal to the total number
of people to be assigned (M In this case).

Interaction Between Predictor Information !ability test measure) and Jobs

As mentioned above, If there Is no Interaction between persons and jobs, we would
havet

Byy=By 2By sB, =B,

Since this Is never exactly true for any real data, sorne Indication of the extent of
interaction can be obtained by Imposing the restrictions indicated above and solving the
restricted no-interaction regression model, Model Irs

Y s AlU(”OBlX(“)
* AZU(Z) + BlX(Zl)
+ AJUU) + BlX(Jl)
+ A"U(‘J) * BlX(‘Jl) * E(Ir).

which can be simplified to

Y= AlU(I) + AZU(Z) + AJU(J) + A“U(Q)

' Bl(X(I 1+ X(21) + X(31) + X(41)) + E(lr).
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. ..Table 9
The Array of Regression
Coefficients for
Example |
[ A B
Al »Byy
Ay B3y
R Y By
B E S 9_
Table 10
Predicted Performance Array for Example |
@ EERt i w. e *’-—- '  —
: " o]
l A'
P . U i X (1x4)
. ‘ . v
(Mx4) (Mx1) " (Mx1) -
'
' B’
: (1x4)
- oo
- — — o — —
P 2 Py Py e Xy Ab A 3 Ay
|
Pai P22 Pay Py ' | %21 Trttostoscsmeceree
[] L] L] : *
' ' S T Biy By n By
: — e
P P
MI '
! M2 "M ML __I " XM...L




Letting X(1) = X(11) + X(21) + X(31) + X(41) give Model Ir:

Yoz AU « AyU(2) + AU + A UGW) + B X(L) + Eir).

If the sum of squares of the elements of restricted model error vector E(lr) is
“significantly" (statistically and/or practically) larger than the suin of squares of the error
vector E(l) (Rfr smaller than R'z), then Interaction exists. If Interaction is not indicated,
individuals can be assigned (e.g., arbitrarily or randomly) to any Job without affecting
total predicted perfonnance, ' |

SR

Introducing Catalytic Variables et Lot

Catalytic variables were defined earlier as predictor variables that Increase Interac-
tion between people characteristics (i.e., interacting variables) and Jobs, but are not

required for future operational use (i.e,, do not Interact themselves with Jobs) to optimally
classify people into jobs. . R R B :

In our example, Model | will be augmented with four catalytic predictor variables.
However, as indicated earlier, the regression coefficients associated with each of these
four catalytic predictor variables must be the same for all four Jobs. There should be no
Interaction between catalytic predictor variables and Jobs.

Then, four catalytic predictor vectors can be defined in our example.

C(1) s a vector for catalytic variable 1, which, in the example, is a binary-
coded predictor having a value of | If the observation comes from the
first inutually exclusive category and 0 otherwise.

C(2) 2 a vector for catalytic variable, 2 which, in the example, Is a binary-
coded predictor having a value of | If the observation coines the
second inutually exclusive category from and 0 otherwise.

C(3)) = a vector for catalytic variable 3, which Is defined similar to C(1) and
C(2).

C(4) = a vector for catalytic variable 4, which is defined similar to C(l),
C(2), and C(2).
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.Th.:cn. the final forin of regression Model 2 above can be written as:
Y= AlU(l) +B) X(11)
4 AU@) 4By X(21)
G 4 A U(3)+ B, X(3|)
+ A U(‘o) oB X(Ol)
- W, J U+ w c(z). w ,C0) ‘ w JC) + E(2)

The preductor vectors C(l), C(2), C(J), and C(") are generally not orthogonal to the
other vectors. Therefore, the computational procedure for Model 2 is inore complex than
for Model I. It is inportant to note that the least squares estimates of the values for A,

A Ay A “. le, BJI’ and BOI are not generally the same in Models | and 2. After

, ,,\;.solv._lng for ‘thc coefficients in Model 2, the predicted perforinance matrix Q of dimension
;.. M by .4 fromn the matrix imultiplication, as shown in Table 11, can be obtained.

SRRV L TS R T A

No-interaction Between Predictor Information and Jobs Using Catalytic Predictors

... ...The hypothesis of no-lntcractlon can be investigated as before by assuining in Model 2
th&" L M . L " L . b

B“ .82] 1531 IB"I IBl

and lmposing these restrictions obtain the restricted model, Model 2r:.

Yo A U 4B, XUD

<+

A, U(2) + B X(21)

<+

AJ u(d) + B, x(31)

<+

Aa U(4) + Bl x(ul)

<+

\|/| C(l) + \VZ'C(2) + W,C()) v W, C(4) + E(2r).

As before, if the suin of squares of the elemnents of restricted inodel error vector
E(2r) Is "significantly” (statistically and/or practically) larger than the suin of squares of
the error vector E(2) (Rgr sinaller than Rg), then it can be concluded that interaction
exists. If inore interaction exists in Model 2 (when conpared to Model 2r) than exists in
Model | (when compared to Model Ir), the "potential" catalytic predictors can be truly
called catalytic.
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Table 11

Predicted Perforimance Array With Catalytlic Variables for Example 1

X

‘ : | ! — =
Q = (VR i C A
(Mx4) (Mx1) | (MxD) ) (Mx@)] | (Ix4)
Bl
% (1x4)
w!
(4x4)
|
Q2 Qi Q[ X 1€y G2 G Gy [{A A2 A A
i ) ‘ .
2t Q2 Q3 Q| XaCa a2 G Calfloece SRLLLEXL
[ ]
‘ . . ol e . . ‘ o
. . . . . :a :0 . . » ?!l .8.2).-8.’1..?'{'
. . . :. .. . . . -
|
Qi Qmz Qs e (it S Cmz Cms CudfYe Y e Y
Vo W W W
Wy Wy Wy W,
W, W, W, W,

Comparing Interactions With and Without Catalytic Predictogs for Examples

As Indicated above, the catalytic elfect of predictors that have been added
noninteractively to a prediction systein can be investigated by comparing the error sum
- of squares fromn the four models (I, Ir, 2, 2r).

For the exarnple | data with N = 2000 we obtained: .
232 2,2
D,-D, = Nay((ilz-Rzr)-(RlaR“))

D,-D,

Néi((. 1930-.178 9)-(.1832-.170 )

NG: (.0018) = 2000 65 (.0618).
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" The fact that DZ'DI is greater than zero indicates that soine catalytic effect is duc
_to_the tour predictors C(1), C(2), C(3), and C(4). Also, the incrcase in absolute predictive
accuracy (Rg - Rf) is statistically slgnllica_nt. Other inforination would be required to
decide if the‘catalytic variables are practically useful.

A second randoin sample of 2000 sub]ects was chosen and the analysis was repeated.
The dlllerence from Sample 2 was: -

a2 2
NEXR - 29 RI-r2))

~
—
¥

~
-—
"

NB (16491 339)-(1 71-.1471)

Na2 (.0010) = 200062 (.0010). -

The second sample also indlcates statisticall; significant increase in absolute
pfcdiction, and an increase in ‘the amount of lnteractlon (D2 greater than D ) This
suggests the possiblllty of using the catalytlc variables.

H

‘Example of Noncatalytic Effects . o S

* Example 2 has been chosen to Illustrate potential" catalytic variables that result in
fdecrease in interaction and, therelore, become noncatalytic variables. This example
consists of ghrec Jobs, one interactive variable (aptitude test) and 2 potential catalytic
fvariables. There are a total of 7043 people in the exainple, 2317 subjects froin job 1, 1836
ilub]ects fromn Job 2, and 2890 subjects fromn job 3.

For this exainple we can compute the difference between the interaction suin of
squares without and with potential catalytic varlables:

2 402 o2 2 ,2
D,-D,s Nay (R3-R5) - (B'-R")) |

D,- D, Naj((.asw-.;sza) - (.338%.3349)

D,-D

2
.- D" Nay(-.om 2)

70«363 (-.0012).

32



The negative value of D,-D, Indicates that there is a decrease In person-job
interaction (differential prediction) when the potential catalytic variables are added.
However, there is a statistically significant increase in absolute predictive accuracy. It

would be doubtful that the addntion of the catalytic variables would be of practical value
In this case, ' "

Catalytic Effects in Operational Situations

The actual catalytic effect in an opefatlonal situation depends on the particular set
of people and Jobs under consideration. The predicted scores P (without potential
catalytic predictors) and the predicted scores Q (with potential catalytic predictors)
should be coinputed for a paxrtlcular set of people and Jobs. The interaction suin of
squares for the P matrix (designated Dp) can be comparcc_i with the interaction sum of
squares for the Q inatrix (designated D ) in the same inanner as above, As before, it is

suggested that, if Dq is larger than Dp' then, for this particular set of people and lobs, the
additional predictor variables have a catalyuc elfect.

As the Interaction between people and jobs increases, it becomes more important to
assign the "right person to the right job."

CONCLUSIONS

If there is no Interaction between people characteristics and jobs in the prediction of
Job performance, then it makes no difference in overall systein perforinance which people
are assigned to which jobs. To lincrease Interaction (and, therefore, differential
ass'lgnment potential), it Is usually necessary to add new variables to the operational
variables in the prediction system. The addition of new variables can be costly, tiine
- consuming, and frequently controversial. The approach described herein suggests adding
predictor variables in a noninteractive way to the operational (interacting) predictors to
increase the possibility of inore interaction between people and jobs. If these additional
noninteractive variables can Increase interaction, they are called catalytic variables.
Catalytic variables (which enter the prediction systemn In an additive way) are not

required for use in the assigninent of people to jobs to maximize overall system
performance.
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The statistical and practical significance of the catalytic effects approach should be
' '-m,j..v;‘t‘ggi‘q‘q to develop guidelines for making cost-benelit decisions about the use of catalytic

.._variables, :

~ To gain inore knowledge about the catalytic process, dats already collected for
people, jobs, and potential catalytic variables should be studied.

Data sets involving perforinance ineasures requiring a wide variety of attributes, and

a large nuinber of dilferent jobs should be used to maximize the prospects‘ of finding

catalytic predictors.
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SUMMARY

Organizations have a fundaimental problen of placing personnel into jobs to maximize
expected performance. Whether or not placing people In specific jobs re'ally makes a
dutlerence ln overall expected system pcrlormance depcnds on the interaction of people
' characterlstlcs with jobs. 1t is desirable to increase the Interaction of the people
characteristics, as ineasured by predictor tests, with the jobs.

The purpose of this e“ort Is to suggest a procedure tor uslng one set ol perlonnance
predictor variables in a sunple nonlnteractlve way to enhance the dlllerentral clas-
sification potentlal (person-job interaction) of a set of operatlonal predlctor variables.
The noninteractwe variables are required only in determlnatlon of the regression
coefficients for the operational predictors, but are not required for operational use in
future differential classification actions.

Separate equations are developed to predict performance on each job, The equations
are deterrnlned so that the welghts for the operatlonal predlctors are allowed (it
necessary) to vary across the various jobs. However, one J‘set of predtctors (the potential
catalytic varlables) Is requlred to have the same regression welghts across all jobs
(nonlnteractive) If this noninteractive set of predlctors can Increase the amount of
. person-job Interaction in the new predicted performance values, then the potential for
inproved assigninent has been increased. These noninteractive varlables are called
catalytic.

Since catalytic varlables are used in prediction systeins in a noninteractive way, they
are not required for future use in the classification system., Therefore, this procedure will
allow personnel classification systein developers to use a set of catalytic predictors to
enhance the differential classification potential of a set of operational (interactive)
predictors, but not require these catalytic predictors for future classification. I
catalytic varlables can be found, savings in time and inoney might be possible with little
loss in classification effectiveness of the operational predictors.

Thi_S approach should be applied to prediction situations in which data are alrcady

available and It is desirable to enhance the classification effectiveness of a set of

operational predictors without requiring the operational use of the catalytic variables.
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JILTIPLE LINEAR REGRESSION VIEWPOINTS
'LUME 16. NUMBER 1, SUMMER 1986

Testing Different Model Building Procedures
Using Multiple Regression

Jerome D. Thayer
Andrews University

One of the‘ioi( appealing enpecte of multiple regression to beginning
multiple regression students is the amazing feet performed by a stepwise
regression computer prekreer The'preceuetof selecting the "best"” combination
of predictors so effortlessly and efficiently creates an overwhelming urge to
use thie procedure.end the ceuputer'progrel that accomplishes it for e multi-
tude of tasks for which it is 111 auited.’ Many textbooks on multiple regres-
sion claim that abuse of this technique is common. Draper and Smith (1981)
give a mild statement that “the ;{ephli;?breceddre is easily abused by amateur
statisticiane (p. 810), while Wilkinson (1984) is much more dramatic:

Stepwise regrelelon'll probably the mast abused
computerjzed statistical technique ever devised. Il you
think you need stepwise regression to solve a particular
problem you have, it §o almost certain that you do not.
Professional stalisticians rarely use automated stepwise
regression. (p. 106)

Cohen and Cohen (1078) lucgelt that model building should proceed
according to dictates of theory rather than relying on the whims of a
computer. BHut since in the social end behavioral sciences theoretical models
ere reletlvely rare (Neter et el.. 1983). Cohen and Cohen luggeot that the
stepwise method {e a "eore temptation" to replece theory in these lltuetlone
(p. 103). *

The authors of current multiple regression textbooks suggest the follow-
ing considerations for selecting a subset of predictors for a regression
mode) :

1. Selection of varjables for a regression model should not be a
mechanical process (Chatterjee and Price, 1977; Draper and Smaith,

1961; Neter et al., 1983; Younger, 19079).
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2. No one process will constiatentlv select the “best” model (Rerenson et
al., 1083; Gunst and Mason, 1980; Kleinbuum and Kupper, 19078;

Norrlson. 1983 Pedhazur. 1082; Vounger. 1079).
3. There s no one “best" mode) cccordlng to any common criterion such as

the maxisus R (Chatterjee and Price, 1077; Freund and Minton. 1979;
Neter et al., 1083).

4. The stepwise method should not be used to build lodelo for explunatory
research (Cohen and Cohen, 19075; Pedhazur, 1982)

...1n addition many authora point out that the stepwise sethod has limited
‘quc(ulnenl when the predlctoro_gre highly correlsted (Chqtterjee and Price,
. 1911; Kleinbaum and Kupper, 1978; Neter et al., 1083), l(}g gey oe} of'var!—
ables work in combination (Younger, 1079), or when 0uppre,ulon exists (Cbhen
.and Cohen, 1973)., Chatterjee and Price (107]) suggest tE,t_u{}h’lu)tlcollln-
ﬁwoorlty‘the backward method is preferred although other oulhorlhouagegt that

the backward method should not be used in this case because of cosputational

.. .inaccuracy that may occur If multicollinearity is severe and a near singuler

matrix s inverted.

In spite of these suggestions, there are stil] many research studies
reported in the literature in which these guidelines are violatad. Results
are reported of a model "selected” by the computer, usually using the stepwise
method with no indication that this mode]l might not be the “correct” or "best"
one. The discussion of the selected mode]l fs done in a mechanical fushion
with no indication given of a careful critique of the ndequicy of the
computer-selected model. Explanatory interpretations are frequently made
(Pedhazur, 19082) which often take the fors of considering variables selected
by the cosputer to be "good” predictors of the dependedt variable because they
have a “significant relationship” and variables not selected by the computer
are considered to be "poor" predictors because they do not have a "significant
relationship”. A varjable that may be one of the best predictors when studied
individually and that fits nicely into an exjsting theory will be considered
to be a fpoor“ predictor almply because it does not occur in the selected

model even though its omission may be due to predicting the same variance as
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other predictors already in the mode) that are no better predictors than {t
is.

There are many other competing procedures that can be used to select
variables for a regression model other than the stepwise method. Three major
ones mentioned In many regression textbooks are the forward, backward, and
best subsets methods. This paper will endeavor to compare the ctepwllglnpthpd
with these selection methods to determine the types of models that each would
be likely to select and in so doing determine the strengths and weaknesses of

each method.

Method

The procedure used was to apply each of the common selection methods to o
number of data sets of varjous types and evaluate the differences between the
models chosen. The source for each of the data sets used in the analysis {s
described below. In Table 1 the number of subjects and number of predictors
for each data set is )isted.

3. CMAl -- Data Set Al from Gunst and Mason (1960)

2. GMA3 -- Data Set A3 from Gunst and Mason (1980)

3. GMAG -~ Data Set A6 from Gunst and Mason (1980)

4. GMA8 -- Data Set A8 from Gunst and Mason (1960)

5. GMu1 -- Data Set Bl from Gunst and Mason (1980)

6. GMR2A-GMB2B -- Détn Set B2 from Gunst and Mason (1980)

7. TAL -- Project Talent data from Lohnes and Cooley (19686)

8. ENRI-ENRS -- 1986 freshman enrollment data from Andrews University

9. LONG -- Data from Longley (1967)

10. HALO -- Data from Draper and Smith (1981)

11. SUP -- Data genecrated from a contrived correlation matrix
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Nine of the data sets were sclected from textbooks that used the data
sets to illustrate interesting and/or unusual applicatjons of regresslonfthul
would be bréught out by the data. A]]l of the variables were not included in
some of the sets. Some of the variables in the GMA3 set were not used because
there were idrervérjablcg then uubjecgl. -One verlgble was removed from the
GMB1 set due to tolerance problems (its toloréncé uﬁ;:belon ,61, andf@hultuos
autonatlcally éxcluded from the BMDP2R program although it would not have been
included in“any of the models if tolerance had been ignored). -The categorical
varjables from the TAL set were not used.:: -~ .5 &l

The SUP data was generated using a program described in Morris (1975)
from a contrived correlation matrix described below that included varjables
that j]llustrated suppression. To get a correlation matrix with suppression,
three varjables were constructed composed of random numbers with the first
variable designated as the dependent variable and the other two designated as
independent varjables. ‘A fourth variable was then constructed which did not
have a high correlation with the dependent varjable by itself but yielded a
high multiple correlation with the dependent varjable when combinad with the
two previously chosen independent variables. The correlation matrix from this
data was then used as input to the Morris program which generated a new set of
dsta which gave the same correlation matrix but was “marginally normal." The

correlation matrix used was:

I 3 4
1] 1,000 446 .202  .307
2 1.000 -,195 -.088
3 1.000 -.527
4 1.000

An alternate approach that would have given ah equivalent matrix would

have been to use the method suggested by Lutz (1983).
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GMB2 was run twice using a dlf!erent depeﬁden;ovarlable each tlie The
ENR data woe analyzed with & dlfferent aetl of predictors. The varlnblel ul?d
for the ENR data sets were .elected from 86 varlablel which in turnlwere |
selected from a larger data base that lncluded 499 varlableo. A prlnclpa]
components factor nnalyolo was conducted ualng the-se vnrlablel and the
variables loadlnc on the lcyractoro wlth the hlgheot etgen valuec (all above
1. a) were uaed in the 5 oeto o! predlctoru l  o | | |

ENRY had 1 predlctor fron each of the flrat 7 factorl

ENR2 had 2 predlctora fron each of the flrot 7 !actoru.

ENRS had ¢ predlctorl from each of the flrlt 7 !actors

ENR4 had | pledlctor from each of the 14 factors.

ENRS had 2 predlctoro tron oach of the 14 factorl.

The computer progruno uoed to cgleét the belt lode} fro- each dntn -et
were BMDPZR for the ltepulle. for;ard ;na backward o;lut:ono. and BMDPOR for
the best subsets lolutlon. The otepuloe and foruard nethodt uoed an
P-to-enter limit of 8 0 and the otepuloe lethod uoed an P-to ~remove ll-lt of
1.09. These limite are In llne’ylﬁh reconnendatlyno made for proper use of
stepwise regression which suggsst ghat the F-to-enter limit selected should be
fairly low e0 as to allow more variables a chance to show their worth in the
final mode)l. The backward nethod used & comparable F-to-remove limit of 2.0,

The BMDYOR progran selected the mode]l with the lowest Cp value, which is the
| default value of the progran An ideal Cp value ies one that f{e equal to or
lower than the number of parameters in the model (predictors ¢+ 1). Dixon and
Brown (1070) euggest that this criterion will give models in which the
varfables in the mode) have F-to-remove values above 2.0, making this
criterion similar to thut used in the other three methods. Of course, the
specific models selected would differ if other criteria were used, but the

overall characteristics of the four cqlectlon methods should not change. To

evaluate a different criterion, on some comparisons it will be noted what the
41



renultc would have been if an F- to-enter/remove level of 4.0 had been used
“rather than 2.0. | -

s Table 1 reports the characterlltlcl of the lublell selected by the ¢
"selection nethods with the 16 dntn leto' Forﬂthe stepwise method the number
of predictors selected 1s reported along with the R2 for the selected mode].

" Por the other -etho;e lnfor-atlon is only preoented if the mode] selected was
dlrferent from the -odel oelected by the otepw!ae method. Addltlonal-
information provided for these nodell(lncludea the nu-ber of predlctorl in
thut mode]l that were not’ln the ltepwlle nodel and the nunber of predictors in
the stepwise model not Included in that lodel.

T g
b

Results
On 9 of the 16 data loto. the * -cthédu cho.e dlfreront models ullng

é LRI

the {nitial crlterla of a P to enter/re-ove of 2.0 and the lowest Cp. In
comporison wlth thdd;:;;;}ne -ethod. tho forwurd nethod chose a different
nodol on 2 datn oott. ih:aéacknnrd lethod chooo a dlrrerent model on 8 date
sets, and the belt cub;et; lothod choue . dlffcrent lodel on 7 data sets. The
backward method and.boti subsets nctho&pdlrreréd‘bn’d data sets. For eaéh of
the data sets on uhléh differences were found, the differences will be
describod in detall. |

GMA3 ~-- The stepwise, backward and best subsets mothods selected the same
mode] which had 1 less vquable than thet lelectc¢ py the forward sethod. If
F-to-enter/remove limits of 4.0 had bebn used, the ltepwl?o end backward
methods would have removed one edditional varlable giving a 4 predictor model
while the model chosen by the forward method would not have changed, thus
having 2 more predictors than the stepwise and backward methods.

GMA6 -- The backward and best subsets methods gave the same¢ model which

had an R2 more than twice as much as that found by the stepwise and forward

methods which gave the same model. The R2 values found were .150 and .347.
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The ttgpwlte/lorward ubdel had 2 prodlctorn and the backward/best subsets
mode] had 7_predlctor§. The uiébwlue>f0rwurd methods did not enter a third
variable because the<hl¢h§|t F-to-enter was 1.06. The worst variable in the 7
varlablé béckward and Séot ldbletlinodel had a F-to-remove of'a.zs. If an F-
to-enter limit of 4.00 had been used, there Qéuld have been no variables
included in the ltepwloe/f;rwerd mode] since the first variable entered had an

)

F-to-enter of 2.50 while the backward method would have removed the seventh
variable leaving a 6 variable mode]l with an R of ,300. The stepwise method
gave much ioger R2 valué; atuF-to-énter_llllto.of both 2.0 and 4.0. ‘The}cp
value for the gackw;rd/beui iublétl loael wae 4;02 fof 7“bfbdlbtof| while the
otepwlue/!&rﬁurd.uodel had a Cp Qaihe of b.bl‘for - Bfedlctor.. indicating the
) predtctdr mode) cﬁolen.bynthoﬂbnckward and best subsets methods was @ much
bettor.iddel. . | | "

GMA8 -- The stepwise, forward, and backward methods produced the same
mode) which wocldlrfofent from that chosen by the best subsets method. The
best lublétl -odel.had 1 iooo prodlctdr. the last varjable chosen by .the step-
wise/forward methods and the variable which would have been the next to be
deleted by the backward method. The R2 valuee for the 2 models were .886 and
877, The Cp valuee for the 2 models were about jdentical (1.8) for the
ctepwlio/forwafd/backward mode] and 1.50 for the best subsets model). The F-
to-remove for the fourth vor(ablo”lncludod in the larger mode]l was 2.28.

GMB1 --The 4 methods produced 3 ;odoll. with the stepwise and forwafd
sethods selecting the same mode)l. The R2 values for the models were ,716 for
the 8§ predictor best subsets model, .?27 for the 6 predictor stepwise/forward
mode), and .739 for the 8 predictor hackward model. A)) of the variables in
the best subsets model were included in the stepwise/forward mode]l with the
additjonal varfabhle in the ttepwlsé/forward mode) having an F-to-enter of

2.02. The backward model used 4 of the 6 predictors in thé stepwise/forward

mode]l and 4 additjonal predictors. The Cp values were 3.27 for the
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etepwiee/forward mode]l and 3.14 for the beet eubsets model. The backward
mode) was not listed ae one of the 10 best 8 predictor -odélc in the BNMDPOR
best eubeets |electlon even though it had an R2 of .737 whlch was hlgher than
9 of the 6 varjable lodell listed. 1If the F-to-enter and F- to remove limits
had been 4.0, both the stepwise/forward and backward models would hnve
included 8 variables but 9nly 3 would havo been conlbn to both. Tﬁe (]
variable -odel R2 would hgve b?en .716 (pf the ltepﬂﬂle/forQard.-od;l and .6017

Sy

for the backwnrd model. ’

GMB2B ~-- The model) nelocted by the otepulle and forword nethodu had only
1 predlctorful(p an R2 value of{.l16. No vqunble was even cloee to being
considered for entry an.the f—to~onter volue for the best a&d{t;ohal second
varjable wn.ﬁQ.?B. The beckwnrd and bolt luboeto nodelo were the same with §
predictors and an R2 of ,809, The worst varjable in the 8 predlctor svde) had
an F-to-ra-ovo velue of 6, 02. The reason for the dllcrcpancy betwoen the
models was that 2 of the varlableo were only good prodlctoro in combination.
In the stepwise solution, one of this palr nould have been tho oooond variable
added with an P-to-enter of 0.76 and Increasing the R? from .116 to .103. The
third variable added would have been the other member of the pair which would
have increased the R2 to .371. The better predictor of the pair in the eecond
step added only .017 (.103-,176) while togsther as steps 2 and 3, the pair
added .198 (.371-.178). The fourth and fifth predictors incressed the R2 from
.371 to 800, | - |

TAL -- A)) of the methods selected the same mode] but the order of entry

of the variables In the stepwise/forward and backward methods were different.
The last variable entered in the stepwise and forward methods was not the same
as the variable that would have been removed next in the backward method. 1If
the P-to-enter/remove limit had been 4.0, the models would have been different

with the stepwise/forward method mode) having 4 varjables with an R2 of .366

and the backward model having 6 variables with an R2 of .306. The additional
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2 variables for the backward model were included becausa these 2 variables
would not have been good enough to enter alone in the stepwise/forward
methods, but together they were good predictors, making them rena}p‘ln the
backward method.

- ENR3 -- The 4 methods produced 3 models, with the stepwise and forward
methods aelecting the same model.. The RZ2 values for the models were ,820 for
the 8 predictor best subsets mode), .521 for the 9 predictor ltepulle/forgard
model, and .525 for the 1) predictor backward model. Al) of the variables in
the best subsets model were ‘ncluded {n the stepwise model with the additional
varjable of the stepwise mode] having an F-to-enter of 2,02, Al] but one of
the variables in the stepwise/forward mode]l were included in the backward -
model with 3 additional variables added. The 3 models selected were the best,
second best, and tied for third best 4n the best subsets method with Cp, values
of 6.88, 5.80, and 6.05. The other model with a Cp of 6,05 was the second
boit 8 predictor model selected by the best subsets method. This model had 1
predictor different from the best mode) selected. It appears as If the
additional 2 or 3 variables of the backward model were not needed to select a
goud mode]l but other combinations of varjables would have given equally good
smaller models. If an F-to-enter limit of 4.00 had been used, the
stepwise/forward mode) would have contained 6 predictors with an R2 of ,810
and the backward mode)l would have had 7 predictors with an n2_or_.511 wlth_ h
only 3 of the same predictors as the stepwise/forward mode).

ENRS -- A)]l of the methods produced the same modé]l but the stepwise/
forward and backward models had a different order of entry. I1f the
F-to-enter/remove limit had been 4.00, the stepwise/forward model would have
had 8 predictors with a R2 of .338 and the backward model would have had 9
predictors with a R2 of .343 with 6 variables the same as those in the

stepwise/forward model. If the ninth predictor of the backward model had been
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removed, the remaining 8 variables would have had the seme RZ as the
otop;loe/forward mode i.aae) with 2 variables being dlff?ront;

LONG -- The stepwise, forward and backward methods éhooen by BMDP2R gave
the same 3 predictor model with an R2 of ,985 and Qhe best subsets model had ¢
predictors with an R of .995. The addltlonal‘predlctor In thelbeot subsets
model was not lncluded ln the other models due to lt. hlgh fntercorrelation
(tolerance=.002) with the flrut 3 predlctorl ln the nodelx BMDPOR (beot sub-
‘sets) allows a grgote( degree of lultlcolllnearlty than BMDPZR.-lo thise
problem was not encoﬁntered with the model chongn by thqt program. The
F-to-remove value of the fburth variable in the best subsets mode]l was 5.95
1ndl§atlng it deserved to bef!ﬁ.the mode) §if the low tolefgnqe could be
ignored. The C, value for the 4 p;edlctor mode] was 5.20 ponpared to the 3
predictor value of 21;66.-”The first varlable.entered in the stepwise and
forward methods was “the vafjable that contflbutedithe most to.the high |
toleronce value for the fourth varjable in the nodel (the correletlon between
them was ,993). If a 3 prodlctor mode]l had been chosen by all methods
ignoring the tolerance problem, the backward and best subsat methods would
have chosen the same model with a higher R2 than that cho.én by the
stepwise/forward method (.993 to ,983). The Cp value for the 3 predictor
backward/best subsets mode) would have been 8.234 compared to the
stepwise/forward value of 21,66, The backward/best aubsets lodél is better
because the second and third variables entered in the stepwise/forward method
in combination pair much better with the fourth variable than the first
variable entered. The model chosen by the backward and best subsets methods
was never .valuated in thc etepwise and forward methods.

HALD --The stepwise, backward, and best subsets chose the same 2 predic-
tor mode) while the forward method selected a 3 predictor model, inciuding a
variable that was the first one entered but that later became redundant with

the addition of the second and third variables.
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SUP -- The stepwise and forward methods did not allow any varjablas to‘
enter the model. The largest F-to-enter value was 1.99. The backward and
best subsets models were the same with 3 predictors and an R2 of .967. The
lowest F-to-remove value of the 3 predictors was 85.16 which if removed would
brlng_the R2 down to .506. Each varlnble'nc}lng alone dld_not predict enough
to be included but only showed its high pred{qtlve Qouqr in qonblnatlon with

the other variables.

Conclusions

If models chosen by different selection methods uere_rqlatlyely,a]ullar
in the ‘nusber of variables in the model, the variables lncluQed,nndvthe
amount of varfance explained (Rz), and the model was to be qaeq.prlnnrljy fqr
prediction, not explanatory purposes, It_gould seem ihnt thg.uﬁzzéqtlon of
Draper and 8mith (1981) that the |tqulue method might be preferred because of
its practical nature would seem reasonable. The resulte of this study
sugguest, however, that in some cases models that are severely inadequate are
selected by the stepwise method and other consistent, but less important
dlfforence- between the models selected by the different methode also appear,
korword/estepwise comparisen

It would be expected that the forward -eihod would be more similar to‘the
stepwise method thnn‘the backward or best subsets methods because the stepwise
method is an extension of ‘he forward method nlth the nadltlonnl procedﬁre of
removing variables previously entered i{f they no longesr contribute to the |
model. In both of the data sets in which a difference exjsted between these
2 methods., the forward method gave a larger data let‘by including a variable
that became redundant when later variables were added by both methodes.

Backward/stepwise comparison

The backward method differed in a consjstent manner from the stepwise

method in 2 ways. In each of the 5 data sets in which they differed the
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backward method selected a mode]l with more predictors. If an P-to-enter limjt
of 4.0 had been used, the backward method also would have frequently given a
larger number of pred]ctora. Where the same number of predictors were
ueleéied but with different combinations, the stepwise method was more
efficient, generally»havlnz tﬁe higher R2, 1n 2 of the 8 cases in which they
differed the R2 values were fairly close but for the other 3 the R2 values
were markedly different (.347/,150, .609/.176, and .967/.000) with the
backward method selecting the better model in each case. These 3 data sets
ali had a combination of varjables that acted jointly to predict well but none
of the variables entered the model individually in the stepwise or forward
methods. These data sets illustrate that in certain circumstances the
stepwise and forward methods can select very:lnaaequote models,

Backward/best subsets comparjsop

On 12 of the 16 data sets the same model was selected by the backward and

best subsets methods. The:iasot”di‘€}dbdnéy'betwdeh'thb models selected by
the two methods was on the GMB) data set in which the models had 6 and 8 pre-
dictors and R2 of .716 and .739. It seems as if the backward and best subsets
methods can be counted upon‘td&dlvo models that nre’feooonobly similar in
number of predictors end'lnoﬁnt of variance explained, although if thure is a
difference the backward method generally will give a larger model. In the 4
duta sets in which the 2 methods gave pitrcrent models, the backward method
selected a larger mode]l 3 times and a smalier mode) once (although this was
due to a.tolerance problem).

w e ‘ u "

Excluding the 3 cases in which the stepwise method was very inadequate
and the case with the tolerance problem, the number of predictors selected by
the stepwise method was the same as that selected by the best subsets method
in al]l but 3 cases where the stepwise method gave 1 additional predictor in

each case. The additional variable in each of the larger models barely
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entered over the F-to-enter of 2.00 level and the discrepancy should not be
considered important but more of an indication that the F-to enter level of
2.00 was not exactly equivalent to the criterion of the loweit,cp value that
was used in the BMDPOR program.

A Best subsets summary

The algorithm used in BMDPOR, which admittedly does not compare all
poqnl‘le -qdell. will not alwayl‘llot all "good" models. _!n the GMB]1 data
set, the 8 predictor model chosen By the backward method was n§t¢even ljp‘pd
as one of the alternatives in the BMDPOR output even though it had a higher 82
than all but one of the alternatives that were mentioned. The best subset
method, however, does seem to work the best of all of the pred!ct{onlnethodl
with the data sets used here. It is especially recommended because it
encourages a non-mechanical selection process by clving many suggested models.

The backward method can be counted on to give a model which will explain
about as much variance as models chosen by any other method but it may {nclude
more variables than are nocessary to got a "good” model. A major danger
occurs with this method, however, when thers s high multicollinearity. In
this case, computational inaccuracies may occur, 8o tolerance problems should
be considered before running a backward solution.
ﬁlﬁﬂli!ﬂ.!ﬂ!&&tx-

The stepwise method will generally give a model that comes close to max-
imizing the amount of variance explained for a given number of predictors.
1f conditions of multicollinearity, suppression, and sets of variables working
Jointly do not occur, the models selected by the lt;pnloe method can be
expected to be as good as the models selected by the backward and best subsets

methods. If these conditions do occur, however, the stepwise method may give

a model that is completely inadequate. To guard against this occurrence, the
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i

stepwise method should never be used alone to select a model, but only in

conjunctidn ﬁlth'the'backuard‘and/or best subsets methods. ,
[orwa;d summary i ¢ Ade s

~ 'The forward method. although discussed in almost all regression text-
books, is rarely, if ever recommended as a reasonable alternative to the step-
wise nethod; and this paper supports the idea that the method has little ierlt
If the stepwise Wethod §s available. '

L

R I S R . f i .
Selectjon process summary - g ooy . T a e s

When a mode) is to be selected. it is important to consider more than one
préeduré.’ If one method §s to be used, it would appear that the best subsets
method is the best of the methods examined here since the computer program
generatdl iahy models from which a "best" one can be selected. The‘vlrtue of
running a backward and/or stepwise solution in additfion to the best subsets
method would be ‘to identify differences -in the models that point out
characteristics of the variables and/or data set that might be overlooked
otherwise. Using ;he best subsets or backward procedures, it is unlikely that
an ektfe-elv poor mode) would be chosen, but this is a real possibility with
the otepﬁlié“ahd forward methods. . For this reason it is recommended thst the
stepwise and forward mothods NEVER be used alone in ooloctinc‘o mode] for any

purboce.
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| Tob)enl.

Regression Hode)o s&)eéteh by Different SQIectﬁbn'Ne(hodo

lNu-ber'of'Pfedlctoro Selected/Differences from Stepwise/R2

DATA | Stepwise| Forward | Backward | Best Subsets
SET N 1IV'e | ¢ R2 | ¢ + - R2Z| ¢ + - R2 | e + - R?
P B T T

GMAS 13 6 : ‘ ,ooo,_s_ 1 0 .ooo{ :

GMAG 50 14 : 2 .150% : 7 6 1 .aiv{ 7 61 .37
GMAG 33 © : ‘ .066: : : s 01 .67
GMR] 60 14 .= 6 .727: : 6 4 2 .139{ 5 0 1 .716
GMB2A 40 6 : ‘ .a7e= ’ ‘='

GMB2R 40 6 = 1 .176= : 58 4 0 .509= 8 ¢ 0 .809
TAL 805 16 { ] .4oc= | : :

ENRI 870 7 { 2 4.o¢o= : * :

ENRZ 870 14 : 7 ;316:; ’ :

ENRS 570 26 l ) .oz:‘ ::: 3 3 .azb‘ e 0 1 .820
ENRG 870 14 -= 5 .ooo: : ;::

ENRS 670 26 , 1 .ae:’ : :

LONG 18 6 : 3 .905: { '= ¢« 1 0 .995
HALD 313 4 I 2 .910% S 10 .oez‘ :

sUP 30 3 : 0 .oool : s 8 0 .oe1= S 8 0 .087

¢ « nusber of predictors seYected using F«2.0 for entry end Fe1.99 for
deletjon for the estepwise, forwerd end backwerd models ond Cp=2.0 for the
best subsets mode).

]
+ =« number of predictore selected in thie mode) thet were not in the stepwlise
mode!

- = pnumber of predictore in the stepwise model thet were not selected in thie
mode!
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. Microcomputer Selection of a
Predictor Welghtmg Algorlthm‘

~John D. Morrls
" Florida Atlantic University

L o i ‘
RV T T T

" An empirical method (PRESS) tor examlning and oontrasting the ctoes-valldated
prediction accuraciees of some popular algorithms for weighting predictor variables
was advanced and examined. The weight methods that were considered were ordinan
least squares, ridge regression, regression on principal components, and regression
on an equally weighted composite, - PRESS was execut on several data sets having
varied characteristics, with each of the weighting techniques obtaining the greatest
accuracy under some conditions. “The ree of advantage or disadvantage offered by
these alternate weighting algorithms relative to ordinary least squares was
considered. As it was not possible to determine 2 priorl which weighting technique
would be most accurate for a particular data set from theoretical knowledge or from
simple sample data characteristics, the sample specific PRESS method was proffered ¢
poseibly moet appropriate when the researcher wishes to select from among the severe
altemate predictor weighting algorithme in order to achieve maximum cross-validatec
prediction accuracy. The feasibility of the use of a mlcrooomputer for the
oomputation mtmlw m:ss alqodthm was also oonaldered. :
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Many empirical and theoretical studies (Darlington, 1978; Dempster, Schatzoff,
and Wermuth, 1977; Gibbans, 1981; Morris, 1979; Pruzek and Frederick, 1978; Wainer,
1976) have suggested that there are more accurate (in the sense of cross-validatior
;(:cr;g)ictor weighting strategies than the traditionally used ordinary least squares

Much of the effort has concentrated on ridge regression, with Darlington's
(1978) recommendations being by far the strongest in the behavioral sciences.
Bowever, some more recent results (Morris, 1982, 1983) suggest a less enthusiastic
outlook toward ridge regression in the specific situations considered by Darlington
(1978), but a possibly more promising outlook under other data conditions (Morris,
1981). Additional evidence and reservations of others about ridge regression may b
found in Egerton and Laycock (1981), Pagel and Lunneborg (1985), Rozeboom (1979), a
Smith and Campbell (1980).

Similar controversy spanning at least a quarter of a century (Claudy, 1972;
Dawes and Corrigan, 1974; Dorans and Drasgow, 1978; Einhorn and Hogarth, 1975;
Gabriel, 1980; Laughlin, 1978; Lawshe and Schucker, 1959; Pruzek and Frederick, 197
Schridt, 1971; Trattner, 1963; Wainer, 1976, 1978; Wesman and Bennett, 1959) has
surrounded the use of equally weighted predictors as a substitute for OLS weights.
In addition, several investigators have proposed the use of reduced-rank prediction
methods to enhance cross-validation prediction accuracy, possibly beginning with
Burkett (1964), to more recently (Morris and Guertin, 1977; Pruzek and Frederick,
1978) .

It seems clear that claims for a "panacea” weighting technigue to fit all data
configurations, such as ridge coefficients "will undoubtedly be closer to (the true
parameters) and are more stable for prediction than the least squares coefficients”
(Boerl and Kennard, 1970, p 72), or "Ridge regression is the best technique for a
broad range of intermediate values of validity concentration and is little woree th
alternative techniques at the extremes" (Darlington, 19768, p 1250) are unrealistic
Equally clear is that many simulation results strongly suggest that non—OLS weighti
strategies offer the researcher enhanced cross-validation prediction accuracy in ma
data configurations. The most important next step seems to be to determine the
frequency with which such data configurations that are conducive to non-OLS methods
oocur in the behavioral sciences and to examine the importance of the gain or loss
resultant from ucing these strategies. Given encouraging gains in a reasonable
progortion of avajlable data sets, another step would be to generate mechanisms for
helping the researcher decide which of the alternate weighting techniques are best
for which data situations, and for estimating how much improvement or degradation
might be realized by using an alternate technique instead of OLS in a specific data
set.

Some simulation results (Morris, 1981, 1982; Pagel and Lunneborg, 1985;) have
yielded some general suggestions for when to use which technique. One major factor
suggested by Pruzek and Frederick (1978) and explicated more explicitly by Darlingt
(1978), is validity concentration, the degree to which predictive validity is
concentrated in the first few principal components of the predictors. From
simulation results and theory (Darlington, 1978; Morris, 1982; Pagel and Lunneborg:,
1985), it is know that as predictor variable collinearity and validity concentratio
increase, non-OLS methods usually become more accurate than OLS at some point. In
addition, Cattin (1981) has argued that in typical behavioral science data small
eigenvalues from the predictor variable intercorrelation matrix tend to explain mor
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noise than signal. Thus as the validity concentration is high, non-OLS methods are
usually most accurate. However, this tendency is diminished by an opposite trend in
favor of OLS regression as sample size and population multiple correlation increase.
How these trends balance out with real data is not immediately apparent. Co

These effects also depend on the type of prediction accuracy of concern. . Many .
simulation studies have concentrated on the error in estimating population regression
weights. Instead, the interest in this paper is on the accuracy of criterion score - .
prediction. This accuracy criterion seems more reasonable than that of the accuracy
of estimating population regression weights because such techniques as ridge
regression may be inappropriate when the sizes of regression weights are of primary
concern (Darlington, 1978; Pagel and Lunneborg, 1985). Moreover, the same analytic - )
strategy {llustrated in this paper is generalizable to the task of examining errors ..
in estimating regression weights., PR -

However, even when limiting consideration to prediction, one must consider both -
“relative® and "absolute" types of prediction accuracy. 1Is the researcher interested
in generating a prediction equation that yields predicted scores that are maximally
correlated with the actual criterion score (relative), or is the goal to minimize the
differences between the actual and predicted criterion scores (absolute)? These are
not the same goals, and the comparative accuracies of the methods are partially a
function of which one is considered.

Some theoretical (Thisted and Morris, 1980) as well as empirical (Musgrage,
Marquette, and Newman, 1982) rules have been offered for determining when various
types of ridge regression may be helpful in enhancing prediction accuracy. These
rules do not epecifically consider the effects either of validity concentration or of
sample size, both of which have been shown in simulation studies to affect the
relative performance of OLS and non-OLS methods. Also, as operating characteristics
for these theoretical rules have not been examined through simulation, it is
difficult to know how they would perform with real data. As well, the rules due to
Thisted and Morris consider only ridge regression as an alternative to OLS
regression. o

- Although some general trends and suggestions may be gleaned from these studies,

it is at best difficult to suggest to an applied researcher what method to select
given the specific data characteristics of a sample. The results are useful
theoret ically, but thoy are just not sufficiently simple to allow easily applicable
rules to be gencrated to use for specific data sets. Also, such rules would require
unknown population information for which one has no sample estimate, as in the case
of validity concentration.

More important, very little, if any, information is available about how much:
gain or loss in prediction accuracy one might expect by using non-OLS weighting with

real data. What is the potential payoff or loss for the researcher in trying these
non-traditional methods?

»

Rurpose o
The purpose of this paper was to advance and examine an empirical sample-based
method (PRESS) to be used for exploring the comparative performance of several
predictor weighting methods on a specific data set to aid in selection, and most
important, to assist in judging the probable resulting gain or loss in prediction
accuracy in selecting a weighting algorithm. Although the specific technique is
different, the use of an empirical sample-based method to aid in selecting a
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predictor weighting method is parallel with the suggestion of Dempster, Schatzoff,

and Wermuth (1977, p. 106) that "it would seem that comparison of the predictive
capabilities of various methods from one subset to another would provide a reasonable -
empirical basis for selecting a particular method in a given situation.” Mo
demonstrate the technique, the PRESS algorithm was executed on several typical, .
although not necessarily completely representative, sets of data. The feasibility of

the use of a microcomputer for the computation intensive PRESS algorithm was also
considered,

Allen (1971) introduced a technique that he labeled PRESS (PRedicted Error Sum o
of Squares) to be used to select a multiple regression variable subset that would . '~
yield a minimum sum of squared errors in prediction on cross-validation. This = .
algorithm i{s executed by alternately predicting each subject's criterion ecore from
the regression equation generated from the predictor and criterion scores of all o
other subjects. The resulting squared errors of prediction over all subjects are :
accumulated and the sum obtained serves as a criterion for cross-validation accuracy.

Although most of the multiple regression literature dealing with this "round-
robin” subject deletion strategy references Allen and terms the technique PRESS, it .
is not original with Allen. Perhaps the earliest explicit description of the
technique was in a paper by Gollob (1967). Many researchers, however, have S
recommended the procedure for both multiple regression and discriminant analysis-type
classification cross-validation (Allen, 1971; Allen and Cady, 1962; lachenbruch and
Mickey, 1968; Mosteller and Tukey, 1968; Btone, 1974). Additionally, the technique
has also been descriptively termed "leave-one—out" (Huberty, 19684; Huberty and
Mourad, 1980). -

Allen (1971) also provided a derivation for a computational simplification ueed .
in calculating PRESS that requires only one matrix inveraion, rather than the implied
n inversions, where o is the total number of subjects. This derivation was based on -
a matrix identity often attributed to Bartlett (1951), although no mention was made
of Bartlett's work. However, one also can find the same identity in Horst (1963, p.
428) with no mention of Bartlett. Whether all three authors independently derived
the same matrix identity is unknown.

Although this algorithm was introduced to help select a subset of predictors
- that would yield the smallest sum of squared errors upon OLS cross-validation and to

give an ut!mato of the resulting cross-validated prediction accuracy, the same logic
and algorithm can be used to judge the cross-validated prediction accuracies
(relative or absolute) of alternate predictor weighting methods; the idea is
completely general across any weighting strategy. PRESS can be performed for each
competing predictor weighting method, and the most accurate method can be chosen as
the one most probable to be most accurate on use in replicate samples, or the
researcher may decide that the gain, if offered by a non-OLS strategy, is not
important enough to warrant selection of a method that may not be well known.

The computational simplification offered by Allen (1971) is rather
straightforward for OLS. If one considers the usual model for multiple linear
regression, v
Y=BX +e, '
where X is an pxp matrix of p - 1 predictor variable values and the usual unit
vector, Y is the vector of criterion scores, and e is the vector of error terms, the



al solution for B, the vector of regression weights, is

« (X'x)-1 xvy,

deleting a subject would change both X'Y, and X'X, it would seem that both X%,
: :r:, matrix inverse (X'X)~1 would need to be recalculated as each subject is
eted. "

However, if ¥(;) i{s a subject i's predicted criterion score when that subject's
“tor gf _ﬁtedictor scores, Xi, and criterion score, Y{, are excluded from X and Y,
len (1971, p. 11) showed that
o=@y - g0 - gy, |
‘re Q = X'{(X'X)""X{, ¥j is the subject's criterion score predicted from the
jression weights based on all the sample, and ¥; is the subject's actual criterion
re. Although this formulation avoids the numerous matrix inversions, it still
lires the calculation of the predicted criterion score and the Qi8 for every
Jject. This calculation route, which was found to be as much as an order of
gnitude faster than actually calculating the inverses in a recent comparison
)iéis'l 1984), requires very little extra computation if one ordinarily calculates
siduals.

The most obvious step would then seem to be to try to adapt this computational
Jrtcut for use with the non-OLS methods of interest. In fact, by recognizing the
lationship between OLS, principal component, and ridge regression, one not only can
opt the algorithm, but also can do the calculations for the methods essentially
multaneously. As well, the Allen formulation obviously fits the case of regression

an equally weighted composite, as regression on such a composite just turns out to
a case of simple regression. | :

In fact, in a later lication, Allen (1972) r:ovided a version of the shortcut
-zmule for t:d e regression. Given the usual simple ridge regression model of
« (X'X + kI)=4 X'Y,
len showed that it followed that PRESS can be calculated from the same formulation
- with OL8S except that the kI would be added to the X'X matrix before inversion in
a calculation of and

However, there “ a pr&)‘hm with this formulation. When the researcher decides
on a biasing k" in ridge regression, it is added to the gorrslation matrix rather
an to X'X. Although one can center and scale the score vectors such that X'X = R,
w formulation is still incorrect since kI is being added not to the correlation
wtrix, but to the correlation matrix decreased by the contribution of one subject.
 an {llustrative problem with five subjects and one predictor variable (X = 2, O,
3,9 ¥Y=3,4,4,7 6; and a Dempster, Schatzoff, and Wermuth [1977) RIDGEM K
r 2,73), the PRESS cross-val idated correlation calculated by the shortcut formula
w =92, but the true PRESS cross-validated correlation calculated by actually
averting n correlation "matrices® augmented by k1 was =.07. This example is
ortainly not purported to be representative. Moreover, the difference would clearly
o less ¥or samples of even moderate size and with smaller ks. However, it does
llustrate that the Allen shortcut formulation for ridge regression gives incorrect
esults.

Another difficulty, however, stems from the fact that for ridge regression, the
used is often derived from characteristics of the sample. Thus it is aleo a random
arlable. As the accuracy of the choice of k affects the accuracy of the resulting
rediction equation, the algorithm for that choice must also be cross-val idated.

his task is clearly not accomplished in the Allen shortcut formulation. The same
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argument can be advanced for any choice made using information from the data of the
sample that affects the prediction equation. Thus one also must cross-validate the
algorithm for selecting the number of components in regressing the criterion on
principal components, and for choosing the algorithm for deciding which variahles are
*salient® enough to be included in an equally weighted composite, if such judgments
are to be made from sample information.

If one adopts this philosophy of cross-validating the total choice process
involved in constructing a prediction model from sample data, then the only
computational route possible is to calculate p versions of each eguation by actually
leaving a subject out each time. |

A Pascal computer proytan was written that cross-validates OLS, ridge
regression, regression on principal components, and regression on an equally weighted
composite via PRESS for any input data set. One of the difficulties with such
techniques as PRESS, bootstrapping (see Efron, 1979; 1983), and other resampling
plans {s the extreme amount of computation required. When using a mainframe or
minicomputer, this translates into costly run times. As microcomputers are a “one-
time" expense, such computation costs essentially nothing given the availability of
the machine and software. A disadvantage of the microcomputer is that it is slower
than mainframes and minicomputers. However, the degree of difference in specd is
rapidly decreasing with the continuing introduction of faster and more powerful
microprocessors. With this in mind, this program was used with an MS DOS 3
microcomputer to {llustrate and to examine the method on several sets of data, and to
assess the performance of the microcomputer in accomplishing these relatively
demanding computational tasks,

:

There are many possilile choices for a k for ridge regression. Because of its
excellent performance and ite ease of calculation, the lawless and wnn? (1976) k, _
which i8 the inverse of the F ratio resulting from a test of the OLS R4, was used for !
ridge regression. i

Because of its ubiquity, the Kaiser (1960) rule of selecting components with
roots larger than one was used to select the number of componente in regressing a
criterion variable on principal components. One might also concider using a
significance test (e.g., Bartlett, 1950) to determine the number of predictor
components to use. One should note, however, that a subjective decision would be
necessary even though a significance test is used as the researcher must select a
significance level.

As is often the practice, equal weighting was accomplished by specifying a
threshold predictor-criterion correlation for inclusion of a predictor. The
predictor then received either a +1 or ~1 weight depending on the sign of the
predictor—~criterion correlation. The resultant composite was then used to predict
the criterion. For the example data sets presented in this paper, predictor
variables with a correlation significant at the .05 level were included.

Obviously, if other non-OLS strategies were used, different results might have
been obtained. Likewise, with other data sets, results might have been different.
The purpose, however, was a demonstration of a method for examining and comparing the
accuracies of the weighting methods for specific data sets rather than a gencral
comparison of the weighting methods.
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The Demonstration Data Sets
ta sets of widely varying characteristics from the behavioral and

natural sciences were used in this demonstration. An attempt at sampling a variety
of types of data was made; however, the data sets are not advanced as representative,
. The results were not intended and should not be interpreted as generalizable to all
behavioral science data sets. The intent was to explore and to demonstrate a
strateqy for estimating what one might expect for a gpecifjc data set.

It also is important to note that the actual "real® data sets were used rather
than Monte Carlo simulations from covariance structures as has been done in some
' studies mentioned previously. This procedure not only allows the characteristics of
. the data structures to vary as they do in nature, but also affords the unique e
distributional characteristics of a sample to affect the results, contrary to the:
situation in simulation studies in which multivariate normality is usually assured.

These data sets actually have been used in regression analyses. They are from.
journal articles, paper presentations, or text books. Therefore any aberrant ecore
vectors are assumed to have been deleted. Before applying the PRESS strategy (or any-
other analytic method), the researcher probably would wish to consider the removal of
"outliers® that manifest appreciable leverage. One may find it helpful to oonsider
the excellent review by Hocking (1983), as well as associated comments for
information on methods for detecting such score vectors.

Results -

Tables 1 and 2 show the performance—of—the four weighting techniques for each of
the 21 data sets. 1n concentrating on relative prediction accuracy Table 1 furnishes
cross-validated correlations; Table 2 provides absolute accuracy as the mean squared
error in predicting the criterion score. 1n both tables there appears (a) a short
description of the origin of each data set (exact citations being available on
request), (b) the OLS red multiple correlation calculated in the total sample
(RQ), (c) the multicollinearity index due to Thisted and Morris (1980) (MI), (d) the
ratio of the number of subjects to predictor variables (n/p), and (e) the performance
of the methods, with the performance of the non-OLS methods shown as a percent of the
OLS performance. It should be noted that the MI criterion proposed by Thisted and
Morris is different when one considers relative and abeolute accuracy.

The number of subjects ranged from 16 to 293, and the number of predictor
variables varied from J to 17, The largest raw score matrix analyzed had 271
subjects with 12 predictors.

An interesting characteristic exhibited in the results is the amount of variety
cbtained. The comparative performance of the methods is clearly dependent on which
data set is being considered and on whether the criterion of accuracy of concern is
relative or absolute. In eddition, the fact that the different methods performed

‘better with differing real data sets may lend some credibility to such differences
found in simulated data sets.

(Table 1)
Relative accuracy is discussed first. In 16 of the data sets of Table 1 (1, 2,
3' ‘, 6' 7' 9' 10, 11' 12' 13' 1" 15' 18' 20' and 21) tidge pefformance was about
the same as that of OLS (within 2%). However, within these same data conditions, the
accuracies of regressing the criterion variable on principal components, and of
regressing the criterion variable on an equally weighted composite were much less
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consistent. Sometimes these procedures were also very close to OLS performance. 1In -
one data set (10) they were about 10% better than OLS. Moreover, they ranged down to
being appreciably inferior to OLS regression for equal weighting (as evidenced in 11,
13, 14, 18, 20, and 21) to drastically inferior for regression on principal ‘
components (6, 13, 14).

Ridge regression was appreciably superior to OLS regression in relative accuracy
on four data sets (8, 16, 17 and 19) ranging from 118 up to 44% better than OLS
regression. However, for all these four data sets, at least one (in two cases both)
of the other non-OLS methods were considerably superior to ridge - - an outcome nuch
like that provided by the results reported in a previous simulation study of relative
accuracy (Morris, 1982). '

In one data set (5), ridge did very poorly on relative prediction accuracy, as
evidenced by yielding a negative cross-validated correlation (as principal components
did in data set 16). Yet regressing the criterion variable on principal components or
on an equally weighted composite performed much better than OLS. However, the
importance of this particular result must be viewed in context; even though the
sequared multiple correlation was an appreciable .817, the cross validated OLS
correlation was only .028 so that no meaningful prediction could take place on
replicate samples in any case.

Absolute Accuracy (Table 2) |
As for absolute accuracy (Table 2), the results were different. 1In 12 of the

data gets, (1, 2, 3, 4, 6, 10, 12, 13, 14, 15, 20, and 21) ridge was within about two
percent of the mean squared error produced by OLS regression. (It should be noted
that gmaller is superior for this measure of accuracy.) These data sete constituted
a subset of the 16 meeting this same criterion for relative accuracy. On these same -
12 data sots regressing the criterion variable on an lly weighted composite
followed the results of ridge fairly closely; although superior (ranging from very
slightly to appreciablx) to ridge regression on three data sets (3, 10 and 12) 5
regressing on an equally weighted composite was inferior on the rest., Regresesing the
criterion variable on principal components displayed much more variety within these
12 data sets. Performance was about the same as ridge on five of the data sets (2,
3, 15, 20, and 21), superior on three data sets (1, 10 and 12), and ranged to
drastically inferior (4, 6, 13, and 14).

.~ On eight of the data sets (5, 7,8, 9, 16, 17, 18, and 19) ridge was appreciably
better than OLS regression in absolute accuracy, with the decrease in mean squared
error of prediction ranging from about 4% (data set 18) up to nearly 704 (data set
5). In four (5, 8, 16, and 19) of these eight data sets both regressing the
criterion variable on principal components and on an equally weighted composite were
in turn considerably better than ridge.

In only one data set (11) did ridge not perform at least about as well as OLS on
absolute accuracy, with a mean squared error of about 21\ more than that for OLS
regression. Both principal components and equal weighting also performed very poorly
on this data set. It is quite interesting and possibly important to note that this
is not the same data set as the one on which ridge was go poor in relative accuracy:
on that data set (5), ridge exhibited its best absolute accuracy performance (only
318 of the mean squared error of OLS regression).

Although the results from this data set may need to be considered especially
cautiously because of the very small cross-validated correlation, the results also
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did not agree between relative and absolute accuracy in other instances. The
decision of whether one is primarily interested in relative or absolute accuracy is
an important one.

For these data sets, the number of subjects per variable, multicollinearity, and
sample OLS multiple correlation all appeared to be of no use in helping the .
researcher decide whether one of the non-OLS methods would be worth pursuing. The
question of identifying the most accurate prediction method is really one of
classification. Can one "classify” a data set to the method ylelding the greatest
accuracy from sample characteristics? Using the "leave-one-out"™ strategy of
tachenbruch and Mickey (1968), these three sample characteristics were unable to
classify the data sets into the most accurate strategy (OLS or non-OLS) any better
than chance assignment would have for both relative and absolute accuracy. In fact,
when combining the results for both relative and absolute accuracy, the number of
correct classifications was exactly the same as one would expect by chance. For this
reason, it would not seem possible to construct rules for deciding a priori from:

these statistics arising from a specific sample which method would be 1likely to be
most accurate on application to a replicate sample.

Riscusgion ‘

Any summative comments that could be made related to the relative performance of
the methods are necessarily only relevant to these data sets, Moreover, the purpose
of this study was not to declare a best method, or even to derive rules based on -
sample characteristics for deciding which strategy to use. Indeed, the inability to
explain easily the behavior of the weighting techniques from the sample
characteristics presented argues for just such a sample specific approach as has been
used and {8 being proffered. S

One generalization that ?robably can be made from the results, however, is that
none of the non-OLS methods olfers a panacea for achieving maximum accuracy across
pll data sets as some reforts in the literature might suggest. The researcher stands
to lose a lot of prediction accuracy by choosing any of the non-OLS strategies under
some data conditions, Likewise, the researcher stands to gain a great deal in some
data oonditions if a superior algorithm can be selected. The problem is that it is
not easy to specify under what circumstances the realization of a superior algorithm
will occur from simple sample data characteristics; thus, the more complicated PRESS
procedure may be called for.
Although the data sets utilized in this paper may not be representative, it may
still be reasonable to suggest that the performance of none of the non-OLS methods
was good enougli often eno:(;;h to recommend routine application of them in the same way
that OLS regression is used. At the same time, moreover, there are appreciable
-accuracy gains possible in pome cases. If prediction accuracy is sufficiently
‘important for the data set and situation at hand, the researcher may wish to take the
.trouble to ferret out those occasions for which a more accurate non-OLS procedure can
ﬁliver greater accuracy; the PRESS algorithm is suggested as a viable strategy for

at task. : .

The computation times for all the runs are included in Table 3. Most of the
runs only took a few seconds, with several taking a few minutes. The two largest
jobs in which the Project Talent data was analyzed separately by sex each took more
than an hour to run. Whether the times are reasonable or not is clearly a subjective
decision. However, even times of more than an hour don't compare unfavorably with
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the batch job turn-around time that can be expected when using many large computers.”

The microcomputer used was a Sanyo MBC 550. This is an MS DOS machine with an
8088 microprocessor. It is similar in many ways to an IBM PC, but the 8088 clock -
rate is slower (3.6) than that of the IBM PC (4.77). An 8087 arithmetic coprocesso;
was also installed to aid in speed and accuracy. Because of the slower clock rate, -
almost all IBM PC "clones” would run these jobs faster than the times represented,

The computer language used was Turbo Pascal. While a good performer in geneul,
it 1s certainly not the fastest ®number crunching® language available. For example,
a recent article i{n BYTE found the Microsoft Pascal compiler to run a computation :i
intensive program utilizing the 8087 nearly twice as fast as Turbo Pascal. Microsoft
Pascal, however, was unavajilable to test. The Pascal program should run with no -
modification. Wik

It should also be noted that newer, faster, and more powerful microprocessors *}*
are now commonplace. The 8086, 80186, and the 80286 of the IBM AT should all petform
better than the times represented here. Therefore, for all these reasons, the times"
presented should be considered as quite conservative. Moreover, a 32 bit 80386 has“'
recently been released and will be much faster (probably by a factor of more than
four) than the fastest of these (the 80286). Super microcomputers with the power of '
a VAX mini should be on our desks yery soon.

While microcomputer time is essentially free, a deficit in a long running job 13
that the machine {s generally lost for other uses. However, there are now some good '
multitasking systems available that will allow the use of the computer for other ° -8
purposes, i.e. word processing, while such a computation laden job is number- '-""-'f"'*“ -
crunching in the "background.* Such multitasking systems will almost certainly be &*
standard part of the operating system of the more powerful microcomputers that wlll h
be common in the very near future. -

Although several strategies can be employed to make the computing algorithm as - &
efficient as possible, a large amount of computation may result in any case. In *#
general, in judging whether the PRESS technique is worth pursuing a researcher would
need to consider the size of the prediction problem and resulting costs of PRESS in*’
relation to the relative importance of the goal of maximizing prediction accuracy. “%
It is important to note, however, that most prediction problems seen in the ok
behavioral science literature are not excessively large and that in any case the non-
OLS methods are really only contenders with relatively small samples. Further, the ¢
trend of the decreasing cost of computational power is accelerating; researchers need
to plan their methods such that they can capitalize on this resource. Tukey's (1985)
comments relating to our need to make sure that the statistical techniques we invent
anticipate the incredible resources of computational power that we will have in the
near future seem especially relevant, o

A copy of the Pascal computer program is available for those wishing it. It is
a OOM file and should work on any MS DOS microcomputer with a microprocessor in the -
Intel 8088, 86, 286, etc. line. In requesting the program, please specify whether -
the program can expect to find an 8087 arithmetic processing unit available. 1f the
program is of interest, send a blank DSDD diskette to: -

John D. Morris '
College of Education - IRDTE
Florida Atlantic University
Boca Raton, Florida 33431
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Table 1

Heighting Methods' Belative Performance (Crogs-Validated
Correlation) for Several Data Sete

Numerical Designator Hothod
and AsadOf OIS =

--Data Set Description _BEQ__HL_“_iléi_.Bidgn___EQ Egnﬁﬁ
1 Marquardt's Acetylene Data 920 1.0 .920 100.01 102.05 99.7T1
2 Chew LP(5) Predicts MRT .591 1.0 1,750 100.64(100.60 1oo.3o':
3 Hoerl's Kansas Corn Yield | 80014 854 1oo.'2,‘4)_11bo.;23_io_d.'sz ,
4 Draper and Suith (p. 204) 914 1.1 .927 100.03 92.67 99,52
S Drehmer Data (EPM) 817 1.1 ,028 -192,43 379,01 131,28
6 Golf score from Taék‘Ferf 848 1.6  .912 99,99 47.40 99,98
7 Hald Data (D & S, p.'ass) ,962 1.0 .980 100.32 99.11 100,27

8 Hocking & Dunn RR 69ﬁp.-‘82 .620 1 0 1,318 132,67 230.95 23059
9 Hoerl RR-1960 Paper.. .986 1.1 .979 100.21100.17 100,17

10 Rerlinger and Pedhazur, 292 .640 1.6  .690 100.46 109.69 109.80
11 Longley DiM p. 312 .996 1,0 .992 99,83 95.61 92,57
12 Journal of Exp. Education 475 1.1 ,635 101.27 104.27 104.42
13 Rulon: Pref & Buccess - Mech. .,261 1.9 .441 98.59 26.49 92.62
14 Rulont Pref & Success - Oca  .323 2.4 494  96.68 26.51 74.81
15 Rulon: Pref & Buccess -~ Pas  ,252 1,5 ,432 99,01 94.61 97.25
16 Retention from Demos & WISC .388 1.2 ,058 144.11 -40,94 520,58
17 Plers-Harris from 10 & Ach 185 2,2 ,108 111.9 61,88 142,59
18 D & 5 Steam Data (p.352) 949 1.1  .925 99.06 89.44 86.92
19 D & & Data (p. 233) 816 1.2 .691 111,05 121,17 118.50

20 Female Talent Data C4L p, 345 .331 1.9 .520 100.38 97.78 886.15
2] Male Talent Data CeL p. 349 .411 1.7 .51 101,17 100,54 94.97

Note. Additional information about data sources is available from the author;
the abbreviated headings at the top of each data column are described in the
text at the beginning of tle section concerned with results.
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e 2

hting Methods® Absolute Eex:mmancg IMean squared

£} for Several Datd Sets

mer ical Designator ——ethed
" - Asatof OIS
ita et Deecription RO _MI__ OIS _Ridoe FC __Equal
‘arquardt's Acetylene Data  .920 1.1 21.0 99,02 75.60 101,32
Chew LP(5) Predicts MRT .591 1.0 63.9 98.25 98.25 99.10
Roerl's Kansas Cotn Yield  .800 2.1 14.2  98.27 98.37 97,78 -
Draper and Smith (p. 204)  .914 1,4: 13.9  99.16 186.42 106.79
" Drehmer Data (EPM) T 81715 112 31,20 21,20 26.51
Golf ecore from Task Perf  .848 2.3 1.98 100.06 485.98 100.21
Bald Data (DsS, p. 366)  .982 1.0 0.49'_“03.49 141.20 106.61
Bocking & Dunn RR Synp. '62  .620 1.1 837 72.57 31.25 31.38
Roerl RR-1980 Paper .966 1.4 2,98 90.31 92;50:-92;62
 Rerlinger and Pedhazur, p.292 .640 2.2 .19 97.63 79.39 79.29
Longley DiW p. 312 .99 1.2 ,18E+6 121,39 641.15 1066.6
' Journal of Exp. Bducation  .475 1.4 9.89 97,89 93,62 93.4)
) Rulon: Pref & Success - Mech .261 2.4  2.42 100.09 123.62 103.65
{ Rulon: Pref & Success - Oca 323 2.7  2.65 100.21 130.28 117.00
5 Rulons Pref & Success - Pas  .252 2,0 309.7 99.89 102.17 100.86
6 Retention from Demos & WISC .388 1.7 ,18E+5 84.15 81.97 58,07
7 Plers-Marris from 10 & Ach  .185 3.4 209.9 92,12 93.89 93,33
18 D & § Gteam Data (p.352) 949 1.5 .43 94.83 190.84 208.86
19 D & S Data (p. 233) .816 1.7 .007 68.58 48.35 5§3.23 °
20 Female Talent Data CGL p. 345 .331 3.7 2,10  99.16 101,20 107.77
2] Male Talent Data CiL p. 349 .411 3.2 1.63 98.31 98.79 104.17

tote. The information presented in the Note of Table 1 is appropriate for

this table.
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Table 3

Score Matrix Size and Comeutation  Times for Severa] Data Sets

Numerical Designator :
and

_ Data et Description n D Time (M;§)
1 Marquardt's Acety]g_h_e Data . 16_‘ | 3 106
2 Chew LP(S) Predicts MRT . . 23 8 6151
3 Hoerl's Kansas Corn Yield 51 6 2;02
4 Draper and Smith (p. 204) 2i 3 | 108
S Drehmer Data (EPM) 14 9 | ._ _-2:03..
6 Golf score from Task Perf 120 ‘“ | 1;51
7 Rald Data (DS, p. 366) - . 1;1 B p m
8 Hocking & Dunn RR Symp. '62 20 3 07
9 Roerl RR-1980 Paper = 15 5 321
10 Kerlinger and Pedhazur, p.292 3_0‘ 4 s§3
11 Longley DéW p, 312 . - — 16 ' 6 | 136
12 Journal of Exp. Education 83 4 158
13 Rulon: Pref & Success - Mech 93 3 _ sje
14 Rulon: Pref & Success =~ Oca 66 3 ) 124
15 Rulon: Pref & Success - Pas 86 3 133
16 Retention from Demos & WISC 29 10 1:30
17 Piers-Harris from IQ ¢ Ach 55 3140
18 D & & Steam Data (p.352) 25 9 3129
19D & & Data (p. 233) 16 ‘ o
20 Female Talent Data CiL p. 345 27 12 93:39
21 Male Talent Data C4L p. 349 234 12 80:09

Note. The information presented in the Note of Table 1 is appropriate for

this table.
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-TIPLE LINEAR REGRENSION VIEWPOINTS
UME 16, NUMBER 1, SUMMER 1986

Discussion of AERA 1986 Session 21.25
Applications of Multiple Linear Regression

Bruce G. Rogers
Unliversity of Northern lowa

since ) | have not seen the full paper, I wlll need to base my camments
on the short draft I reoeived. It proved to be an i.nnovatlng appllcatlon of
both a utuitarian philosophical viewpoint and interaction 1n a einple 2-vay

| ANOVA.

'l‘he model is based upon the critetla of maxlmlzlng the leamlng when
swmed across all ltudentl. 'mia is renlniaoent ot one of the 19th century
phlloeophlcal dlscusslons on gthi;a. Jereny Bentham ® me) developed the
concept that the critetia of dn §oodmss of poucy was determined by
calculatlng the good tor each lndlvldual and then lumlng up the individual
goods. munm it s called the calculul approach, in reference to
inteqratlon as the luming of the valuee. And that 1s what is done in the
table enutled "Optimality Index Valuol. For every poulble way of
assigning the four students to the four teachers, the sum of the Optimality
values is omwt_ed. 'ﬁnn that particular assignment of pupils with teachers
which yielded thé maximm sum i8 chosen as the desired assignment.

Bentham was aware that sometimes the principle of the "greatest good
for the greatest number,” when applied to public policy, could came in
conflict with what a particular individual peroelv.ed as their own greatest
good. I told Joe that many principals might be hesitant about applying this
model for fear of confronting irate parents who wanted another choice. For
example, if the parents see the table of Predicted Values, it is likely that
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all of them 9_111 request that their child be placed with Teacher 1. Trying
to convince any one parent to allow their éhud to be put with a less-than-
best teacher in order to maximize same abstract "Optimality Index® may prove

to be very challenging. Indeed, it is my understanding that many principals
randanly assign pupils to the teachers, when several teachers are teaching
the same grade, in order to avoid possible charges of favotitism toward
 teachers and pupils. But Joe assured me that in some distticts {(including
the one in which his wife taught) the princlpal and the teachers do consult
on how to best assign the students. Given that such decisions are to be
made, the Watd ptocedUte has the definite virtue of ptoviding an unbiased
approach. | | ‘

‘The procedure uses a two-vay ANOVA 1nteraction design It 1§'a
variation of the aptltude—tteatment 1nteraction. whete aptitude is past
pertormunce and treatment is the teachet. Richard 8now. u:e Crorbach. and
others, have worked extensively to ﬂnd luch 1nteractions. with ltmited
success. However, lince the teacher 1: luch an mportant variable in the
clauroom. it is pouible that this approach uul prove to be an efficient
method of detecting such interactions. | o

1 like the term "catalytic*" varlable. In chanistry, we take two
compounds which react very slowly or not at all, mvbr, when we add a
catalyst, the reaction is speeded up, but the catalyst is not affected. 1In
Figure 1, only a weak interaction is present, but when the catalytic
varisble is added, a strong interaction is obeerved, as seen’ in Pigure 2.
And the resulting "Optimal Sum of Payoff Values® is increased fourfold, as a
result of this interaction.

Let me conclude by making a practical suggestion to the authors.

Special computer programs were written to compute the tables. 1s |t
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ossible to do this with regular routines in HINI‘I‘AB, s’ss. 8AS, smp. etc ?
(f 80, it would be useful to describe how that is done. thus making the
orocedures easily available to a large nunber of readers. |

Comments on the papers bv Jerome Thaver

In the paper on Model Building, attention is given to a set of widely
used approaches to variable selection in uultiple regression, It is pointed
out that no technique should be used indiscr iminantly. but rather. that user
judgnent should be used to determine that set of predictor variables which |
will be mst interpretable.

These techniques were applied to a variety of data sets, ranging from |
real world data to oontrived data. 'ihe results in 'rable l suggest that, in'
general, the Stepdise method is a desirable procedure, but that exceptions
do exist, 'i'nerefore. the general oonsensus does seem to support the
author's conclusions. | ‘ - |

A suggestion night be 'made for this paper.‘ 'i‘he 'Best =axbsiets." progrun "
was obtained from BMDP, but is not available in §PSS. What are users to do
if only SPSS is available to them? A look at Figure ] suggests that if the
Stepwise and Backward procedures were mn."and the highest R2 selected, the'
results would not be substantially different from using the aest Subsets
procedure. While this point is inplied in the paper, perhaps it could be
made more explicit. |

Thayer's paper on Dichotomous Variables shows an enpirical exanple of
the mathematical equivalency of several least squares statistica. The paper
first points out that a number of writers in the behavioral sciences have
argued that regression is inappropriate for data in which the dependent
variable {s dichotonous. Thayer chose not to attack the critics directly,
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but used that well-known proof model from geametry, reductio ad absurdum. A“
set of data is analyzed twicg, using thé dichotamous variable first as the
dependent variable and then as the independent variable. The results are
shown to be identical. It is then concluded that if the reasoning of the
critics was followed to its logical conclusion, it would be necessary to o
discard t-t-est, ANOVA, ANOOVA, discriminant analysis, and multiple _
reg:ession._ It would be intereétiﬁg to hear how the critics would respohd'
to this argument. | | | o
But let me suggést a reason why one might prefer a computer pr'ogranl‘
spacifically written for each of the above routines, rather than Using a
reg:es'sio.n program only. While it is possible to show tﬁat, on a two—group
cmparison:; the t-test, F-test, and simple correlation are mathematically
equivalent, the computer output for each i8 not in the same form. Thus, th; a
square root of F nust be taken to get t, and a more complicated
transformation must be made to get r to t. It is also true that a 2 group
discrimiﬁaﬁt ana'l.ys“fa is the same as nultiple regression on a dichotomous
dependent var.iablo, but again the odaputor output looks different. And for
more than two groups, the output is much different. If the transformations
are not made correctly, then serious differences can result, Wwhile that is
not the situation that the critics had in mind, it is a legitimate reason
why a porson might use a technique other than regression.
But I digress. This does not detract from Thayer's basic conclusion
that the underlying theory of the various least squares techniques is the
same, and therefore all of them can be considered as special cases of

nultiple regression, canonical correlation, or multivariate analysis of

- variance (SPSSX uses the latter procedure as an umbrella). Conceptually,
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this is a powerful tool for helping the student to see classical statistics
as variations on a major theme 'rather than as a "bag of tricks." .

My only sugygestion for this paper is that the layout of the tables and
the use of the t values may prove difficult for the reader to follow.
Perhaps the author will sutmit the paper to a colleague or a student, and if
they have similar difficulties, revise the layout to strengthen the

presentation,

Comments on the paper bv John Morris

The Morris paper begins by stating that the primary concem in -
regression is the p'r‘edictlh‘g of accurate criterion scores, rather than the
" estimating of population regression weights. While it is true that, in the
theoretical sense, these two criteria are comparable (i.e., you cannot have
accurate criterion prediction without accurate regression weights), it is -
also true that the beta weights may change if a different type of regression
is used (e.g., ridge regreesion). But in both cases, the ultimate focus is
upon the accuracy of the criterion scores.

The PRESS Algorithm was designed to select a multiple regression model
variable subset that would minimize the Sum of Squares on Cross Validation.
This is somewhat akin to the "best set® selection of which Thayer spoke.
The philosophy of cross validating the total choice process (p. 13) by
omitting one subject at a time is akin to the "J.ackknife" procedure,

In the computer runs, "real® data was used instead of data from Monte
carlo simulations, That definitely has the advantages that are mentioned
(p. 15) but also has the disadvantage that one does not l.mow a priori which
assumptions are violated and why, whereas with Monte Carlo data we can

specify and create the violations. Perhaps in a revision of this paper it
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would be useful to discuss both the strengths and weaknesses of these
procedures, - | | ‘.
The results show that, for most -cases, ‘the aLs is sufficient and even
better than the other methods. I like this conclusion. It is campatible
with my own philosophy of techniques. Some people complain that we use
statistics without carefully analyzing the data to see if it meets all the

assunptions, But I suggest that if the data even vaguely looks appropriate,

we can submit it for computer analysis. Ttws, we can examine the results.,

Do they make sense? If not, what violations might account for It?_ And how
might the data be transformed or the procedure modified to make better .
interpretable results? The results of this study seem consistent with that.
Ridge regression and the techniques have an important place, but for most
data we should first look at OLS, and then try other technigues where
appropriate. : The PRESS algorithm, available on a microcomputer, can then

provide an effective way to address this selection problem.
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iPLE LINEAR REGRESSION VIEWPOINTS
VE 15, NUMBER 1, SUMMER 1938

Regression and Model C for Evaluation

Gail Smith, Keith McNell and Napoleon Mitchell
Dallas Independent School District
Dallas, Taxas

OVERVIEW OF SYMPOSIUM

The objectives of this symposium are to:

1)

2)

3

4)

)

Provide a rationale for using ;egusslon analysis (specifimlly
Model C) to evaluate educational programs,

Provide one qup}q of an extensive Model C evaluation creport.
Dlawagh_(aq.s_runp_tl_ona of l{lodel‘ C and ways to deal with those
assunpions, |

Share - examples of disseminating Model C results to decision

_makers.

Identify and resolve additional technical issues that evaluators

nead to be concerned about when implementing Model C.

We ask you to pretend that this is the Dallas Independent School

Distcrict Board meeting, The program manager and evaluator ace presenting

the end of year evaluation cesults for a state-funded ocompensatory

education program. The evaluator has briefed the program manager and the

teport was delivered to the school board approximately two weeks ago. We
L}

must assume, though, that no members thoroughly undecrstand the cepoct,

mainly because most have not read it in anticipation of being briefed.
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The presentation will be made by two evaluators from DISD. (il
smith will be playing the role of program manager in presenting the basic
program. Keith MdVeil will be playing the role of evaluator {p

A third evaluator from DISD, Napoleon

i

presenting 'th'é: eva l_da't\'iéq, ‘results,
Mitchell, will be playing the role of court-appointed auditor,
questioning the precedures, results; and interpretations. (Those of you

who do not have the pléasu:‘e of working under the oconstraints of a court

order may want to think of Napoleon as a board member who has a Ph.D. in

‘statistics and doesn't mind you "knowing it.) We would appreciate you

asking your questions only after the auditor is satisfied that all his'-'

questions have been asked/answered.  The last ten  minutes of the .

symposium is reserved for the oamvénts from our distinguished discussant,
Dr. George Powell of the Bducational Testing Servioce,
" DESCRIPTION OF TREATMENT PROGRAM

The ‘goal of the Reading Improvement Program was to narrow the gap in

reading performance between lower and higher achieving students as well -

" as minority ‘and 'White students in the District. Objectives for

accomplishing this goal included: a) providing an additional

 two-semester, reading course with a restricted teacher pupil ratio of

1120, b) providing special curriculum materials in logic, vocabulary,
comprehension, and study skills, and c) providing staff development on
effective instructional qtratoqin in reading to participating teachers.
The additional language arts oourse, focusing on reading, was required
for students in ‘grngs seven and eight who scored below the 40th
peroéntile in Reading Comprehension on the Iowa Tests of Basic Skills
(ITBS). All students sooring below the 40th percentile at all 24

District Middle Schools were eligible for the program with two
exceptions. Students in special education classes and students in the
two beginning levels of English-as-a-Second-Language classes were not

eligible.
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Characteristics of students enrolled in the program are presented in
Tables 1 and 2. The figures in Table 1 indicate that nearly half the

"~ .Table 1

Number of Students Enrolled
and Not Enrolled in RI Course

Fall, 1984
Entolled in R S Grade
RI Course : - 7 ]
Yes S - 4285 . 4790
No 5314 4383
Total 9655 3173
Vv of Total in RI Oourse - 4 52

students in the District middle ochools were enrollod 1n the program in
the fall of the second year.. 'me analysis ot program effectiveness was
conducted using ITeS reading onmprehenaion test ‘scores for both Spring
1984 (prerest) and sbrir'\q 1985 (posttest), The number of students
represented in this amlyuil"il érovid@d by“"race'and grade in Table 2,
Ethnic m.indrir.y students oompriud 878 of the total number of
pacticipating students at both grades seven and eight,

Table 2
Ethnicity
Grade Stat Black Hispanl_r: .Asian/Indian White Total
7 N 2111 591 36 398 3136
| 67.3 18.8 1.1 12.7
8 N 2580 705 20 482 3787
668.1 | 18.6 0.5 12.7
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Since the districtwide percentage of minority etudente .Qe_s_ 768, the RI
program was focusing on minority students. B |
IMPLEMENTATION FINDINDS

The RI program ln'g‘redes' 'ee'\)en and elght was implemented much better
than lest year, though there were 1mptovements needed, The lack of a
ptogram manager wlth Woleer llnesmof euthorlty ‘resulted in lack of
‘ocmmnicatlon end A‘elow or el'roneous lmplementetlon. Staff development
sessions w_ere_),_less than euooesstul because of redundancy of topics and
timing of matet:flel. | ( |

_hln)ost all'of 'the_ cleseroqns observed appeared to be oconducive to
learnlng, elthough eotjhe,kdldwha‘\)e'eh enlrollment ‘of more than the max i mum
of 20 allowed by the guldellnee.‘ 'reacheu were uslng the Rl texts and
- support materlele, ‘but tew were“ ueing teechlng tedmlques oonsldered
: benetlclel tor the.e_e:klhde of etudente.u“

Lh kAL

. Few lnterectlons were 1nltleted by students wlth the teacher
oontrolllr:g the 1nterectlon;. Although molt teechetl provlded poeltlve
reinforcement, not ell teaCheu provlded at leaet flve instances of
poeltlve relnforochent. The {nstructional cllmete wee judged to be
better 1n the RI cleuee then in the regular language erte classes, both
in terms ot how well the 1netructlonel tlme was used and whether the

{instruction was oonduclve to learning.

ACHIEVEMENT PINDINGS
Results for Grade Seven, A total of 3135 Rl students had both pre

and post scores, although the scores of 151 of these students were

eliminated because their post score was oconsidered too deviant in respect
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to gains which were either too high or too low to meet normal
expectations. Students in RI gained from 30.1 to 32.3 NCE units. But
since’ RI students were selected into the program according to their
pretest écofe;s, we would ekpéct the recjression effect to raise their
soores. RI students also gained more than the comparison group whose
pretest scores were above the 40th percentile (2.3 mean gain vs. -5.9
mean gain for the omparison gtoup). - Again, though, the regression
effect would have predicted the general trend of these results, i.e. the
initially higher sdoring comparison groub showed mean losses while the
initially lower scoring RI students showed mean gains,

A significant second degree fit to the data was discovered in the
seventh grade ocomparison group, Hence the Model C analysis employed a
second degree curved line of best fit. the curved line of best fit was
the same for both the comparison group and the RI group, hence for these
eighth grade students there was no effect due to participation in the RI
program (See Pigure 1),

Results for Grade Eight, A total of 3787 RI students had both pre

and post soores, although the scores of 184 of these students were
eliminated becauge their post score was considered too deviant in terms
of expected gains or losses. RI students gained from 30.2 to 34.8 NCE
units, But sinoces Rl students were selected into the program '.according to
their pretest scores, we wWould expect the regression effect to raise
their scores. The RI students gained more than the above 40th percentile
comparison students, but again the regression effect would have predicted
this outcome, |

There was no second degree curvilinear fit found in the eighth grade

data, so only linear trends were investigated. Since a significant
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Zi;pteragtion’uas found, an overall program effect was not 1nyesgigq§gg;‘
~The analysis was _cpncludedf-with tﬁe findiqgs of.‘a) aignigié%ét
_apptitude-treatment interaction. The lines of best fit for the éi§&th
grade are depicted in Figufe 2. The RI program is most eftective\fér
those students who have the lowest pretest scores. Those students at;;ﬁé

program cutoff gain very little from the extra RI class.

80

L v R bR e b




ALTERNATIVE EVALUATION MODELS

There are three major ways we ocould have evaluated this program,
These three ways were documented and described by Tahorst, Lmadge and
Wood in 1975,

First, we oould have ocompared the performance of DISD children with
what we would expect them to do if they were like the national norm
group. This has been referred to as the Model A apéfoaéh,”bherein we use
the pretest achievement 'leQel as the éxpe;tation der ‘the posttest
performance. | - e

Two major assumptions in the use of this model cannot be met. The
selection of students into the program should be independent of the
pretest score, othervise simple regression to the mean can account for
substantial movement to the total group's mean. This was the situation
in the RI program, as Eho‘pkégélt méasute also|seivéd as selection into
the program,

The second Assumption of Model A which annot be verified is that
the students in the notming sample who are at the same pretelt'percenttle
levels are like those being evaluated -- 1like in the sense of
demographics and in terms of quality of regular educational curricula,
We know that most of the DISD students are inner city students, with a
high concentration of low SES students, Therefore, we can't assume that
our students are like the national norming sample. The test that we use
does have large city nomms. - Although DISD students oconsistently score
high, we cannot determine if our students gain more than other large city
students. The high scores may only reflect higher initial achievement
levels of our students. That is, the question of the quality of a

program demands assessment of student growth,
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Second, we oould have uged was a local cumparison group to evaluate

the RI program. This type of evaluation is refe_t_red to as Model B in the

literature, Model B is difficult to implement in most educatiopal

Settings, as in this one, because the model requires that some students

(who are otherwise qualified) not recejive the _spec}al treatment, al)

students scoring below the cutoff of the 40th pgroen_;ile were supposed to
receive the treatment, thus leaving no students for the comparison group,
What actually happened was some students below the 40th pecrcentile didlhot

receive the RI course. Some of these students were in special education

Classes and some received the RI course only one semester. The ‘e“‘ai"iﬂg
students did not receive Rl for undocumented reasons. It was our
educational guess that many of these students were not enrolled {n the RI
course for educational reasons which would indioatq_ a higher posttest le'\\-rel

than indicated by their pretest (e.g. student is really a high achiever,

she just didn't pretest well).
The third and final model utilizes a local mpa_ rison group which is

acknowledgely different at pretest time. The model up?;allzqs on the fact
that this }ocal camnpac ison groul; receives the same g_‘oqulq;r__wrrtculum.. The
expected pogttest performance of the treatmant qrgup _(RI ltudents)_’;..ls
estimated from the performance of the oconparison group. This model assumes
that the achievement gain is consistent across prctovqt}‘lovoll. One of the
major problems of Model C i{s the determination of this consistent trend in
achievement gain, 1Is the trend linear or of some other nature? Anothec

Problem {8 that the presence Of erroneous outliers can unduly affect

calculations of this trend. Outliers do not affect the amlculations of

statistics in other models as much as in Model C.
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Model Name Oyparison

Model A

todel B

tbdel C

students as their
own CepRArison

loaxal stmknts
who d0 not receive
treataent

local stuwdents
wvho do mot receive
treatment

Exhibit 1.

Expected Post

Perfocrmance

Prcblens

Smmmry of Mpdels

pretest level 1.
2.

predicted from 1.

- aparison 2.

students 3.

selection on pretest 1.
students in noming 2.
sasple—ethnicity,
size, q.lahty of

stndents denied 1.
service - -
requires testing

of additional

students -

linearity 1.

outliers A
calalation and |

interpretation 2.

Advantages

easy to ampute‘ by hand

‘similar to what was done

in past

both groups of students

‘- receive similar tegular
mtnwlum

" both groups of 'students

- receive similar regular

. curriculum - :

. don't have to deny services
| to some students

' can test for aptitude by

treatment interaction
can reflect non-linear
reality



Model C was dnsen as the best model to evaluate the program because
students were eelected mto the program on ‘the basls of their pretest
scores, and most atudents below the cutoff score were served Those that
were not served dld not constitute a valid comparison group as many were
suspected to have been exempted because thelr pretest score was felt to
be not indicative of their true performance. |

¥
wE

CONCEPTUALIZATION OF MODEL C

Whether or not the RI scores are elevated 13 the firat question to
be answered. We can begln to conceptualize the model by looklng at
FPigure 3. All those atudents who - have ‘a pretest ‘score below 40 are
placad in the RI ptogram as well as the reqular mrrlmlum, whlle all
those who have a score of 40 and above ‘are not allowed in the extra RI
ocourse “and, hence, only receive the regular curciculum, After elght
months of instruction, the post_teat scores are obtained, The straight
line of beot fit is calculated for the:comporllon group, This line
indicates the expected poatteat portormanoa for students at "‘oach pretest
soore, (See Pigure 4.) It'tl;o line fits Qell, (correlation above .4)
then we can proceed and auunle that the pttalqht 1ine can be extended
down into the range of scores .of the trutment group which received RI.
(See Figure 5.) We know, thouqh, that tho ltudentn below the cutoff not
only rceceived the roqular mrrltulur_n ‘but also received the RI
curriculum, Therefore, the posttest soores of those receiving RI should

be higher than {f they would not have received Rl. (See Figure 6.)
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Figure 3. Selection of if_:udents into program, based on pretest score.

rosTYCST T
$COALY

Py
L]

e

PRETEST SCORES

Figure 4. Line of best fit in comparison group.
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Figure 5. Extension of comparison’'line of best fit into treatment group.
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Figure 6. Model C illustration of treatmant effect.
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A second question.ot interest is %etMr the .elévated effect was
consistent across pretest scores. It might be that the RI program is
especially effective in prddu?ing highér than expected gains for the
lowest achieving students. (See E"‘igdre 7.) Or, the RI progr&m may be
especially effective for the highest students in thé treatment., (See
Figure 8.) Different progralﬁ‘recawnéndations would, of course, result
from these two different findings «(t‘indings which, by the way, would not
surface in a Model A or Model B analysis), A'n"ms, the second qu;estion of
interest {is, "Is the RI treatment diff.eren'tially effective over the
various pretest levels?® Another way to ijerbalize this in!:eraction
question is, "Is the RI line of best fit parallel to (exhibit the same
slope as) the line of best fit for the camparison group?*®

Model C, as any statistical guéatlon, can be tested with the general .
linear model, The full model contains all the information identified in
the question (research hypotpeais). Restrictions (identified in the
question) are made on the full model, resulting in the restricted model,
the difference in the number of pieces of information in the full and
restricted models ia_ equal to the number of restrictions. The general

F-test formula {s;

2

(R® puLL - R? rest) / (plecespyrr, - piecespest)

Foa

2

(1« R® pyry) 7/ (N- plecespyry)
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Figure 7. Model C illustration of treatment especially effective for 1
'~ achieving treatment ?tUQeqts.
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Figure 8. Model C illustration of treatment espacially effective &

high achieving treatment students.

88



MISCELLANBOUS DATA ANALYSIS TOPICS

Scales

All test information was transferred from percentiles to NCEs.
NCEs are Normal Curve Pquivalences which are a normmal distribution
transformation of percentiles. NCEs are an equal 1interval scale,
therefore amenable to statistical manipulation. They have a mean of 50

and a standard deviation of 21.06.

Comparison grodps
' The comparison group should be receiving the reqular curriculum
received by the treatment group, 1In Dallas, most of the students above
the B0th percentile enroll in an honors English oourse, Therefore,
students above the 80th percentile were excluded from the analyses. Some
students who should have been in the RI program because they had a
qualifying pretest  soore below 40 were not given the special treatment.
Before these students were combined with the regular comparison group,
they were analyzed to ieé if they functionedfdltfotohtly.
Outliers -

Students whose posttest scores were more than two standard errors
of estimate beyond their predicted posttest socore were eliminated from
the analyses, The statistics used for a given student came from that

student's group, Rl comparison above 40, or comparison below 40,
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MULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 156, NUMBER 1. SUMMER 1988

Using Multiple Regression with
Dichotomous Dependent Variables

Jerome D. Thayer
" Andrews University

Introduct ion

Dichotomous varjiables are frequently encountered in multiple regression
analyslis, bnlh_g;;lndepgndqnt_and'dgpendent vgrlable§. A dichotomous
lndependéng'varlable lQ uged to éeter-lne ubether group membership is related
to or yl)l predict a certain outcome (i.e., whether gender prgqlctu gpa). .A
dichotomous dependent variable is ufed to determine a combination of variables
that will predict group -e-ﬁernhip (I.e.. to predict dropping out of college).

ﬂ!u;ortcully. uhenevér a dlchgtbpoua variable was studied as an
lndepéﬁdent y;rigbleiwlgh one dependent varjable, a t-tesat, analysis of .
variance or analysis of covarlangq was coﬁducte&, ﬂﬁen a dichotomous variable
was studjed as a dependent varjable, discriminant analysis was used.

As multiple regression became more common, {ts advocates suggested that
it could or should replace the t-test, ANOVA, ANCOVA or discriminant analysis
Jln dealing with dichotomous varjables by using coded varjables,

Rocently, however, Cox (1970), Goodman, (1076), Aldrich and Nelson
(1084), and others have questioned the practice of using multiple regression
when a dichotomous variable is used as the dependent variable. The most
frequently lugge;ted replacement for multiple regression is logistic
regression.

In the introduction to Aldrich and Nelson (1964), it is suggested that
ordinary regressjion analysis is not an appropriate strategy to analyze

»

qualitative dependent variables, including those that are dichotomous. They

go on to express the limitations of multiple regression very strongly:
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.;Perhaps because of its widespread popularity,
regrestlon may be one of the most abused statistical
- techniques in the social sciences. While estimates
derived from regression analysis may be robust against
errors in some assumptions, other assumptions are crucial,
and their fajlure will lead to quite unreasonable
estimates. Such is the case when the dependent varjiable
is a qualitative measure rather than a continuous,
interva) measure. . . . For example we shall show that
regressjon eslimates with a qualitative dependent varjable
may serfously misestimate the magnitude of the effects of
independent variables, |and] that al)l of the standard
~statfstical lnferenceu uuch as hypotheslc tests . . . are
" unjustified (p. 0,'10).
The authors suggest that the failure of regression is “particularly
troubling in the behaviora) sciences” (p. 10), giving examples of qualitative
dichotomous variables from the fields of political science, economics and
sociology. ‘Similar criticisms concerning dichotomous dependent variables are
‘given strong emphasis in multiple regression textbooks aimed at economics and
loclology."but pdpular“rezbe.aion textbooks in the behavioral lcleﬂcea related
to psychology and education do not express this same concern. PoEVEXQiple.
‘néither Cohen & Cohen (1975) nor Pedhazur (1982) deal with weighted loast
squares ‘or logistic regression, two methods mentioned by multiple regression
critice as preferable with dichotomous dependent varjables. Both texts state
that multiple regression can be used for and Js mathematically equivalent to
discriminant analysis when the dependent variable Js a dichotomy (Cohen &
Cohen, p. 442; Pedhazur, p. 687), but nejther gives an indication that there
are criticiems of thivw use. Tatsuoka (1071) states that in the dichotomous
dependent variable case, multiple regression, discriminant analysis and
canonical correlation are al) mathematically equivalent and again, no
indication s gliven of any crltlcllno of this approach.
Neter et al)., (1963) list three problems that arise when the dependent
varjiable is dichotomous: 1) non-normal error terms, 2) non-constant error

variance, and 3) constraints on the response function. They state that even

with binary dependent variables, ordinary least squares stil) provides
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unbjused estimators under quite genera) conditjons, and "when the sample sjize
is large. Inferences concerning the regression coefficients and mean re.pdncec
can be made in the same fashion as when the error terms are assumed to be

normally distributed” (p. 357). They add, however, that thene éltfla(ofo'wllf
not be efficient, giving.larger variances than could be obtained with weighted

procedures.

The noiutlonn proposcd to these problems include using weighted leaat
squares to give constant error varjance and using a traneformatjon (such as
loglstic) that limite the response function to a range of 0 to 13,

In comparing the use of logistic regressjon or discriminant analysis with
dichotomous dependent varjables, éreno and Wilaon (1976) auggest that logistic
regressjon js preferred except when the'pdpuiatlonl are normal with jdentical
covariance nalrlcec They extend the crltlclanu of others to lnclude
situations in which dichotomous verlablel ‘are uued an lndependent varlablel
They stute that logtatic regreu.ton ia valld for alwlde varlety of underlylng
altulptlonl including l) all explonatory varlable‘ ar; lﬁlflvérl;le nornally
djatributed with equal covarjance -utrlceo. 2) all explanutory vurlablen are
independent and dichotomous, and 3) lone are lultlvarlate normal and some
dichotomous whereal‘dllcrlnlhant analysis is bnl;‘Qalid uhder the first set of
assumptions, These comments are not dlrected“at nultlble regressjon, but
would apply in those sjtuations where it js mathematically équlvalent to
discriminant analysis. Their conclulloh is that logistic regression with
maximum )iklihood estimation is preferred to linear dllcrl-inant analysis.
They state, however, that it is unllkeiy that the two methods will give
markedly different results or yjeld substantjally different ]linear functions
unless there is a large proportion of observations whose x-valuea lje in
regions of the factor space with linear logistic response probabilities near
zero or one. They go on to say that logistic regrelnlan ja preferred
when the normality assumptions are violated, especially when many of the
independent varjables are qualitative.
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--The critics state that in addition to the predictions made by’ the
regrellloﬁ.o;ha;fdn ;ith-a dlchotopouq depeh&ent variable, statistical tests
are alao Inv’lld. ‘Thla;gguld ‘99’"¢F the (_toat of the overall mode) and the
t valuei_for.egch predictor in the¢nodgl._;f

Cox (1970), In re(errlng to the use of multiple regression with
dlchotonouu‘dependentyvgrlableu; states that “the use of a model, the nature
of whose llﬁ}iatlona canlbe'fprenééhfs!lfhpi'wlno.fe*copi for very limited |
purposes” (b; 18). .lf these critics are correct, f{t apbéarn as {f researchersg
in education and psychology should discontinue the use of multiple regression
In these situations, .. RPN e B R S R o

Problem L T

Thll paper lo ;;hattenﬁt‘toua--eos the neanlng o( the chareos nude L

agalnut aultlple regrololon and to tuggent what the regrelolon community in
Y

oducatlon and poycholocy can do to come to terua ulth critice of -ultlple

regresa!on The purpose ot thls paper ls not to evaluate the valtdlty of the

crltlcllno but to deal wlth ao-e loglcal extonllonl of the-. lf these

crltlclo-o are valld aro t- teutc. analyulo of varlnnce. nnalyulo of

W W § et SRR

covarlance. dllcrlnlnant analyulé. fan§nlcal correlatlon. nnd any use of dummy
varlableo ln lultlpl;hfengO‘};n1a};o‘ﬁallod lnto question?
The quoutlono ralled by thlo paper, then, oro:
1. To what extent do thoae crltlclolo affect the validity of other
conpnrablo statjstical procedures?
g. If othé; ut;tl;tlcal procedures using d{t!orent assumptions glve
identical folultl foknulglple regression using dichotomous dependent

variables, does this imply suspicion concerning the other proceduieu

or suspicion concerning the validity of the criticisms or both?

Procedures and Findings
To examine the validity and/or serjousness of these criticlsms,

fmplications of this situstion ure considered by examining & sct of duta taken
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from the A3 data set in Gunet & Mason (1960). This data set has 33 yearly
obaervatlons wlth 14 vorlables The year vurlable was dlchotonlzed by letting
the first 7 years be in one group and the last 6 yeare be the other group The
data is analyzed in § dlfferent caees wlth dlfferent arrangenenta of the

dlchotonous verlable with one or two quantltatlve verlablel from this data

set. The dlcho;onouehxenlable_le coneldered as both a dependent variable and

Wi e -
i

an independent vaplablef

In Table ) dlfferent combinations of quantitative and dlchotonoue
lndependent and dependent vurlablee nhere nultlple regreallon hae been uaed
are preeented nlth a llltlng of conventlona] alternative otatlstlca] nethods
and methods recommended by nultlple regreeslonierltlcu. The crltlcs suggest
that in cases uhere a dlchotonoul dependent vurluble is used (ceeee 1 und 3)
multiple regrelalon Ie lnapproprlate. The epproech teken ln thle paper 10 to
compare the results of lultlple regrelelon in these cases wlth resultl of

cases where multiple regressjion has not been uttecked (caeee 2 and 4).
Table 1

Possible Statjstical Procedures to use with Different
Comhinations of Dichotomous and Quantitative Variables

_ 0 Posejble procedures

One Predictor
1. 1 Dichotomous 1 Quantitative Logietic regression

Pearson correlation
Pt. bis. correlatijon

2. 1 Quantitative 1 Dichotomous t test
Pearson correlation
Pt. bis. correlation

Two+ Predictors ‘
3. 1 Dichotomour 2+ Quantitative/0+ Dichotomous Logistic regression
Discriminant analysis
Multiple regression

4. 1 Quantitative 1+ Quantitative/i+ Dichotomous Analysis of Covariance
Multiple regression
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Tabld 2 pneaentu lhe recultu of the one predlctor cases with the
dlchdto:oun varlable au a dcpendent Varlab]e (case 1) and as an jndependent
varlable (case 2). ln thone¥lltnntlons the t value Ja the same whether the
“ dlchotonouu varlable is the‘lndependent or dependent varjable. A one
Ppredictor nodel is the sllplest case of nultiple regresnjon and the test of
a!gnlflcance of the relatlonsh!p is .atheuatlca]ly ﬂdentlcuﬂ to an Jndepcndent
means t‘test and a one«wuy ANOVA with two groups and the regression teat of
slgnlf!canee (t value) ls the same nhether the d.choto-ous varjable is the
independent or dtpendent vurlable...lf 8 tent of ileniflcunre ulth a
dlchotonous dependent varlable ls lnvalld then all tests of significance for
an lndapendent means t teat. a two~group one-way ANOVA and
correlation/regresnlon wlth an Independent dlchotououo variable are also

Sy

lnvnlld

. Table 2
dnt Prndlctorlﬂxdlploa

CASE 1: Multiple regression claimed to be invalid

Depondent vnrlania -2 (Dichotomous)
Independont varjable = 3 (Quantitative)

tg = =6.910 ~- same a8 case 2

CASE 2: Multiple regression fe valid

Dependent varjabje « 5 (Guéititative)
Indepondent variable = 2 (Dichotomous)

tz = ~§.0]0 -~ same 8e case ]
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Table 3 presonts the results of the two predlctor ceeel wlth the
dichotomous varjiable as a dependent verleble (case 3) and as an lndependent
verlable (cases 4a and 4b), Caee 3 ll a situation where lultlple regreeelon
and diecriminant analysie are both frequently uued but f{e consldered to be
fnvalid by the critics of ordinary least squares due to the presence of a
dichotomous dcpendent variable. The t values in case 3 are testing the

significance of the relationship of each quantitative predictor with the

~ Table 3
Two Predictor Examples

Nultlple regreellon clalued to be lnvelld

¥h

CASE a,

Dependent Verlable", - 2 (chho!onoue)
Independent Variables = 4 (Quantitative) °
- 3_(Quentlta;lve)

ty = -0.124 --_same as case da
ta = -6.460 -- same as case 4b

CASE 4: Multiple regression is valid

:e. Dependent Variable e 4 (Quantitative)
. Independent Variables = 2 (Dichotomous)
« 3 (Quantitative)

tg = -0.124 -- same as case 3
‘a - -o. 391

b. Dependent Variable « 3 (Quantitative)
Independent Varjables = 4 (Quantitative)
« 2 (NDichotomous)

ty = -0.397
ta = -6.460 -- same as case 3
[ ]
dichotomous dependent varjiable controlled for the other quantitative

predictor. Cases 4a and 4bL give identical t values to those found in cuse 3

for the relationship between the dichotomous variable (which is now one of the
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lndepondent varloblea and in a legltinate plnce according to assumptions of
d’ln;;lple regreuuion) nnd the dependent quantltative vnrluble 1t tho tests
'Hfor uhlch the t values ln Case 3 are 1nvalld. then ‘the tests for which the t
valuea ln cnlec 4a nnd 4b are used are alao lnvalld The t values in cases 4a
ond 4b are the nane as the -quare root of the F valuea that would be computed
wlth a onhe- uay analyais of covariance in which the lndependent guantitative
varlablé nas treatéd as the covarfate and the independent dichotomous varlable
as tne'grbunlng variable. So therefore {f Case 3 {s jnvalid, then'all one-way

ANCOVA'designé and any use of duiny variables in lultlplé regression would be

1nvalid also,

"’ Conclusion and Recosmendations’

It ls clenr'trnntthé nbOVSdennp!ei thd;*;no tests of tlgnlf!cande are
ldenilcal wnéinér)thewdlch6t610u1 variable ln.nn lndependent variable or a
dependent variable, lt appears._therofcre. that 4f the critics of uulne
multiple regression with a dichotomous dependent varlable are to be taken
serfously, they must aluo.deaj‘nlth all nlcnlf!cande testing with t tests,
enalysis of vurjnnce,ﬂnnnlyllc of cdvaf;anqd..dlcqunlnunt analysis, and any
use of du--y"Vnnjnblfn'ln“nultlpicJréf?elolnn. “fhbre.nay be other statlstics
reported in a multiple regnonllonhgnnlyllc. |udh as the standard error of
sstimate or predicted values for which the Interpretations mey not be
appropriate when dichotomous dopondont variables are used, but this puper will

not deal with thdio {ssues,
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Relationship of Student Characteristics and
“Achievement in a Self-Paced CMI Application

Gerald J. Blumenfeld, isadore Newman, Anne Johnson and Tlm'oth'y'Ta'ylor-
. The University of Akron

A}

- Learner control of CBE applications has been an enticing topic of research.
Reviews by Steinberg (1977) and Taylor (1976) indicate that effects upon achieve-
ment are equivocal when learner control has been compared with program or in-
structor control. The mixed results suggest the possibility of an interaction
between certain aspects of instruction and characteristics of the learner, when
the learmer is permitted to control the program.

Current theory and data suggest that an important variable related to
academic success is the student's perceived locus of control. Internal/external
orientations have been shown to have a significant relationship to academic
success (Coleman, et. al., 1966; deCharms, 1976). Behaviors exhibited by those

" having high internal or high external orientations (Crandall, et. al., 1965;
Seeman, 1963; Seeman & Evans, 1962) appear to be closely related to successful
use of opportunities that permit one to control the conditions of learmning. It
was hypothesized in this study that high internals would be more likely to ex-
plore and profit from learner control opportunities than would high extermals.
The 1-E Scale developed by Rotter (1966) was considered to bo an apptoptiate
measure of thil churlctetiltic for colloge students.u

A more dircct measure of achicvcment-stricing behavior 1- thc SSHA (Survey
of Study Habits and Attitudes, Brown & Holtzman, 1967). Thia assesses the ten-
dency of students to be prompt, to employ effective work methods, ‘and to possess
positive attitudes towards teachers and schooling. SSHA has been shown to be
related to grade point average of college students (Brown & Holtzman, 1967;
Desiderato & Koskinen, 1969) and to exam scores (Wen & Liu, 1976). It has also
been shown that the SSHA and the I-E are related (Ramanaian et al., 1979).

: It was hypothesized for the studies reported here that effective study

y habits would facilitste one's efforts to learn, and that this variable should
: interact with 1-E when students are given an opportunity to excercise control.
It wes sleo hypothesized that these variables would be particularly sslient in
& self-psced CM1 application where the instructor controlled the operating
paramaters during the second half of the course. Under such conditions, stu-
dents who differ on these vsriables should exhibit even greater differencss

on achievement as the course progresses.

METHOD
Subjects

~ Subjects were students enrolled in a junior level college course on edu-
cational measurement. Study A was conducted during the spring quarter of 1978;

*This article {s based upon a paper presented at the American Psychological
Association
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‘atudy B was conducted during the spring semester of 1979. “The University had
- changed from quarters to semesters and the course went from 3 quarter hours to
2 semester hours. Requirements of the course and sequencing of activities re-
,-mained the same. = N o - o

Measures listed below were secured for 102 of 133 atudents enrolled during
1978 and for 86 of 125 enrolled during 1979. Most of the students not includec¢
in the samples withdrew from the course very early in the term.ng few students
were absent on the days the I-E and SSHA were administered. - s

; ;Instruments

Rotter's I-E Scale and the Brown-Holtzman SSHA were administered during
regular class meetings. Students were given individual feedback about these
measures at the end of the term. A brief description of each is presented

. below:

1}” i‘E:Scnle:f This sénln bonﬁnin§:i9 fbrne&¥choice itnnn. inclnding six fille
~itexzs, and was kcyed so that a high score indicated a high internal orientation

iy

h, 2, SSHA. This inventory contains 100 1items grouped into the following subscal

- a. Delay Avoidance (DA) Lack of procrastinntion.-
b, Work Methods (WM). . Effective study procedures.,
c¢. Study Habits-(SH).; DA plus W : = _
d. Teacher Approval (TA). Attitude towards teachers and their behavior.
.. e, Education Acceptance (EA).. Attitude towards educational practices.
- f. Study Actticudes (SA). TA plus EA ' .
8. Study Orieatation (SO). SH plus SA (overall moasuro)

3. Compre! nsive Excml._ Achievcnent 1n each of tour units of work was measure
by cthirty icem aelection type exams, Two or three altetnate forms wera avail-
able for each unit, Exams used wera a regular part of the course. ltem analy:
indicate acceptable quality. Measures of reliability have ranged from .70 to
more than .90, Method of estimating reliability, number of atudents involved,
and term when analysis waa conducted. varied from one set of unit exams to ano:
4. GPA, Ovcrall grldc point avorcgo at cnd of apring Qucrtor wvas obtained fr
the regiscrar's records. This messure has been ahown to be correlated with ac.
denic achievement in the meaaurement course (Blumenfeld, et al. 1975) and with
research on learner control in CAl (Taylor, 1976).

Procedures

Student behavior and achievement waa examined under conditions imposed by
self-paced computer managed instruction applied to an undergraduate educationa:
measurement course. A brief description of the course and the computer progra:
is given below. More detailed accounts can be found in Blumonfnld. et al. (19
and Blumenfeld, et al, (1977). - :

. Meaaurement Course. Emphasis is placed upon evsluating the effectiveness
of instruction and upon developing coordinated sets of instructional objective:
instructional procedures, and measurement procedures. The course is divided
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into four units and one teaching project. The teaching project ia not aelf-paced
and student behavior related to this aspect of the course was not included in the
analysis. The units are divided into modules - three modules per unit. Students
are given ten to fifteen behaviorally atated objectives for each module. They
are required to take module study quizzea via computer terminals on each unit they
study prior to taking comprehensive exams. . Study quizzes are taken outside of
regular clasa time and are scheduled by the atudent at hia or her ‘convenience.
Comprehensive exams are given during regular clasas time during six predetermined
sesaiona distributed throughout the term.'  Criterion for passing a unit exam is
~. A atudent may take a second exam on each unit if he fails to pass the first
time. A few target points awarded at the beginning of the term, to encourage
atudents to get started, permit a few students to pass unit I with only 702 cor-
rect. Course grade is determined by the number of units the atudent passes., If
‘the student passes four units, a grade of A 18 recorded; three units, a grade of
B 1ia recorded, etc. Minus grades are given if students achieve 702 but not 80%.
The atudent can decide to work on all four units or to stop after one. Upon re-
quest, incompletes are awarded to permit a student to complete one additional
unit. Only work completed during the spring term was included in the analysis.

_ The topics included in modules one thru six are repeated in modules aeven

thru twelve. Objectives in the first six modules include critical concepts and
less difficult tasks. Objectives in the last aix modules include more advanced
ideas and more difficult tasks.

2. Computer Progrem. The progreﬁ'conteine twelve quizzes with each quiz con-
taining twelve items. A pool of five selection type items ia included for each
objective. When a student signs on, the program randomly orders the objectives
and randomly selects one item for each objective. Emphasis is provided by in-
cluding two five item pools for some objectives and repeating these objectives,.
After a correct answer, the student is so inforwed. Appropriate page references
for three books follow both correct and incorrect answers. If an incorrect
answer ia given, the studant is informed as to why the answer ia not correct.
Correct answers are not given, but the student is provided with some direction
for reconsidering the problem. At the end of the quiz the atudent can see a
1ist of objectives related to the items anawered incorrectly.

Criterion for passing is tan correct answers. 1f the atudent meets the
criterion the program advances the atudent to the next module. If the atudent
fails to meet the criterion a sacond or third atudy quiz on that module ia re-
quired. A delay of tan minutes per error ia imposed before the atudent is per~-
mitted to take another quiz, S8tudents failing a module quiz [or the third time
are advanced to the next module., A atudent who faila three quizzea on two con-
secutive modules ia not permitted to continue until he obtains a "pasaword"
from the inatructor. After the atudent has completed module six, control of
the computer program is given to the student. The student decides which module
to go to, how many times to take a quiz on that module, and in what order to

repeat modules if he 80 chooses. The student can avoid any delay imposed earlier
because of errors. '

RESULTS

Intercorrelations of Measures

Tables 1, 2 and 3 are divided into parts A end B and correspond to 1978
and 1979 data, respectively. Table | lists the intercorrelationa of the SSHA
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scales, I-E and GPA. It is 1nt¢rest1ng’to'no£e that in study A all correlations
are significant except those involving I-E. In atudy B all correlations are
aignificant except those involving GPA. ' '

Table 2 indicates the relationship of the variables deacribed above to unit
exam scores. It can be obaerved that while GPA is significantly related to unit
exam scores in both studies, I-E and SSHA do not possess that consiatency. I-E
is related to unit exams in study A but not in study B. SSHA is not related to

unit exams in study A but many of the correlations approach aignificance in
study B.

Regression Analvsis

To test the original hypotheses that I-E orientation and study skills would
be salient variables further analyses were conducted using SH since the rela-
tionship of the other scales to unit exams was not significant. Full and re-
atricted regression models were used to examine the predictiveness of GPA, SH,
1-E, and (SH & I-E) when the criterion was unit exam score. Regression models
vere computed for each of the four unit exams. GPA was included in all models.
Therefore, tests conducted determined whether or not SH, I-E and (SH « I-E)
could account for a significant amount of criterion variance above and beyond
that accounted for by GPA. The interaction (SH # I-E) was found not to be
statistically significant, nor was SH.

In study A I-E was found to be significant at the .0l level for units I,
11, and 111 and at the .05 level for unit IV. However, I1-E did not account for
a aignificant amount of criterion variance beyond that accounted for by GPA in
study B. The multiple RZ2 for the full and restricted models are given in Table 3.

Ad Hoc Analysis

Trends

It waa hypothesized that the effects of variation in locus of control and
atudy habits upon atudent perforwance would increase as the term progressed.
Therefore, intercorrelationa scross modules and units were examined to determine
if any trends could be detected. In study A the correlation matrix indicated
that DA waa the moat likely scale to generata a significant trend. Cumulative
exam scores acroaa the four units were recorded for both the first and fourth
quartile groups on the delay avoidance scale. Traditional analysis of variance
for trend was inappropriste because of extreme heterogeniety of variance.
Therefore, log-log transformations ware made for each atudent's cumulative exam
score curve.

The slope of the ragraesion lina for asch of thesa log-log transformationa
was computed. This was used ss a measure of trend. The means of the slopes
for the two groups were .86 and .65; the variancea were .05 and .08. Students
vho acored high on DA had the higher mean #lope. A test of these values indi-
cated that the difference between the means of the slopes was significant at
the .0l level. Obtained t was 2.776 with df « 48, Thie trend was not found
to be preaent in the data obtained in atudy B,

Use of CMI Program

No directional hypotheses with reapect to stulent utilization of the QMI
program were formulated. However, it is reasonable to assume that succesaful
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students will utilize lcarning rclourccn differontly thcn lcsa ‘successful stu-
dents. The twenty five students who had the highest score on a combination of
I-E and DA vere identified along with the twenty five students who had the low-
eat score on this variable. The variable waa obtained by multiplying each stu-
dent's 1-E score by his DA score. The mean number of quizzes per module and
the mean number of minutes per module were computed for each of these groups.
Only the first nine modules were considered because a very emall percentage of
students worked on Unit IV. This fact will be considered later. Nine out of
_nine times the high group's mean number of quizzes per module was greater than
“the mean of the low group. Eight out of nine times the mean of the high group's
number of minutes per module was greater than the mean of the low group. On
the average, members of the high group took more study quizzes, but spent less
tine per quiz than did members of the low group. High students were not only
practicing more but also distributing the practice across a greater number of
examples. Once again, 1t was found that this relltionship d1d not occur in

the data collected from study B.

, Accurate records of when students took module quizzes and unit exams were
obtained for study B. This data was examined several ways, but no consistent
relationships between student characteristics and the utilization of the CMI

~ program were observed.

Disculsion

. { 1| 1mportant to note at thc bcginning of thil diacullion that an unu-
sually amall percentage of students worked on unit IV during the tcrmastudy A
waa conducted, For example, thirty aix percent .of the students listed on our
first day roster for the previous quarter worked throughout'the term and re-
ceived a grade-of A or A- for the course. In study A only sixteen percent of
the students liscted on our first day roster worked throughout the term and re-
ceived a grade of A or A=, In study B 1))X earned & grade of A or A-, A non-
scientific explanation is that the 1978 students suffered thru a very difficule
winter, When the sun finally appeared during the spring querter, students
stopped working on all non-required school tasks., We obssrved this sudden
cessation of study and were given this answer when we rsised questions about
1‘0

It wes sssumed in 1978 that the small number of students completing unit
IV would tend to rsstrict the range of scores involved and not invalidate the
results. The failure to replicate the results in 1979 lesds one to other
speculations. For example, the 1979 students had 50X more time to do the same
anount of work and were not harressed by bad weather and school closings. It
is possible that differences in I-E and SSHA interact with conditions of stress
and high demands. When such conditions are not present, ss in study B, all
students hsvs time to do the job sven if differences in ability and motivation
exist, _

This 1s an attractive hypothesis, but it 1s slso suspect because of the
change in the observed relationehips betwean I-E and SSHA scales. Weather and
length of term should not have had gn affect here. It is also the case that
the relationships between I-E and SSHA in study B are more consistent with the
data reported by Ramanaiah (1979).
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Study A supported the conclusion that the I-E and SSHA scales tapped important
atudent characteristics when course structure permitted students to control
pace, practice conditions, utilization of resources and total amount of material
to be studied and mastered, Study B does not ‘support those conclusions., Only

additional replications will provide help 1n deciding which aet of data should
comand one's confidence. .. N L :

At least two things should be considered when looking at the results of study A
and study B. One is that apparently the most relevant psycho-social variables have
not been adaquacely identified. The second, and more importantly is that the differ-
ent results give further support for the necessity to replicate. The two studies
reported were conducted by the same researcher, on very comparable students, in
highly similar settings, yet produced divergent results. These varying rasults
indicate the potential pitfall of generalizing results based on only one study.

When trying to identify the relevant learning characteristics in a natural
setting, the potential interactions and the types of relationships between variables
are enormous. What may be needed to map~out many of these possible relationships,
develop a matrix, and systematically develop studies to investigate the relationship
between these variables and learning. One may take a particular model such as
suggested by McGuire (1960) and Whiteside (1964) which takes the position that when
one is trying to account for complex behavior, one has to look at atleast three
classifications of behavior. One is the person variables which includea things
auch as personality, intelligence, sex roles, learning characteristics. etc. The
second is the charactaristics of what is to be learmed.’ - Suppes (1966) and Gagne'
(1965) have given excellent examples of how to deliniatc ‘the components of what is
to be learned through a task or job analysis. The third is the environmental or
context variables. These would {nclude such things as the structure as well as
the environment of the learning situation, interactions with peers, expectations
produced by the environment (significant others within the environment). Thia
three dimensional matrix may facilitate the identification and systematic investi-
gation of the variables which mey influence and/or 'cause' the differential
effectiveness of "lestning" as reported in the literature,

*However, one must be very careful of over generalizing to other samples before
independent replications are conducted. The authors have collected replication
data which they expect to present at a future time in conjunction with the
findings of this paper.
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