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Using Diagnostics for Identification
of Biased Test Items

Donald T. Searis
University of Northern Colorado
Edgar Ortiz
Citicorp

ABSTRACT
Thie paper demonstrates how recent developments in the

analysis of regression models may prove useful in the identi-
fication of atypical and potentially biased test itema, Regres-
slon diagnostics studied are based on analysis of the sensitivity
of leverage points, studentized residuals, and ratios of covari-
ances due to the sequential deletion of each test {tem from the
analysis. These procedures appear to offer a substantial re-

finoment over oxisting approaches,




IDENTIFICATION OF INFLUENTIAL ITEMS :
THEORETICAL RATIONALE

Many statistical procedures have been proposed for de-
tecting biased items. Although they differ in their concep-
tualization of bias, they nevertheless exhibit a commonality
in their purpuse which is to identify those items which ham-
per the performance of one group relative to another.

Irrespective,qf the approach, the proposed statistical
procedures for identifying biased items rely directly or in-
directly on variants of the concept of statistical distance.
A major limitation with all of these approaches is that no
distribution theory is available to determine objectively
when one aﬁypical acore is statistically different from oth-
ers. This shortcoming is particularly evident in Angoff's
delta-plot method and ogtenliona of this procedure (Angoff
and Ford, 1973. Rudner, et al., 1980).

A lack of_ distribution theory is also ;vident in the
chi~square methods of Scheuneman (1979) and Camilli (1979).
These procedures aim at detecting biased items by performing
tests of randomness on the distribution of responses into
ability intervals. However, setting of cut-off levels to es-
‘tﬁblisﬁ.the v&rioua ability ihtervhln is done afﬁer examin-
ing the Adata. Such a posteriori detarmination of cutoff
points to define ability intervals in effect violates the
assumption of random Ascigﬁmont, .since factors other than
chance are influencing the results. Consequently, rather
than detecting biased items, résults 80 derived may identify

instead an item's sensitivity to clustering into the ex post

facto determined ability classes.
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Sﬁiﬁistical prbﬁédutés for detecting biased ' items based
on latent trait modeléﬁﬁave also been proposed. (Lord and
Novick, '1968; Hambleton and Cook, 1977). In these methods,
item characteristic curves are fitted to the observed per-
prrmanée scores of different groups. If the fitted curves
are not the same for the groups being compared, the item is
said to be biased. A major shortcoming of this approach is
the lack of specification of the underlying theoretical dis-
tributon of the observed delta-values that ‘characterize the
differences in performance between the groups being com-
pared. Although some progress has been reborted (Lord,
1977). the validity of tests of significance to identify bi-
ased items based on the assumptions of latent trait models

is as yet an issue that remains unresolved (Lord, 1977; p.

25). A comparaéive analysis of the pertormhﬂéd of latent
trait models to identify biased items (Rudner, et al. 1980),
does not deal with the lubjoét of statistical significance
of the various indices of bias reported in that study.
A cdmprehenlive review of the various statistical techni-
ques proposed for detocting item bias is given in Peterseon
. (1977),7Merz (1978) and Sheppard et al. (1980). Statistical
. analyses, however, do not detect biased items. They only
identify those items in which the achievement scores of the
groups being compared deviate from the pattern established
_ by other items that make up a test. These items, in turn,
_may reveal specific content characteristics that either in-
. Crease or decrease the a priori probability of a correct re-

sponse in one group of examinees but not in the other.



.The statistical procedures to be exemplified in this in-
vestigation offer an objective set of statistical criteria
to examine individual items for potential bias. These meth-
ods are based on generalizations of regression models as de-
Vveloped by Belsley, Kuh and Welsch (1980). .= The identifica-
~tion of potentially biased items, based on regression

diagnostics offers a substantial refinement over existing

approaches in that :

a) Distribution theory is used to determine cu-
toff levels and identify atypical items ob-
jectively. :
b) Statistical methods are available that meas-
ure the seneitivity of parameter estimates
to perturbartions in the data, e.g. the ef-
fects of the deletion of each item on the
estimates of the regression coefficients.
c) These methods offer measures of statistical
distance independent of sample size.
Analysis of data based on these procedures can yield impor-
_ tant information concerning atypical items which cannot be
. reoadily obtained by means of delta-plot, chi-square and la-
tent trait models.

The data to be analyzed comprise the proportion of white
and black students who attempted and responded correctly
. (p-values) to an assessment booklet conaisting of 30 items.
A scatter plot of the p-values is given in figure 1. Points
on line A correspond to items in which the performance of
both groups was equal. Points lying above and below this
line correspond to items in which the groups being compared

performed differently. Points above this line correspond to



ﬂitemsﬁin.which the group represented by the vertical exia.
1 X $1.5

Vperformed better than the group represented by the horizon-
- tel axis. similarly. points lying below this line correspond

to itema‘ in which the group represented by the horizontal

FIGURE 1

PLOT OF ACHIEVEMENT SCORES OF
WHITE AND BLACK EXAMINEES._
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axis performed better than the group represented by the ver-
tical axis.

An estimate of the regression line is given by 1line B
(slope=1.19, p=.0001). From graph 1, the consistent scatter
of points above 1line A indicates that white examinees have
performed consistehtly above the performance level set by
black examinegs. The diépersion pattern of p-values around
this line suggests a strong cufvature at both extrema, i.e.,
in ;he range of the easiest and most difficuit exercises.
In order to correct for these bottom and ceiling etfects.
the the p-values were transformed to logits. The logistic
transformation is widely used in the analysis of proportion-
al data. Reexpressing quantal response data in logitsrpro~
vides a straightforward procedure to correct for interaction
often found in exercise data in the easy and difficult
range.

The techniques to be exemplified in this investigation,
aim at identifying potentially biased items, by measuring
the sensitivity of regression models to the deletion of in-
dividual items from the bulk of the data. These diagnostic
methods will be applied to paraﬁoter estimates 1h regression
models relating the performance of white and black examinees
with p-values transformed into logits. Items whose deletion
from the body of the data, cause atypical perturbations on
parameter egtimates are suspect.

For example, glven a simple blvariate regression model,

the magnlitude of the perturbation on the estimated regres-



' slon coefficients due to deletion of the ith item, can iden-
tify atypiéal items which warrantzfurther.examination for
béientialﬁbiéééi'Thié:procédufe 1s akin to estiméting N be-
‘gression models, Where‘each'mbdeldcoﬁfesbonds to the 'not 1
" observation'. Within Eﬁé‘cbntGXt“of ouf inVéStigation, items
Whoéé'deletion c;uséwiéfge and éfypical perturbaﬁions on es-
timates of the regression barémetérs‘are therefore suspcct.
From a practical viewpoint this procéduré is'éQuivalent to a
pseudo-experiment 1ﬁ‘wh1c5 1t 1é'askéd, how would whiﬁe and
biack examinees héQc péffdrméd 1f the ith item had been de-~
leted from the assessment boékiet? Wifh these régression
diagnoatics, items having large deviatioﬁs frbm the perform-
ance pattern observed 1in the‘remaining items can be readlily

identified.

RESULTS

DETECTION OF POTENTIALLY BIASED ITEMS BASED OM
REGRESSION DINGNOSTIC PROCEDURES

The regression diagnostice to be exemplified for use in the

detection of potentially biased items are based on analysis

of the sensitivity of 1leverage points, studentized residu-

als, and ratios of covariances due to the sequential dele-

tion of each item from the model. Two regression models are

examined. In model 1, the achievement scores of white exami-

nees are predicted based on the per formance of black exami-

nees. Similarly, in model 2, the achievement scores of black



examinees are predicted based on the performance of white
examinees. The proposed diagnostics attempt to detect biased
items by identifying those items that in either model 1 or
model 2 elicit performance scores significantly different

from the pattern of variability established in the remaining
items that make up the achievement booklet. These diagnostic

statistics follow from the usual linear model

YmXB +e _ fﬂwmﬁ- (1)

Jhere Y is a (n x‘l) vector of observations on the dependent
variable, X is a (n x pP) ‘maﬁrix of obéervationé on the‘ex-
planatory variabiel. B is a (pr x 1) vector of unknown re-
gression parameterl, and e is a (n x 1) Qeétor of'random er-

rors. From (1), the least squares estimate of the vector of

regression coefficients is

B (X'X)"Ixy (2)

The least squares projection matrix, often called the hat.
maﬁrix. is of fundamental importance in the identification

of items that elicit atypical performante scores between the

groups being compared. The hat matrix is defined as

H-x(xlx)"lxl .(3)

The diagonal elements of H, denoted h , measure the influ-
ence or leverage of the response variable y on its corre-

sponding fitted value.



;3~,?;5Re§u1ts derived,ﬁy Belsley, et. al., (1980), and Hoaglin
and Welsch (1978) provide a statistical criterion to set cu-
toff levels to identify observations whose pattern of influ-
ence is atypical. . Their results indicate that values of h

larger than 2*(p/n) neced further examination due to their

unusually large influence on the hat matrix, H. Observa-
tions that exceed this cutoff level are often termed ‘'lever-
age points' in the statistical literature.

Values of the diagonal elements of the H matrix are re-
.corded in column 1 of tables 1 and 2 respectively. An exami-
nation of these values indicates that the cutoff levgi of
<133 1s.exceeded by ;tems 1 and 14 in mqul 1; And iteﬁs 13
and 14 1in model 2. The quantitative‘influ;nce of these
items on other aspects of the régressioh ;nalyais is eiam-
ined further in the following 'loctions of this 1nvc|t;ga-
tion. | M | .

A common practice in the item bias literature has been
that of identifying as biased those iteﬁl with large residu-
al values in fitted linear modeio. This approach fails to
take into account the fact that the variances of the residu-
als are not constant, but a function of the X matrix.
Therefore, results so derived may lead tounwarrantéd conclu-
sions concerning their potential bias. To avoid the prob-
lems associated with the non-constancy of the variances of
the residuals, atypical items can be identified by scaling
the residuals by their respective variances. For these pur-
poses the residuals can be modified in ways that enhance our

ability to detect those items which elicit the statistically



most dissimilar performance. This transformation of the

residuvals is illustrated next. Prom (1) a least squares fit

produces residuals given by

e = (I~ XX XY - _(8)

~ and mean square residuals

8= | | . )

The variance-covariance matrix of estimates of the residuals

is
: 2 ;
var(e) = g (I-H) (8)

where H 1is the least lqharoc projection matrix defined in
(3). Standardizing the reliduaio by estimating 0'2 by the
residual mean iQuaro based on regression estimates without
the ith observation yields the ratio ofq’uthdontizod residu-

als' ]

o(1)

e(i) =

These residuals are distributed as a t-distribution with

n-p-1 degrees of freedom. Therefore, if the Gaussian as-
sumption holds, the significance of any one of these stu-
dentized residuals can be readily assbssed from tabulated
values of the t-distribution with n-p-1 degrees of freedom.
Estimates of the studentized residuals are listed in col-
unn 3 of tables 1 and 2. The magnitude of the studentized
residual for items 1 and 26 consistently exceeds the criti-

cal value of 1.70 ( t, 27 A4f alpha= .05). In this particular

10



‘; L REL AN ‘%.“;f TABLE ]
T White Reqression Model

Model 1
Item Hat Raw Stdzed. Covar, DFBETAS
- No. Matrix Resid. Resid.  Ratio DFFITS Const, STof
| 0.20"* -1.07 -3.24* 0.70* -1.65* -0.71* -1.8
2 0003 -'o56 -1043 0096 -0027 -0026 -Onc
3 0.03 - .11 -0.29 1.11 -0.05 -0.08% 0.¢C
4 0.09 - .47 -1,22 1.06 =0.40 -0.24 -0.:2
- 0.03 - .08 -0.14 1.11 -0.02 -0.02 -0.C
6 0.04 0.10 0.26 1.11 0.08 0.08 0.cC
7 0004 0025 . 0062 1009 0014 0011 ‘O-C
e 0.09 - .61 -1.63 0.98 =0.5%4 -0.29 0.4
9 0004 .08 0019 1012 0004 0003 -O.C
10 0005 0043 1010 1003 0025 0020 -0-1
11 0.04 0.31 0.77 1.07 0.16 0.14 0.C
12 0.03 0.28 0.70 * 1.07 0.13 0.13 =0.C
13 0.12 0.26 0.68 1.19 0.26 0.14 0.:
14 0014. -0044 -1020 1013 -0049 -0022 004
18 0.04 0.32 0.81 1.06 0.16 0.18 0.¢
16 0-05 - 012 =0.31 1.12 -0.,07 -0005 0.¢
17 0003 0029 0073 1006 0013 0013 'Oo(
18 0.03 0.17 0.43 1.10 0.08 0.08 0.cC
19 0.08 0021 0.55 1014 0016 0.10 -00]
20 . 0.03 - .39 " =0,68 1.08 «0.16 «0.16 =0.C¢
21 0012 - 018 -°oﬁ7 1020 -0017 -0008 0.1
22 0.06 0.24 - 0.62 1.12 0.17 0.12 0.1
23. 0.03 - .00 =0.00 1.11- -0.00 -0.00 0.
24 0.06 . .02 0.07 1.18 0.01 0.01 =0.(
23 0.03 0.5%9 1.82 0.94 0.28 0.28 0.cC
26 0.04 0.7% 1.97¢ 0.063 0.41 ., 0.37¢ 0.1
27 _0.10 f°o43 -1012 ) 1009 -0.39_ _ f0022, _-003
28 0.08 - 26 @ =0.67 1.09 -0.18% - =0.412 0.cC
29 0.08 0.48 1.24 1.04 0.37 0.24 0.:
30 . 0.05 bl ll’ -0047 1011 -0011 -0.0B‘ O.C

11



Item
No. Matrix
1 0.10
2 0.03
3 0.04
4 0.06
s 0.03
[ 0.04
9 0.04
e 0.13
9 0.04
10 0.03
11 0.08
12 0.03
13 0.14
14 0.17
15 0.04
16 0.08
1?7 0.03
18 0.04
19 0.06
20 0.03
2l 0.12
22 0.07
2) 0.0Y
24 0.06
28 0.04
26 0.06
27 0.07
28 0.08
29 0.10
30 0.0S8

TABLE 2

Black Regression Model

Model 2
Raw Stdzed. _Covar,
Resid, Resid. Ratio
1.00 3.90* 0.49*
0.46 1.42 0.96
.08 0.16 1.11
0.49 1.56 0.96
.06 . 0.20 l1.11
- 003 'Ooll 1-12
- 025 —0078 1007
0.36 1.17 1.12
- 012 -0136 1011
- 41 -1.26" 0.99
- .19 -0.58 1.10
- ,22 -0.68 1.07
Lo .05 ’0017 1023.
0.19 0.62 1.26°
- ,21 -0-63 1009
.03 0.10 1.13
- .24 -0073' 1.07
- .10 .0031 1011
- ,28 -0.86 1.09
0.29 0.88 1.08
.00 0.01 1.2)°
- 010 '0031 1-13
- .02 .0006 1011
- .41 «0.34 1.1
- t“ -1044 0096
- .55 '1076' 0092
0.47 1.49 0.99
0.18 0.4S 1.12
- 027 -o-es 1014
.08 0.28 1.13 .

12

DFFITS

1.35*
0.27
0.03
0.42
0.03
-0002
-0016
0.47

=0.07 .

-0.23
-0.14
-0012
'0007
0.29
.0014
0.02
'0012
=0.06
-0.23
0.16
0.00

-0.09

-0.01
«0.09
-OOJO
=0.46
0.42
0.11
-0.30
0.06

DFBETAS
Const. STope
0.31 l1.12*
0.27 =0.06
0.03 -0.01 .
0.17 0.29
0.03 0.00
-0.01 -0.01,
-0.16 0.07
0036 '0040
-0007 0003
- =0, 28 0.09
-0.07 -0.08
«0.11 -0.02
‘0001 -0006
0.20 -0.26
=0.08 -0.08
0.02 -0.01
=0.12 -0.01
-0.04 .0002
-0.21 0.16
0.16¢ -0.02
0.00 -0.00
«0.03 «0.07
=0.01 0.00°
-0.08 0.06
-0.20 -0.13
-0019 -0033
0.18 0.31
0.10 -0.07
=0.06 -0.28
0.06 =0.04



case there is substantial agreement between those items with
relatively large residualé, and thoée with relatively large
~studentized residuals..The magnitude of the studentized res-
iduals associated with items 1 and 26 indicate that the per-
formance of white and black exﬁminees in these two items is
- significantly different from the performance patterﬁ estab-
lisﬁ;d in other items. And as such, these items warrant fur-
‘ ther-examin&tiqn for potential bias. Thezgtpdentized feei-
.dualggg(i) offéf a substantial improvement.over the ﬁsual
analf}ig of raw':esiduals. both because they have equal v;r—
1anc€§ and because an underlying distribut%oﬁ theory exists
to iqgnfify atYpical values.

Another important group of diagnostic m@ﬁhodc measure the
1mpac£ of the deletion of the ith observation on the stabil-
ity of several statistical ratios, and estimated regression
coefflcients.l Btéti.ticql‘procodufoc thati.havo been devel-~
oped to estimate the impaét of the dolotiéﬁ of the ith ob-
servation on these statistics, are examined next. An impor-
tant diagnostic statistic is th; covariance ratio. This
ratio is formed by comparing the covariance of the regres-
sion model whith the ith observation deleted, and the covar-
iance of the complete regression model. By repeating this
- procedure for each observation in the sample, a set of N
values that corresponds to estimates of the covariance rat-
ios is obtained. Atypical items can be identified by measur-
ing the impact of their deletion on the estimates of the co-

variance ratios. Covariance ratios based on the ‘'not ith'

13



observation which deviate from one, indicate that this par-
ticular observation is ex ‘erting an atypical influence, and
needs therefore further examination. From (1) the variance-

covariance matrix of the regression coefficients is:
var(b) = g°(xtx) "t | (11)

'similarly. the variance-covariance matrix of the regression

coefficients Que to the 'not ith' observation is,

varp(1) = ofuctwxan™ - Qa2)

Several statistics have been proposed for comparing these
variance-covariance matrices. A suggested approach is based
on analysis of the ratio of determinants of both matrices.
If the effect of the deletion of the ith observation from

the model is minor, the ratio of the computed values of both

determinants would be close to one. On the other hand, 1if
the value of the ith observation is atypical, its deletion
from the model, would reaﬁlt in a value of this ratio far
from one.

A limitation in using this ratio is the fact that the es-
timator of 0 given by § is also affected by the deletion
of thelith observation. However, Belsley, Kuh and Welsch
(1980) show that by forming the determinantal ratio of both
matrices, i.e., with all, and with the 'not ith' observa-

tion, a test statistic results

COVRATIO = szgu ot xun™y (13)
g°F | (XLK)-I |

14



"_',,;--;yalue:c‘ of this ratio outside the interval 1t 3p/n iden-
tify items -Qhose deletion cause atypical perturbations on
ﬁﬁe estimates of the covariance-ratio. In summary, values
of this determinantal ratio greater than one, imply that the
deletion bf the 1tﬁ item impairs estimqtion efficiency.
ICOnversely. determinantal ratios less th@n'one imély that
the deletion of ith item enhances estimation efficiency.

_-Values of the covariance ratio are recorded in column 4
of tables 1 and 2. Examinat#on of these estimates indicates
that the deletion of item 1 causes an unusually large per-
turbation on this statistic. 1Its computed value of .70 lies
outside the interval ( .80 = 1.20 ). This result is consis-
tent with previous findings which identify item 1 as elicit-
ing a pattern of influence statisticallly different from the
remaining items. A similar analysis of estimates of this
ratio listed in table 2 ( model 2), identifies four items
whose deletions cause unusually large perturbations and lie
outside the interval ( .80 ~ 1.20 ). These items are: item
l, 13, 14, and 21. All but item 21 have been previously
identified as items whose pattern of influence needs further
examination.

Another important regression diagnostic is derived from
'Analyning the effect of the deletion of the ith observation
on the predictive performance of a regression model. This
effect can be conveniently summarized by the DFFIT coeffi-
cient. Following results of Belsley et. al., (1980), this

statistic can be estimated by

15
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- For purposes of scaling, this quantity is divided by an
estimate of'oc V h: . This adjustment yields the statistic

8(d) (1-h) -

(15)

where o has been estimated by §(i). Estimates of this

coefficient are recorded in c¢olumn 5 of tables 1 and 2.

¥

Values of this statistic Lg;gér than 2 * V’(p/n) ex ert
. atypical effects on the predictive performancg of tﬁe model.
The DFFIT statistic is useful in the following context. Out-
.liers often pﬁll the estimated regression plane towar&q
themselves. This often results in residual value§ smaller
than their t;ue value. The DFFIT statistic avoids this
problem by re-estimating each residual with regression esti-
mates that do not use .that observation. The DFFIT statistic
offers a very sensitive regression diagnostic for detecting
‘ potentially biased items, by identifying unusual patterns of
‘1nf1uence on the predictive ability of the model., |

Another important regression diagnostic applied to detect
potentially biased items is based on analysis 6f the magni-
tude of the changes on the regression cdbfficients caused by
the deletion on each item. In the siméle bivariate model,
for example, items whose deletion effect large perturbation
on the intercept and slope estimates can be readily identi-

fied. Their large effects on the regression coefficients

16
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may indicate particular characteristics of an item that is
" lacking ‘in 6thers. These characteristics may, in turn, ei-
ther increase or decrease the a priori probability of a cor-
rect response in one gfbup of examinees but not in another.
The identification of items whose deletion cause large per-
turbations on estimates of the regression coefficients is
_therefore of great value in helping to detect potentially
biased items. Atypical perturbations in estimates of regres-
~sion coefficients that may ensue as a result of their dele-

tion can greatly facilitate the identification of atypical

items. If we let b(i) be the vector of regression’coeffi-

cients in a model that does not use the ith observation, the

change or sensitivity of these coefficients can be estimated

by

OFEETAS,, = [3,-33(1)] / [m.) /(x"x)"lu] (16)
Belsley et. al., (1980) -ugqo-tluovoral statistical criteria
"to set cutoff levels to identify atypical coefficient chang-
es. A proposed cutoff is 2 / VN . This cutoff measures the
change in the estimates of the regression coefficients in
units measured in standard deviations. In our analysis,

items whose deletion cause a change of a least .365 standard

17



deviations are deemed influential and warrant further exami-

nation for potential bias. Items whose DFBETAS exceed this
cutoff are noted in columns 6 and 7 of tables 1 and 2 re-
spectively.

Further statistical analysis was carried out on the dif-
ferences of logité of individ&él item p-values. These dif-

ferences or delta values are defined as
,DELTA = LOGIT(P,) =~ LOGIT(P,) (17)

A plot of these values against national P-values is given in
figure 2. Under the assumption of equal performance, a fit-
ted line through these values is expected to have a zero
slope and zero Iintorcopt term. The observed dispersion of
these DELTA values above zéro indicates thaé a higher pro-
portion of white examinees relative to black examinees has

responded correctly to those exercises. The magnitude of

these DELTA values is not,however,constant. From figure 2, a
gradual increase in their magnitude is apparent. This trend
. suggests that the difference 1in performance between white
v and black examinees is not as marked among difficult items,

as it is among relatively easier items. This performance
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FIGURE 2

PLOT OF DELTA VALUES OF LOGITIZED P-VALUES

Delta Logits
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differential suggests that some items are equally difficult
for both white and black exaininees. However, as the level
nf difficulty decreases, a higher proportion of white exami-
nees relative to black examinees succeeds in given a cor-
‘rect answer. A least squares fit to the dispersion of DELTA
_values.producea.aAsign;ficant qlopé estimate (.01, p=.001).
The estimaté,df the intercept térm,is not statistically dif-
ferent from tgrQ (—.07{pf.63). From this gradual pattern in
the magnitudego#“ DELTA‘vdlues, qiﬁems that elicit.aﬁypical
performance patterns can then be identifiéd and contrasted
with previous results.;j ” | |
Results of'#nalysid Ibf thé_ regreséion diagnoaiiés is
listed in table 3. Examination of the miénitude of raw and
studentized residuals identifies items 1 and 26 as eliciting
residual values ltatioiically different from the dispersion
pattern established by the remaining items. This result is
consistent with previous results, which identify the same
items as atypical. Analysis of estimates of the covariance
ratio identify items 1, 14 and 21 as exceeding the interval
(.80 = 1.20). The extremely low value of this ratio due to
the deletion of item 1 indicates that this item is highly
atypical. This result contrasts well with our previous

findings based on predictive models of white and black per-
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TABLE 3
Delta Logits Regression Model

Model 3
Item Hat Raw Stdzed. - Covar, DFBETAS
No.  Matrix Resid. Resid. Ratio DFFITS Const, 1o
1 0.09 - .98 =3.44"* 0.57¢ -1.09* 0.%52¢* -0.8
2 0003 - 049 -1051 0094 '0028 -0014 'O.C
3 0.04 - .08 -0.1% 1.12 -0.03 -0.02 0.cC
4 0.07 - .53 -1,68 0.9% -0.49 0.20 -0.2
5 0003 - -11 -0. 32 1010 -0006 -0.00 -O.C
) 0.08 - .00 -0.02 1.13 -0.00 0.00 =0.C
7 0004 0.27 0082 1007 0017 0014 '00(
e 0.13 - .38 -1.21 1.11 -0.47 -0.47 0.¢
9 0.04 0.14 0.42 1.11 0.09 0.08 =0.(
10 0.04 0.42 1.29 0.99 0.26 0.20 Q.4
11 0.06 0.16 0.48 1.12 0.12 -0.03 0.C
12 0.03 0.19 0.5%7 1.08 0.11 0.01 0.¢
13 0.10 0.21 0.65 1.18 0.21 -0.11 0.1
14 0.1% - ¢ 28 . =0.80 l1.21* -0.34 -0.33 0.:
18 0.08 0.18 0.83 1.11 0.12 -0.03 0.¢
16 0.06 - .00 -0.00 1.14 -0.00 -0.00 0.¢
17 0.03 0.21 0.64 1.08 0.12 0.02 0.¢
18 0004 .05 0017 1012 0003 -0.00 Oc(
19 0;09 0032 0099 1008 0029 0028 -OI'.
20 0.03 - .33 =0.99 1.03 -0.18 -0.07 -0.¢
21 0.12 - ,00 -0.01 1.23¢ -0.00 -0.00 0.¢
22 0.07 0.10 0.31 1.18 0.09 -0.04 0.t
23 0.03 .01 0.03 1.11 0.00 0.00 0.
24 0.07 0.13 0.46 1.14 0.13 0.12 -0.
23 0.04 0.43 1,32 0.99 0.28 -0.03 0.
26 0006 0.55 1073. 0093 0046 -0016 O.
27 0.08 - .49 -1.%3 0.98 =0.45 0.19 -0.
28 0.06 - .12 -0.37 1.13 -0.09 -0.09 0.
29 0.09 - 0.33 1.03 - 1.09 0.32 = -0.1% 0.
30 0006 -0005 -0016 1014 =0.04 =0.04 0. .
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formance. Similarly, analysis of the significance of the

DFFITS and DFBETAS statistics consistently identifies item 1
as eliciting perturbations statistically different from

those caused due to the deletion of the remaining items.
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CONCLUSIONS

'Results_of applying the regression diagnostics proposed in
this investigation consistently identify items 1 and 26 as
eliciting response patterns statistically different from
;hoée observed in the remaining items. Although the preéed—
ing results do not imply that these items are biasedqd, .the
- magnitude of the perturbation on several -tatiptics due to
_their deletion éuggests that these items deem further exami-
nation.
Given the preceding, the performance of these two groups
in these two items was further analyzed. Results of analysis
,Oof item 1 indicates that the performance of white and black
examinees in this particular item was almost idintical, with
.Observed p-values of 93.6 and 93.5 respectively. This is a
very atypical performance that substantially deviates from
the pattern established by these groups of examinees in the
.romaininq items.
By contradistinction, analysis of item 26 indicates that
. the observed performance gap is highly atypical. The ob-

served p-values of 87.7 and 63.1 for white and black exami-
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nees respectively, substantially deviate from the distribu-
tion of performance values observed in the remaining items.
Although the preceding results do not imply that these items
are biased, the highly atypical performance levels they eli-
cit among these examinees needs serioﬁs further examination.
Item 26 in particular elicits an inordinately large perform-
ance gap that far exceeds the ﬁerformance differential ob-
served in the remaining items beiween black and white exami-
nees.
The preceding results indicat; how ghe recent develop-
ments in the analysis of regression models may prove useful
in the identification of atypical and potentially biased
_items. Moreover, it is contended that the application of
statistical criteria to set cutoff levels and identify atyp-
_ical observations offers a substantial refinement over ex-
.1lting approaches, namely, delta plot , chi-square and la-

tent trait methods.
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The Use of Nonsence Coding with ANOVA Situations

John D. Williams
The University of North Dakota

Suomary: Nonsense ood&nd systems can be constructed that
retain outcomes regardindg R‘ values, F values and multiple
comparison tests. Nonsense ooding highlights the flexibility of
coding ANOVA problems to be analyzed by multiple linear
redression procedures; however, no additional analytioc power
appears to be gained from their use.

Characteristic Coding Compared to Nonsense Coding

Most codind systems for acoomplishing ANOVA solutions by .
multiple linear regression use some variant of oharaoteristio
coding (binary coding/dummy coding) with the use of 1’'s or 0’s,
depending upon group membership, or contrast coding, which uses
1’s, 0’s and -1’'s (see Williama, 1974a). The use of orthogdonal
contrasts deviates from this usage, including orthogonal
polynomi&ls, but none of'thoao systems allow arbitrariness in
their coding process. .

On the other hand, Cohen and Cohen (1975) assert that
redression solutions can be accomplished through the use of
“nonsense"” codind, though they neither give directions nor
examples of this process. Thus, an example of nonsense codingd is

provided here. The data are taken from Williams (1974b, p. 43,
problem 5.3). See Table 1.
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Table 1

SAmplo Data for ANOVA Problem

Group One Group Two

19 20
18 19
15 16
13 16
8 14
5 14

13

Group Three Group Four Group Five
ig 12 22
_ 8 20
10 19
10 19
10 15

The data in Table 1 are clearly from unequal sized groups;

the intent is to show outcomes that have generality beyond equal

oell sised situations. First, to accomplish a!oharaotéristio

ooding of this data:

Y
X,

Table 2

= the oriterion

1 if a member

1 if a member

1 if a member

=1 if a member

1 if a member

score;

of Group One, 0 otherwise;

of Group Two, O otherwise;

of Group Three, O otherwise;

of Group Four, O otherwise; and

of Group Five, O otherwise.

shows these values for the data in Table 1.
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Table 2
' Characteristic Coding (1 or 0) for Data in Table 1

—
>

[V}
>

w

&
W

@
oooooogooooooooooooHugwww >
ooooooo-?~uooooooooooood
ooooovﬂooooooooooéogooooo x_
awnuwooooooo?oooooooooooo >

OOOOOOOOOOOOHHHHHHHOOOOOO

Next five different linear models oan be defined to complete an

analysis by multiple linear regression:

Y=b, +bX +bX, + byXy + b, X, + °; ‘ (1)
Y=0b,+ bX +DbX,+ b, X, + b’sx5 +te; (2)
Y =b, + b, X +bX,+bX + b, X, + e,; (3)
Y = b, + blxl + b3x3 +bX, + bsx5 +t e (4)
and Y = b, + b, X, + b3x3 +bX + b X, + e ; (5)

Equations 1 thru 5 are reparameterizations of each other and are

reparameterigations of
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1 (6)

The use of equations 1 thru 5 require the use of a unit vector

Y = blxil + b2x2 + b3)(3 + b:.xz. + bSXS + e

fqr solution (commonly a part of typical multiple use multiple
lienar redression prodrams) and represent solutions that allow
psuedo-Dunnett formulations that permit construction of all
simple comparisons of means (see Williams, 1976). Also, the b./'s
are unique to each equation. Each of the formulations yields Rz
= .49362, F = 4.874 with df = 4,20 and'p < .05. A part of the
printout is shown in Table 3 for equation 1.
Table 3
Portions of Printout for Multiple Linear

Regression for the Sample Data in
Table 1 Using 1 or O Coding

Regression Standard Error of Comput:

Variable Mean Correlation Coefficient Redression Coeffioient t Valu
. 240 -.181 -6.000 . 2.009 -2.872

. 280 . 230 -3.000 2.020 -1.48%

. 200 -, 392 -8, 000 2.182 -3.687

. 080 -.299 -9.000 . 2.0086 -3.118

Criterion 14.400
Intercept 19.000

In Table 3, means refer to the proportion in a group for
oharaoteristio (1 or'O)'ooded data. Tho-redreséiohroooffioient
is the difference between the mean of the particular coded group
and the “left-out"” droup (Group Five). If the redression
coefficient is divided by its own standard error, the computed t
value is found which can be compared to a table for an
appropriate multiple comparison method (e.d., Tukey’'s test). The

correlations in Table 3 represent point-biserial correlations of

32



the @roup membership variables with the coriterion. The oriterion

is the overall mean for the Y scores, and the intercept (by) .is
the mean of the "left-out” group (Group Five). A reformulation
of equation 1 mﬁkes'these relationships more obvious: N
Y =¥ + (Y -¥0% + (F,-¥)% + (T3-¥0X; + (Y,-Y5)X, + 0. (7)
The set of all simple multiple comparisons, omitting signs and
lower diagonal entries is shown in Table 4.

Table 4

Means and Computed t Values for all Simple
Comparisons Usindg Characteristio (1 or 0) Coding

Group One Two Three Four Five

Mean 13.00 16.00 11.00 10.00 19.00
One 1.5863 . 987 1.08% 2.872
Two 2.475 2.169 1.48%
Three . 348 3.687
Four 3.118

Using Tukey’s Test (p «.08) a t value of 2.992 is required for

signifioanoe.

Using Nonsense Coding
Nonsense coding consistent with the characteristic coding
process can be accomplished in the following manner: |

Let Y the oriterion score

b otherwise (a # b);

>
It

1 a if a member of Group One,

o if a member

of Group Two, d otherwise (o # d);

X
2
X3 = ® if a member of Group Three, f otherwise (e # f);
XA = g if a member of Group Four, h otherwise (g # h); and
X; = 1 if a member of Group Five, J otherwise (i ¥ Jj).
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{1t oan be noted that the solution given earlier is the special

' ‘case using this notation where a =c =e =g =1 =1and b =d =

f=h=J 0. As an example of choosing values for a thru Jj,

let a=7 b=3, ¢=2,d=9, e=4, £=1,g=6, h=5, i
6, and j = 2. Using these values, similar equ&tibns were
constructed to equations 1 thru 5 and multiple regressions were
completed. For the data set itself, see Table 5.

Tab}e 5

Characteristic Coding Using a Nonsense Coding
Process for Data in Table 1 '

N

wn

-
" -
o-o-n-ar-‘r-oHHA&A&&FHHwHw;—nwwwr—owo—a J<
(o - ¥- ¥ ¥o ¥.. NN N ¥e ¥ ¥ ¥o N §o ¥o N ¥o N ¥ N N §o ¥o ¥e bx
QOO -3

CODDDODOODDODOONNNNNNNNNOODOOO
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qund formulations like equations 1 thru 5, each equation y;elds
R’ = 49362, F = 4.874, with df = 4,20 and p < .05, identically
the same as before.

The appearanoo'of other portions of the printout is somewhat
changed; a bortioq of the printout corresponding to equation 1 is
shown in Table 6 and can be compared to Table 3.

| Table 6
Portions of Printout for Multiple Linear

Redgression Using Nonsense Coding for
the Sample Data in Table 1

.

% i Regression Standard Error Computed
!griabla Mean Correlation Coefficient of Estimate t Value

- X 3.960 -.161 -1,500 . 522 -2.872
X, 7.040 -.230 . 429 . 269 1.465
Xq 1.600 -.392 -2.667 . 727 -3.687
- Xy 5.240 -.299 -3.000 . 962 -3.116

Mfitorion 14.400
Intercept 37.309

It is by no means obvious what the meaning of the mean,
regression ooeffioient or standard error of estimate are from a
oureory glanoe at the output. However, the oorrelation
ooeffioients remain poinﬁ-biserial correlation ooeffioients of
each group membership variable with the oriterion even though
they are not 1’s and O’s. Also, except for aidn; the ooﬁputed t

- values are identical with those found earlier. Thus, even though
muoh of the output is unfamiliar, important aspects are identical
to those found earlier. Actually, the means represent simply the

mean values of a variable assigned by our coding scheme; for
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examble. the coding in Group One on X; is 3 and .24 of the scores
are from this group. The remaining .76 are from other droups and
are coded 7. Then .24(3) + .76(7) = 3.86, the mean of X,. The
regressiﬁn ooeffioienta.are part of the least squares process
that achieve the same expected values as was found previously,
that is, the mean fdr the group. A rather intractable. equation,
siimilar to equation 7, relates the means for the nonsense coding
situation: Y = i?s - {[b(i?1 - \75)/ (a - b)] + [cw?2 - '9'5)/
(e - d)) + [£(Y, - Y)/(e - £)) [n(Y, - ¥,)/(g - h)]} +

(Y, - Y,)/(a - D)IX, + [(Y, - Y,)/(c - d)IX, + (Y, - )/

(e - f)]X3 + [(Yl0 - Yg/(g - h)]x4 te,. (8)

The relationship of the redression coefficients to the standard
errors of estimate remains proportional so that the computed t
values remain identical to those found for the oharaoteristio

coding solution.

Contrast Coding with Nonsense Coding

Some researchers prefer to use oonérast coding (see
Williams, 1974a) to oharaoteristio coding systems, particularly
if they are interested in a traditional analysis of variance
solution.* A typical contrast coding systems using either a 1 or
-1 or O is as follows:
*Because the computed t values are directly 1ﬁterpretable as
multiple comparisons (see equation 7) characteristic coding
solutions would seem to be preferable for testing most hypotheses

of interest making the oharaoteristio coding solution not only
simpler to achieve but more useful as well.
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if a member of Group 1, -1 if a member of Group 5,

X, =1
0 otherwise; | |

X, =11if a meqpor‘pf Group 2, -1 if a member of Group 5,
0 otherwiéé;. | . |

X, =1 if a mdibg; of Group 3, -1 if a member of Group 5,
0 otherwise;" and | |

X, =1 if a member of Group 4, -1 if a member of Group 5,
O otherwise.
A nonsense contrast coding can be accomplished as follows: -
a if a member of Group 1, -a if a member of GEoUp*&,‘1
b otherwise (a # b); =~ R

if a member of Group 2, -0 if a member of Group 5, -

>
]
Q

a.

otherwise (o # d);
X, = e if a member of Group 8, -e if a member of Group 5, -
f otherwise (e # f); and
X, = g if a member of Group 4, ~¢ if a member of Group 5,
h otherwise (g # h).
EIIf these two separate formations are used in a multiple linear
i regression solution, R2 = .49632, F = 4.674, with df = 4,20 and
? P < .05 for both solutions, the same as found previously. que,

" the computed t values contrast the group mean to the overall

;‘moan. Results for computed t values and correlation coeffioients

are the same for the usual oontrast_ooding golution (using 1, O
and -1) and the nonsense contrast coding solution (through
different than those found for the characteristic coding scheme),

although the means, regression coefficients and standard error of
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'~the“regression coefficients differ from each other, as before.
“wAn equation similar to equation 8 (but even more intractable) can

;be devoloped for the nonsense contrast coding scheme.

What is the Advantages/Disadvantages of
Using Nonsense Coding

Perhaps the major advantage of nonsense coding is that it
should allow users of regression a larger understanding of the
coding process, and the "robustness" of the coding procedures.
On oooasion, a partiocular nonsense ooding scheme may make a “"bit
of sense"” in that application. On the other hand, simple binary
(1 or O) coding is muoh easier to learn and to interpret the
"outoomes. Perhaps then the major use of nonsense ooding is to
inetill in regression users a sense of versatility in the

regroasion methodology.
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A General Model for Estimating and Correcting the
Effects of Nonindependence in Meta-Analysis

Michael J. Strube
Washington University

| Abstract
This paper describes a general meta-analysis model that can be used to represent the
four types of meta-analysis commonly conducted. The model explicitly allows for
nonlndependence among study outcomes, providing exact statistical solutions when the

nonlndependence can be estimated. Also discussed are the directional biases that result

If nonlndependence ls ignored.
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A General Model for Estimating and Correcting
the Effects of Nonindependence in Meta-Analysis |
Over the past several years there has been a dramatic increase in fhe use of meta-

analytic procedures. At the same time there has been relatively little attention given to
some of the problems éhat are encountered when traditional statistical procedures are
applied to the nontraditiohal data bases that meta-analysts encountér (for exceptions,
see Rosenthal & Rubin, 1986; Strube, 1985a; Tracz & Elmore, 1985; Tracz, Newman, &
McNeil, 1986). One of the more prevalent and serious problems encountered in a meta-
analysis occurs when studies give rise to multiple outcomes. In such cases, the
assumption of Independence ls violated with potentially serious inferential
consequenccs'. To date, there has been no clear exposition of the nature or direction of
bias that exists when nonlndependence ls ignored. The purpose of this paper ls thus
twofold, First, ! will present a general model of nonlndependence that encompasses the
four major types of meta-analysis that are conducted. This model also provides an exact
solution for the correction of nonlndependence. Second, 1 will Indicate the Inferential

consequences of lgnoring nonlndependence.

+ A Gencral Model for Meta-Analysis

There are four basic typc; of meta-analysls that are typically conducted. First,
the meta-analyst may examine study outcome defined In terms of an cffect size estimate
(e.g.y & d, g, or r) or In terms of an estimate of statistical significance (c.g., p or Z).
Sccond, within these two outcome classes, the meta-analyst can perform two basic tasks

(Rosenthal, 1983) by either combining study outcomes or contrasting study outcomes.

- The former task represents an interest In the overall outcome whereas the latter task

corresponds to a search for moderators of study outcome.
What often goes unnoticed is that the various specific statistical procedures

described in the literature for carrying out these four types of meta-analysis all
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. represent special cases of a more general approach. In parlticular, all can be represented

as specia! cases of the following formitas

S AY;

5 22 2 A

Z=

(i#j)

This formula represents a weighted lincar combination of clements, ¢, divided by
the standard deviation of that lincar combination. When the lincar combination is tested
against the null mean of zero, the ratio will be approximately normally distributed for
modest sample sizes. There are several things to note about the formula. First, the
clements to be combined or contrasted can be cither effect sizes or an index of
statistical significance. Sccond, if ¥ = 2, and all Z are Independent, then the formula
provides the familiar Stouffer solution for combined probabllitles (sce Strube, 1985a),
Third, if ¥ are to be combined, then all A= 1. Flnally, If ¥ arc to be contrasted,
then Z A must cqual zero (as in ANOVA or regression). As can be scen, all four types of
mcla-analysis can be rcprcscnlc‘d'.

What makes this approach additionally uscful Is that it provides a mmeans of
accounting for nonlndependence. As the formula and the variance-covariance matrix in
Figure | indicate, nonindcpendence serves to alter thc sizc of the standard deviation of

" the lincar combination. Under the assumption of independence, all covariance tcfms arc
zero, and the cstir;\alc of the standard deviation of the lincar combination is based solely
on the main diagonal of the variance-covariance matrix (formulae for estimating the
variances of scveral common cffect sizes can be found in Hodges & Olkin, 1985;
Rosenthal, 1984). Thus it is the off-diagonal clements that arc of particular intcrest

when there is nonindependence.
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Study 1 - a

Study 2 c

Flgure I. Varlance-covariance matrix for two studlés; each with two 6utconiésl
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Nonindependence will arise in a meta-analysis whenever the same study (or
subject, for N = | research, see Strube, 1985b) provides more than one effect size or
significance level to be combined or compared. In that case, one must attempt to
estimate the magnitude of the off-diagonal elements of the variance-covariance matrix
(see Strube, 1985a). Actually, we need not estimate all of the off-diagonal elements. It
is probably safe to assume that effect sizes and significance levels from different studie:
are independent, and thus the corresponding covariances are zero. Thus, in Figure |, the
covariances In the lower left box can be assumed to be zero. Only the circled
covariances need to be estimated. If reasonable estimates for these covariances can be
obtained, then an exact clomblnation or contrast is possible.

Consequences of Nonlndependence

Glven current reporting prabtlces; It may be difflcult to estimate the needed
covarlances. It Is still important to recognize the type of Influence that
nonindependence has so that, even if it cannot be adjusted statistlcally, 1t can scrve to
temper one's concluslons. |

Figure 2 displays four baslc types of questlons that could be asked in a meta-
analysls, as represented by the welghts ( A) that would be used In our formula. We also
have listed 3 studies each of which gave rise to 2 outcomes measures that we will assun
arc posltively correlated. In the first case, all outcomes are added (a combined result i
desired), that s, all A are posltive and thus the Influence of nonlndependence is to Infla
the denominator of the formula. Accordingly, falling to adjust for nonlndependence wi
inflate the likelihood of a Type I error. In the second case, two studies are compared.
Because the comparison is across correlated units, the influence of nonindependence is
inflate the denominator of the formula (i.c., cross-product of As Is positive). Again,
failing to take nonindepcndenée into account will inflate the Type I error rate. The th

case represents a contrast where the two different outcomes within studies are
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Type of Contrast .. S
l . S A' . oo,

A A'2 3 - T
" Study 1 A 1 1 S 1
B o 1 -1 -1
StUdy 2 A 1 ‘ o ) | . 1 1 IR
B * 1 N N 1 .
; B B 1 0 A 0
. Type of Error ' '
Increased | " Type | " Type | Typell  Typell

J .

Flgure 2. Four common meta-analytlc contrasts and thelr assoclated Inferentlal errors

when nonindependence s ignored.
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compared. .Because the comparison is within studies, the influence of the
nonindependence is to decrease the denominator.of' the formula (all li A j are
negative). In this case, failing to adjust for nonihdependence will inflate the Type NI
error rate. The final cose represents a pattern of contrasts corresponding to an
interéction. Here interest is in Whether the difference between the two outcome
measu'res‘dep.e‘nds on the study. Here too, the effect of unadjusted nonindependence is
inflate the Type Il error rate. |
Thus it can Be seen that the effeg:t of nonindependence on the outcome of a met.

analysls depends on the type of questlon belng asked.
Summary

In sum, the metala{nalyst must be aware of the Influence of nonlndependence.
Where possible, the effect of nonlndependence should be adjusted statlstically, If this |
not possible, the meta-analyst must quallty concluslons, taking Into account the known
directlonal effects of nonindependence on the llkellhood of making Type I and Type Ul
errors. 1f nonlndependence ls Ignored, meta-analysts may Introduce stubborn and

grroneous conclusions Into the literature.
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The Use of Judgement Analysis and A Modified
Canonical JAN in Evaluation Methodology

Samuel R. Houston
University of Georgila

ABSTRACT

Judgment Analysis is presented as a technique for capturing and
clustering unidimensional policies among a group of judges or evaluators. JAN
utilirzes a multiple linear regression model to represent each policy and then
clueter evaluators together who are expressing similar policies. UJAN is
oxtended to a multidimensional situation in which a modified and simplified
Canonical JAN (C=JAN) procedure fo: capturing policies on more than two
criteria ie described. PRoth unidimensional and multidimensional JAN

procedures should be of general interost to the wvaluation methodcologist.
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SRS T

? Teacher effectiveness 1s an area of great concern and the focus of much

. research in the ecducational cormunity. The idea ot teacher evaluation by

~ students has been popular at the University of Northern Colorado campus for

- many years. ‘lhe primary purpose of ‘this paper is to present Judgment Analysis
; (JAN) as a technique for both capturing and clustering policies about what

- constitutes teacher effectiveness for individuals serving as evaluators.

: Management personnel and evaluators often lkase decisions upon complex

- arrays of information. 1If these administrators could state explicitly how

. they used this information, these decision makers--and others--could replicate
thelr judgments in subsequent sitations in which the same types of information
are available.

By way of an example, consider a situation in which an organization is in
the process of recruiting personnel for particular jobs at a specific point in
1time. The evaluation of prospective applicants for each pcsition is often
; determined by the judgment of one or more administrators, judges or decision
(policy) makers. Frequently the actual rating for each applicant is obtained
by combining several different types of informatin into a weighted composite
tc procduce a numerical indicator of the decision raker's judgment or value
rating.  One method of weighting is to have the decision maker provide the
numerical weights to be used with the different types of information
‘(variables) to form composite explicit-weighting evaluations. While
erplicit-weighting procedures are satisfactory in some situations, it is
usually quite difficult to choose the proper multiplier values to form the
composite evaluation of the applicant for the position in question that
adequtely indicate the value of a person on a job, The problem of determining
the appropriate numerical weights to be used can be illustrated in the
following example. In Table 1 are presented three test scores in statistics
‘for two students. The instructor desires that each test he weighted equally
'in the determination of the course grade. Both students obtained the same
point total of 120 points, Yet, if the instructor wants each tett to carry
the mame weight, he muet not add the three scores together! While each test
‘had the pame mean score, the variances tor the three teote are quite
§ifforont. This variation actually influences any explicit-weighting approach
which might lLe applied., As a result of these cifferences, different weights
‘must be applied to each test score if each test is to carry the same welight in
the eveluation process.

i
i
;
5%“

The difficulties encountered with explicit-weighting strategies in
eneral have led to a second method-~policy-capturing==which involves implicit
etermination of the numerical weights to be appliea.

1. JUDGMFNT ANALYSIS

A technigue for determing implicitly the set Qf numerical weights to be
‘applied in a decision-making situation was developed by J., H. Ward, Jr.
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'\ vh e - Table 1

ASSIGNING hEIGH'I‘S '1‘0 THREE TESTS IN S’I‘A’I‘IS'IICSl

H

Test Foints

Test 1 Test 2 Test 3 Total Foints
Student:
Mary 30 40 50 120
Joe - 50 40 30 120

g-Score

Test 1 Test 2 Test 3 Aver;ge 2-Score
Student:
Mary 0.00 1,25 1.67 0.97
Joe $.00 l.25 0.00 2,08

Porc;ntilc Rank

Test 1 Tist 2 lest 3 Average Fank
Student!
Mery 50 ) 4 b3
Joe 99 8% 50 98

lasoume Test 1 Bcores ~~ N(30, 16), Test 2 Bcoret ~—N(30, €4) and

Test 3 Bcores ~~ N(30, 144).

2petermined for the 2=Scores,

It is called Judgment Analysis (JAN) and it involves a hierarchial
grouping of data using en iterative procedure (Ward 1961, 1963; Ward and Hook

1963).

While this was a cluster analysis technique, Bottenberg and Christal

(196€) used this idea of hierarchial grouping to combtine regression equations,
using minimal loss of precdictive efficiency as the grouping criterion.
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Originally, JAN was developed to solve problems faced by the Personnel
Department of the Air Force (Christal 1S€6a; Bottenkterg and Christal 1%eg).

[
b

2. FOLICY-SPFCIFYING 'AND FOLICY-DEVELOEMENT WEIGH1S IN JAN

weightq

Folicy-capturing requires a set of judgments (Y values) associated with n
decision situations to obtain the implicit weights. However, in the

policy-specifying process, the weights are determined without empirically
obtained judgments (Y values) Ly stating desired properties of and relations
arong the precicted values in sufficient detail that the numerical weights
become known.

Specifically let

hj = "~ the unknown weights to be determined Ly policy-speéifying
‘ - (corresponding to a4 in policy-capturing above). 3j =
1'ooo‘k
bo.' ) an unknown constant (corresponding t6 ao)
Xy ’ variatles correspcnding to the predictor vectors alove.

These are not vectors of cata Fut are varialbles which
when given a set of weights by and L., and a set of
values for xj will yield a composite value y.

Then we have the starting function

. Prior to the policy-specifying process, the range of values tor xp,
X2see.¥, sr@ ¥nown but the by and L, values are not known.
Folicy-rpecifying proceeds Ly stating restrictive relations among the

predicted valuee for varicus values of X lhese policy statenents result
“in restrictions on the values of by and b, so that the numerical values of

ftbe weights can be determined. B8pecification is completed when k + 1
iindepencent restrictions are¢ imposed. Cnce the values of by and b, are
7’known, then predicted values, y, can be calculated for any values Xy

ok

Policy=-capturing and policy=-specifying can be combined to form a general
Kiprocess of policy=-development. A particular decision maker may start by
<specifying several properties akout relations among the predicted values,

4 Whereas policy=-specifying resulte¢ in k + 1 restrictions on the k + 1 weights,
fﬁhj and L,, the expressin of desired properties may result in only » k +

1 "restructions on the k4 an¢ b, velues. :

l
2

{ Then imposing these 1 restrictiors on the starting model results in a
restricted model '

yr - Co + CIZI + C222 + n.¢+Cjzj +coo+ CR_rZR_r
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here

bhgi_cfﬁggthriables resulting from imposing the r restrictions.

Fach zy variable is a lincar combination of the xy variables. Now

since there are still k + 1 - r unknown weights c4 and c, to be computed

-1t would be possible to use policy-capturing to find the c4 values. The
decision maker could provide, for each of the n(n (k + 1 - r)] decision
situations, y; (4 = 1,...,n) values associated with various profiles of
information about the different situations. Then the least squares values of
c4 can be computed for the model.

Y = coU + €12{1) + c2(2) + .., 4 cy2(3) + [, 4 g 2(k-T) 4+ E(2)
where

Y = a vector of judged values of dimension n.

z(3) = the jtb predictor vector, of dimension n formed as linear

combinations of the predictor vectors x(3) generated from
information associated with the decision situations.

Having computed the least squares values for c; and c, the weighting
i

system now produces values that hoth reflect the policy restrictions imposed
by the policy-specifying process and the best fit to the empirical jucgnents.

3. GPNFPAL APPLICATIONS OF JRAN

JAN has been used in several studies conducted by the U.8. Air Force for
job evaluatione and to stimulate officer promotion boaras with a high degree
of efficiency. Fquations have also heen designed to simulate career
counselcrs in making initial assignnents of airmen graduating from Lasic

training (Dudycha, 1970),

The JAN technique has lbeen applied in a prediction study of success in
graduate education. In a study ly Houston (1967) two variations of JAN were
investigated--Normative JAN an¢ Ipsative JAN. The purpose of the Normative
JAN study was to determine the extent to which a policy regarding graduate
adrission standards existed among selected graduate faculty nembers at
Colorado B8tate College (now University of Northern Colorado). Basically,
three pets of independent profile varialles were used: (1) biographical dat
(2) test data, and (3) major subject field data. Fesults from the Normative
Jun study indicated essentiully one policy was presant. in the grou} of juage

The Ipsative JAN study used for its dependent variable the rankings
sutmitted by the judges who werev requested to rank, without access to the
threce sets of independent profile variables used in the Normative JAN study,
the doctoral gracduates on a basis of personal knowledge. It was the intent
this phase that the ratings or rankings ke loaded with personality factors !
readily availatle in the Normative JAN study. Kesults of this phase were
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tatistically significant, though weak from the predictive standpoint. The
ractical significance of the Ipsative CAN study was in the suggestion of new
‘irections for subseguent research. ’ IR
Swl
Williams, Gab, and Linden (169) replicated houston's Normative study at*
:he University of North Dakota and sought to determine the policy of a te
mniversity doctoral admissions boarda. 1Iwelve members of the graduate faculty © -
avaluated each graduate student's profile ard place it into one of seven '
criterion categories ({-sort). FEach rater's policy was assessed cr captured
and the raters were grouped into appropriate clusters ry the JAN process. The
investigators found that at least two separate judgmental systems were present.

A further illustration of the versatility of the technique 1is provided in
a study ly Stock (196<) who sought to cetermine if systematic differences
existed in the placement policies for special education students arong special
education personnel (teachers, administrators, and the menmbers of the special
education screening committee) responsihle for placing the students in the
public schools of Cheyenne, Wyoming. Colvert (1$70) used JAN techniques in
the identification and analysis of the consultant ratings of elementary
student teachers at the University of Northern Colorado. Using JAN
procedures, Chang (1970) designed a study to determine whether individuals
serving in different official capacities in the State of Colorado had
differing attitudes toward selection criteria for awarding college financial
grants. Yeelan et al., (1¢75) captured the leadership policies of selected
fireman in the State of Colorado with the use of JAN,

The guestion of wliat is pornoyrapliic was investigated by J. hHouston ana
€. Houston (1974) who used JAN as a wethodology by testing this technique with
three groups concerned wit this issue. 7These groups includsed doctcral
students majoring in Psychology, Counseling and Guidance at the University of
Northern Colorado, lawyers anc police officers from the city of Greeley,
Colorado. The JAN technique proved to be surprisingly effective in capturing
ané clustering the poclicies (epecific and complex) of the judges trom the
three groups identified. As expected, many policies were present, o

_ The problem of evaluating curriculum packages was explored by Torgunrud "~
(1971) in a doctoral dismertation completed at the University of California at
lost Angelems under the direction of Cean John I, Goodlad. Torgunrud AR
.ddentified from the educational literature the following independent variables
88 imgportant. dimensions of any curriculum package or set of materials which'
‘ere under consideration for possiltle adoption. These include: (1) valid and
‘llignificant content, (2) significant e¢lements of organization, (3) sequence
‘providing a cumulative effect, (4) integration providing horizontal
3:elationuhipn, (5) value position clearly stateé, (6) specificity providing
ﬁdirection, (7) fleribility providing alternatives, (8) accommodetion for
:student participaticn, and (1l1) provision for measurenent of achievement.
"Mter defining the variables, Torgunrud generated a sample of 100 profiles,
each described on the 11 variables, by using techniques described by Naylor
and Wheery (1965) for simulating stimuli with specified factor structure.
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In. another evaluation at the Univetsity of California at Los Angeles,

'Duff (1‘69) utilized JAN techniques to capture both the teacher-hiring
policies (Ex Ante) of selected administrators and the administrators'
evaluation policies (Ex Fost) of teachers' on-the-job performance after their
first year of paid teaching experience. Both types of policies (hiring and
job performance) were analyzed for elenents of predictive validity Ly the
investigator.

RERHAR

The effectiveness of JAN in capturing and clustering raters' policles was
investigated by Dudycha (1970) in a Monte Carlo evaluation of JAN as a
methdology. Ludycha's outcomes show that the grouping process begins tc Lreak
down when there are fewer than 200 stimuli being evaluated or 100 if ten or
more stimulus dimensions are used. Conseguently, the researcher using JAN
must be concerned with the number of stimulus dimensions used in a
relationships to the stimuli being evaluated. It ig the present
recommendation of the writer that a minimum of 100 stimuli be available for
" each judge on a maximum of 10 stimulus dimensions.

Other examples using Ipsative JAN are Christal (1968b) in which the
researchers had to use their own knowleage to discover the variables Leirg
used by the single judge, and Holmes and Zedeck (1973) in which the judges
were asked to judge paintings and also to relate qualities which the paintings’
exhibited. These qualities were then used to develop characteristics used as
the precdictors in the linear mathematical policy model. A Normative stucy
using these characteristics followed.

The type of JAN used in a study can be turther specified. Type A JAN
would be used if the judges were dealing with the same subjects oxr profiles.
Type E JAN designates a situation in which the jucges each are making
judgments on a different set of subjects or profiles.

Traditionally, JAN prol.lemas have involved predictors having a continuous "
distribution and have had dependent variables which were either ranked or
categorical, It was demonstrated Ly Houston and Bolding (1974) that UAN 16 a ¢
special case of the general linear model. Because of this, any type of
variable which could be used in a linear model could be used in JAN, 8ets of
non~-redundant, dummy variables, for inltange, can be used for the categories
(Suits 1957). An example of this can be found in Christal (1966b) in which
some of the variables were categorical.

Certain issues aswociated with the use of JAN have Leen cebated (Houston
1¢74h). It has reen suggested that a distritution be specified a priori for
the judges tc usu. A second lesue raised by statieticians wae how neany
predictors (independont variables) should le usec¢. Statistical studiee have
shown that ten ehoulc Le the minimun., Fractical coneiderations haveo suggested
between five ard seven., A third lssue was the numler of Es to he given to _
each judge. b&tatistical studies enpluying Monte Carlo techniques have shown
that a minimum of 200 should be used. Practical coneiderations indicate that
between 30 anu €C profiles should be used in a policy-capturing situation. o
Another issue dehated is whether a test of significance or a practical test
should be used. Fegression is a large sample procedure. 1ests of

54



significance useful in JAN (t and F) are designed to be powerful when samples
ire small with increasing power as the sample size increases. With a large
sample size even the smallest decrease in predictability can be significant.
dard and Hook (1963) recommended looking for a break in the pattern of ‘R?
(£8¢) value decreases between stages in the analysis. Houston anc Gilpin -
(1671) suggested a modification of this technique. They recommended
:stablishing & priori the maximum decrease in precictakility which the -

researcher would allow hefore considering the decrease to be meaningful.: -They
suggested a .05 level as a general "rule of thumb®.

JAN has been widely used as a policy-capturing procecdure in the
rilitary. &ome eramples of military policy-capturing applications have been
iescribed in the following publications: Black (1973); Christal (1968a,
.96€L); Gott (1974); Gcoch (1S72); Jones, Mannis, Martin, Summers, and

/agner (197€); Koplyay (1970); Koplyay, Albert, and Black (1976); Mullins
'nd Usdin (1970); ward and Davis (19€3). -

4. STUDENT PQLICIFS OF TFACHEP EFFECTIVENESS

The student judgmental policies of teacher effectiveness were analyzed in
study completed by Houston and Gilpin (1971).

Procedures. The primary prolblem of the investigation was to analyze the
esults of a teacher descripticn study and to identify judgmental policies of
elected suhsets of students at the University of Northern Colorado. The

ubjects for which profile and judgment scores were generated were faculty
embers of the University of Northern Colorado.

Tlie judges., &tudents ratea the teacliers ueing the criteria represented
n Instrument Cne, For purposes of this study, the students were grouped .into
:lected subeets, The firet grouping was made by schools or colleges within
he university and resulted in seven subsets or groups of students. The
‘yearcher treated each of the individual groups as a judge in the first JAN
westigation, The second grouping of students was determined by grade 1ovol
ad allowed for five sul'sots of students ranging from freshman through
raduato level., FKach of these distinct groups was treated as an individual
wage in the second JAN analysis. ‘iherofore, in the JAN analyses, a slight
'novation was used, In the usual JAN a judge is an individual; however, in
718 study the individuals were grouped into subsets and each subset,
nsisting of numerous individuals, was considered a judge,

The instrument. 1The student raters were requested to rank teachers on

e firet 9 iteme and to provide biographical information asked for in item 10
7 the following inetrument:
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Teacher Description Instrument (Instrument One)

Please rate only this teacher in this particular course in accordance with
this rating scale. 1) Foor 2) Fair 3) Average 4) Good 5) Excellent

1. Teacher's interest and enthusiasm for course l1 2 3 4 5
2. 2bility to adequately answer questions l 2 3 4 5§
3 Ability to communicate the subject matter effectively l 2 3 4 s
4, Ability to interest and motivate students l 2 3 4 5
5. Fairness in testing and grading l 2 3 4 5
6. Personal interest and adaptation to student's needs l1 2 3 4 5
7. Course objectives are clearly stated 1 2 3 4 5
E. Course objectives are met 1 2 3 4 ¢
9. Everything considered, including strengths and

weaknesses, I would rate the instructor l 2 3 4 5

10. 1) Freshman 2) Sophomore 3) Junior 4) Senior 5) Grad

The first eight items of Instrument One were ccnsidered incependent
variables while item nine was treated as the dependent varialle in multiple
linear regression analyses. RKesponses to the first eight variakles were also
used as profile scores, and responses to item nine as judgments in the two JAN
analyses, :

JAN techniques, The JAN technique starts with the assumption that each
judge has an individual policy. It gives and R?2 (multiple R coefficient
squared) for each individual judge and an overall R2 for the initial stage .
consisting of all the judges, and each one treated as an individual systen,
Two policies are selected and combined on the baais of having the moet
homogeneous prediction equations, therefore resulting in the least possible
loss in predictive efficiency. ,This selection reduces the number of original
policiee by one and gives a new F? for this stage. The loss in predictive
efficiency can be measured by finding the drop in R2 between the two
stagee. 7The grouping procedure continues, reducing the number of policies Lty
one at each stage, until finally all of the judges have been clustered into a
single grcur,

Investigators examined the collective drop in F2 from that of tho
original stage in eech of the two JAN analyses. A determination of whether
one or more policies were present among the judges was made on the basis ot
the sequential drop in P2, A lippage greater than .05 was considered &
priori to represent too great a loss in predictability.

‘Findingq

The first JAN analysie considered the students grouped into the seven
schools and/or colleges of the University of Northern Colorado., Fach group
was treated in the analysis as an individual judge. A listing and
abbreviation of the variables for this study are found in Table 2.
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Stages of the JAN procedure for judges by school and/or collegea,qﬂThe{
P2s for each of the seven initlial systems are reported:in Table 3. Note : '
that the magnitudes of F2 are restricted in range. The highest value is i
.83C09 for judge four and lowest is -.7443 for judge seven. These high values
of K2 for all judges indicatec that the judges were consistent in their'ﬁ, b
individual decision-making policies. o

.. et

. Takle 4 reports the seven stages of the JAN clustering procedure tor the
seven judges and the corresponding R? for each stage. In stage 2, judges ’
two ancd three have been .combined to forn one group while all other judges are
treated individually. The drop in F2 between stages 1 and 2 is only .004.
Continuing this clustering procedure, stage 3 comhined judges five and six
resulting in a mocdel consisting of five policies or systema. “he resulting
drop in P2 from stage 1 is .0009.

£tage 7 combinec all seven judges into one cluster &nd resulted in a
collective crop in k2 of only .0248., The a priori criterion for pezmissible
slippage in F2 was .05. Since the collective drop of ,024& is well within
this tolerance level, stage 7 was accepted as the appropriate grouping of
judges. 1lherefore, the investigatcrs concluded that only one policy was
present among the seven .judges.

Pclicy of the seven judces.  Interpretation of the JAMN procedure -
determined that only one polioy existed among the seven judges representing
the scliools and/or colleges. kegression analysis was then employed in an
effort to explain that policy. ' :

The investigators were interested in determining the unique contrikution
of proper subsets of the predictor variables, 1 through &, to the prediction .
of the criterion, CenF., The contribution of a set of variables to prediction
may he measured by the difference between the R2 for the full model (FM) and
the F2 for a reatricted model (FM), %he FM differs from the FM in that the
proper suhset of variables, for which the unique contribution to
precictability is desired, have heen deletec. ‘the difference bLetween the two
R2s may be testoo for statistical signiticunce thrqugh use of an F teqt or "
else an 8 priori acceptakle drop can be estahlished. The investigators_ chose‘
the latter altornative and met a drop tolerance ot .05. 1hat is, itiﬁn%,r(BF

.05, the investigators concluded that the sul'set under consideration wae

making a uniquou contribution to prediction of the criterion.

A subjective hierarchy of the variahles is preaenéed in Table 5, This
grouping was used in the regression analysis of the different policies.

Figure 1 presents a schematic to guide the sequence of tests from the FM
through the various restricted modele. The accompanying R2 for each of
these models is found in the appropriate tlock. For example, the information
in block 1 indicatee that the independent variables 1 through 8 were used as
the predictors in the FM and that the R2 for this model was .8123,

L]
Block 2 displays FM - (5,6,7,8), indicating that variables (5,6,7,8) have
teen deleted from the full model. This also implies that variables 1, 2, 3,
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and ‘4 ‘are used as the predictor variables in the RM, By dropping out ‘
variables (5,6,7,8), the unique contribution to prediction of these variab)esg
can be determined. The measure of this unigue contribution was found by the
difference between the R2 = .8123 for the FM and the R2 = ,7742 for this

FM, %he Adifference .8123 - ,7742 = ,038]1 was less than .05 ana thexefore
indicated@ that these variakles were making little or no contribution to :
prediction that could not be explained by the other four predictor variables,
Since the drop in R?2 for this set was not significant, no further tests of
subsets of these variables were necessary. The broken line in the chart
indicates that further testing of subsets of variabkles (5,6,7,8) was
terminated.

The expression in block 3, ™M - (1,2,3,4), indicates that variables
(1,2,3,4) were eliminated from the FM. These predictors were grouped on the
~subjective basis that they were related and measured a general hypothetical
category called methodology. The drop .8123 - ,6673 = ,1450 was greater than
.05 and therefore resulted in too great a loss in predictive efficiency.
Therefore, further analysis of subsets of these variables was undertaken.
However the E2 for the model FM - (1,4) was .7768. Since the drop. of ,0335
was less than .05, variables (1,4) made no significant contribution to
prediction of the criterion. An examination of the subset represented Ly the
model FM - (2,3) showed that the drop in R was equal to .0376. Again the
drop was less than .05, and it was concluded that varialbles (2,3) made an
insufficient unique contribution to the prediction of the criterion,
Multicollinearity of the variables (1,2,3,4) accountea for the fact that no
significant drop in F2 was detected when further analysis of the kranchings
from this set were examined. That is, the variables in this set are highly
intercorrelated, and when two of them are eliminated, the presence of the
other two in the FM hold up the value of k2. The broken line again
indicates that further examination of subsets of these varialles was not
needed.

In sumnary, thq, ejght predictor variables were very efticient in
predicting the criterlon sincc the R4 was reported to be 6123, 7he model
FM - (5,6,7,8) also had high prediction efficiency with an R2 = ,7742,
Therefore, all of the judgue who were cluetered into the only jpolicy-making
system wore attending to variakles 1, 4, 3 and 4 vhen they were rating
toachers in the¢ general overall category.

As reported, the grouping of subsets of the eight predictor varialles was
a completely suljective deternination. 17he investigatours wore interecteu in
analyzing Table (, the intercorrelations of predictors and the validities, to
determine if a oifferent hierarchy of variabtles would result. Ferhaps a
smaller subset of variables making s unique contribution to prediction could
"be found if the sulsets were grouped differently.

The validities were comparatively high, ranging from .604 to a high of
.804. The investigators grouped the predictors into a hierarchy base upon the
correlations. This grouping is presented in Table 7.
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The schematic sequence of tests is presented in Figure 2. The branching
eading from block 2 was terminated in view of the resulting RZ = ,7848 for :--
re model ‘FM - (1,5,7,8). This represented a drop of only .0275, well within
he .05 level, Of considerable interest was the alternate branching leading
o ané¢ from block 3. The mocel FM - (2,3,4,6) ylelded a significant drop in
Z of .e123 - ,6758 = .1365. This prompted further investigation of subsets - -
f this model. The model FM -~ (2,6) accounted for a drop of only .8123 =~
.763% = ,01€4, ané hence further investigaticn of sulsequent branching was
'néec¢., However, the mocel FM - (3,4 16) was of extreme interest in view of the
:ignificant dror in P2 of .8123 - .7248 = (875, Consequently further
~ranching from this model was investigated. The model FM - (3,4) was alsc
found to make a unique contrikution since the drop of .,8123 - .7558 = ,05¢5.
Further analysis of the unique contribhution of variables 3 and 4, treated
individually, resulted in nonsignificant findings. %The reason for this
finding was that variables 3 and 4 were highly related r3, 4 = ,75. o

" The regression analysis based on correlations (Table 7) allowed for a
more refined interpretation than did the analysis based on subjectivity. A%he
hierarchy suggested by the correlations led not only to a set of three _
variarles (2,4,6) making a unique contribution, but also to a set of only two
predictors (3,4) making a unique contribution to prediction. '

An interesting question arcse at this juncture. - 71he two sets of
variables (3,4,€) and (3,4) both make unique contributions, but what about
their alsolute or total prediction? This information is not available from
the sequence of tests in Figure 2. The researchers investigated the
precictive efficiency of the FM models consisting of the set of varialles
(3,4,6) and (3,4). 1he F2 for the I} consisting of variables (3,4,6) was
equal to ,7678. The difference was ,8123 = ,7678 = ,0445 which, by virtue of
the .05 convention useu in this study, inplied that this RM predicted as well
as did the FM. However, the PM consisting of variables 3 and 4 had an R =
+7340 which obviously was not as efficient &8s was the Fm.

JAN by grade level. The second JAN analysis grouped studente according
to grade level. Lach of the five levels was considered as a judge. Table.8
shows the F2s associated with the prediction equation for each of the five
judges., 1he R%e ranged in value from .7968 for freshmen to ,8344 for
seniors, The high k“s indicated efficient precdictior. for each of tho
rospective regression or decision-making equations.

The five etages of the JAN grouping technique are prusented in Table 9.:
Ao conjectured from ohservation of the preliminary statistics, the ocolleotive
diopr in R fron the originel stage to stage 5 was sonewhat 'less than the .05
limit, '

ttage 2 combined the frewshuen and sophomores, leaving the juniors,
seniors and graduates as the three single-member systems. This combination
resulted in an R2 slippage of only .002, &tage 3 clustered the juniors and
seniors leaving the graduate students as the only singleton set. The
collective drop in R“ at this stage was a nearly indiscernible .0005S. &tage
4 combined the sets containing two judges each into a cluster of four, again
leoving judge five as the only single-member system. At this stage the
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of only .003.
of .05.

- the f£4

ve judges.

SAELE 2
Liat of Variables and Abbreviations

" overallidrop in R2 was an inccnsequential .0015.
"~ judges into one decision-making system and resulted in a total R2 slippage

.Certainly this drop in R2 was well within the tolerance range
~These cata suggest that orly one juogmental policy was existent among

Stage 5 grouped all of the

E}.-‘.;

Bchool of Nursing

Mumber vVariable AbLr,
1. Teacher's interest and enthusiaam for coureg_ o IEth
2. DAbility to adequately answer questions. A AnegC
3. Ability to communicate subject matter etfectively Csub
4. Ability to interest and motivate students : Mo&t
S. Fairness in testing and grading - - 7eCr
6. Personal interest and adaptation to student 8 needs SNds

~ 7. Course objectives are clearly stated COLg
8. Course olhjectives are met , CObM
9. General rating (criterion) - GenF.

TA!LF 3 , _

F2 Values for All Judqea from chroolion Nodolo

Judge Rz
1, 8chool of the Arts + 7869
2. College of Arts and éciences 6126
3. 8chool of Business « 7764
4. College of Education 8309
5. 8chool of Health, Physical Education, and Kecreation « 7992
6. 8chool of Music L0078
7. «744)
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- « *TAPLE 4
Stages of ithe JAN Procedure for the Seven Judges

. R 2 Collectivs
Stage Judges % ‘ R Crop in R
1 1, 2,3, 4,5, €, 7 - - v - . .8l4l
2 (2, 3), 1, 4, 5, 6, 17 _ .6137 .00G4
3 (2, 3);°(5,6), 1, 4, 7 . - _ - .&132 .000¢
4 (1, 4), (2, 3), (5, €)¢ 7 L6121 .001¢
5 (15 4),(2,-3,-7), (5, 6) y 2089 ~.0042
€ (1,.4,°2, 3, 7), (5, 6) €064 | .00677
7 (1, 4, 2, 3, 9, 5, €) .7893 .08
{
' ~ . . TABLE 5
fukjegtive Hierarchy of Varialles
i .
Methodologys 4 i f ' . | | ‘ b
Teacher's intereet and onthusialm for courae “ S (1)
Ability to intereat and motivate students : ‘ (4) .
Ability to adequately ansyver questione L | (2)
Ability to communitate suhject matter effectively i T i (3)
Humanistic:
Fairnese in testing and grading _ _ 7 . (5)
Personal interest and adaptation to student's needs ‘ (6)
Organizational: i . . o S ,
Coureo oljectives are clearly stated =+ (7)
Course objectives are met e R St ¥ -7 I
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FIGURE 1 .
n -Judged ‘(Subjective Mierarchy) -

ot
.. FM
(1 through 8)
.0123
2 . e . 3. K
M - (5, €, 7, 8) _ . - ™M - (1, 2, 3, 4) 5___
.7742 T L .6673 ;
- . o . 4
™=~ (5 6] . - [m~ (7, a)l ™ - (1, 4)'
| 1 o 7766 |

-

— v —— oy

W= (5] [~ (6] [M= (7 ru - (a)f |m~ (11 M - (4)

*Significant drop in R2,

TABLL 6 L
Correlationa of Predictor and Criterion Variables

Variable 1 2 3 4 ] 6 7
1, IEth

2. AneQ «580

3. Csub .€00 €96

4., Most . 646 621  ,746

5. ToGr .42€ | 471 .492 .522

6. snds .558 «566 .613 .688 582 "

7. = CObs 477 .507 .580 .550 467 .532

6. CObM .532 .564 .633 .618 .510 .578 . 794
9. GenR .680 .715 716 .804 604 .728 .623




S

—

subset 1
Sub-subsetsz

) e

\'i ’
“Ability to ‘interest -and motivate students :
Ability to communicate subject matter effectively (3)
Personal interest and adaptation to student's needs (6)
Ability to adequately answer questions (2)
subset 2

Sulk~sul:sets: o

-+ -~ Course objectives are met - i wer . (8)
Teachers intereet and enthusiasm for course (1)
Course chjectives are clearly stated ~ : (7)
Fairness in testipg and, grading . "', ¢ .. (3)
T | FIGUKE 2 |

- s Seven Judges (Hierarchy Based on Correlations)
; iﬁ
R
(1 through 8)
3 .8123
2 3
- (l' 5; 7; e) FM = (20‘ 3, 4, 6)
' o .7848 - : JETBBY o ) e
4 g v A
M = (10‘5) . FM - (7' £) % FM "(2) FM“_" (3, 4, . 6)
' . ' o k .8046 7249* .

5 P ‘.J "7‘: L" " . ’.t
e (1) M = (5) PM = (7) i - (€) FM = (6) - (3, 4)
- 1 _ : .£033 L7558 %

) 8 9
FM = (3) - (4)
. 7946 7944

SIgnificant drop in P2,
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,‘Q;TABLE & . n o .
52 Values’ for All Judges from legression Models

Judges ; p2 Tug
1. Freshmen . o ‘ St L79¢ee .
2, Sophomores « 7954
3. Juniors - +8165
4. Seniors .8344 r
5. Graduates JE27€ ol,e%:
TABLE § o :
Stages of the JAN Procedure for the Five Judges
Stage ‘Judges Rz‘ Collective Drop in 52
1 1, 2,3 4,5 .813€ R .0000
2 (1, 2), 3,4, 8 | .8134 - 40002
3 (1, 2), (3, 4), 5 : - 28131 ‘ .0005
4 (1, 20 3, 4), & 8121 0015
5 (1, 2, 3, 4, 85) .810€ .0030 .

Summary and Conclusions
Results of the firat JAN analylil revealed the seven judges, represcenting the
schools and/or collegers, clustered into one system. This meant that only one“
decision-making policy existed among the judges. Regression analysis waes uaoqéb
explain this single judgmental policy and it was found that the judges were;gﬁ
attending primerily to variables 3, 4, and 6. An interesting finding wue that t)
FM using only variables 3, 4, and € resulted in predictive efficiency nignifican1
‘equivalent to that of the FM. Judges representing the five grade levels were al(
clustered into one system as a result of the hierarchical grouping procedure oft
second JAN analysis. :

©. EVALUATING THE EVALUATOFS VIA JAN

What is now presented is an application of JAN to indicate how 1t might be use
evaluate evaluators.

The League of Cooperating Schools (LCS) was launched in May 19€€, as a 5—year
project to study and promote planned change in American education, It '
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was sponsored by a partnership of the University of California at Los Angeles,
the Institute of Development of Educational Activities, Inc., ané eighteen; : ¢
independent school districts in Southern California. Each school district::::
contributed one League school and these c¢istricts ranged in size trom the
massive los Angeles City system to a small district of only three schools.’
The districts and schools were selecteé in such a way as to represent, = ..vi:
bopefully, a true microcosm of American elementary schools. It was the aim of
this joint enterprise to develop a cohesive program of research, cevelopment,
innovation, and dissemination of information in order to narrow the chasm
hetween curient educatior.al theory and practice.

In order to effect educational change, a rationale was needed that would
serve as a Lacsis for research design while at the same time sexving the - =:
interests of the ccoperating schools. The result was the creation of a‘'new
social system in which principals and teachers in the LCS were to Le Rt I
challenged ty I/D/F/A to fashion new norms, roles, supports and rewards for'
themselves. ’ : ~ Y

Four members of the Intervention Staff were requested to score on a S-point:
scale each of eighteen schools on eight characteristics deemed essential for::
effective schools. A list of these characteristics with explanations appears
in Table 10 (variadbles 1-8). In addition, the Intervention Staff members were
asked to rank the eighteen schools in terms of overall effectiveness. %he
rankings were used as the criterion variable in the JAN process. This
proceavre rejpresents a slight nocification of the usual JiN procedure in that
the judges generated their own profiles by the. scores they gave on variables "
l-8,

In Talle 11 appears the intercorrelations retween all the variables. The
means and standard deviations are presented in Takle 12. A multiple linear
regreeeion ecuation was developed fur each Inteirvention staff member who
served as judge. Table 13 contains the correlations of each predicto:x
variable and the criterion variable (school rank)., Also included for each
rater is his multiple correlation coefficient. ,

_ L€

Table 14 summarizes intercorrelations of judgmental policies. It appears
that judges 3 and 4 have the most homogeneous policy as the correlation
coofticient rating their rankings of effective schools is 0.50. Thie is borne
out in Table 15 which gives the stage values for the JAN technique. In Btage
2, two groups havo been formed and judges 3 and 4 have been first to Le
grouped., The investigators conclude that there are essentially two policies
presont, The justification for this stems from the fact that the collective
drop in re trom ftage 1 to Etage 3 ig just 0,0361 while the drop from btage
3 tc Htage 4 results in a loss of 0.0678 making the collective drop 0.1060,
From Table 1% one cen see in Stage 3 that judges 1 and 2 comprise one policy

group while judges 3 and 4 form the second policy group.

In aralyzing the policies one might wish to refer to Table 13 which reports
the correlations between the school characteristics and judges. However, one
finds a aletressing situation in that all the inteYcorrelations are high,
This means that the judges may have been guilty of the "halo effect" as they
generated their prcfile scores for the eighteen schools.
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e por an explanation of the two judgmental policies, the investigators
:first made a subjective analysis of the predictors and conjectured that they

formed a hierarchical pattern as displayed in Table 16.

e

Presented in Table 17 is a schematic to guide the sequence of tests

associatec with the single policy of Judges 1 and &,

namely the cf judges 3 and 4.

In summary the eight predictor variables were very efficient in
precdicting the criterior since the R? was reportec to be 0, 8672,
as expressed by Judges 1 and 2 could basically be explained as a concern for
the cormpetence cf the professional team (variables 1, 2, and 3).

In Table 18 appears a schematic which illustrates the'second policy,
From tlocks 2, 3, and 4, it can be seen that

Folicy 1

The investigators were interested in determining the unique contribution
‘proper subsets of the predictor variables, 1-8, to the pxediction of the '
riterion, JANCr, in both policies to compensate for multicollinearity,

fH
Fom
sl

AR

38

<

each of the three subsets in the subjective hierarchy was making a significant
unique contribution to predicting the criterion.

TABLE 10
List of Varialles

nisi

Number Variable Abbr._?

1. Extent professional team (principal and teachers)

shows enthusiasm about their school program ' LEnt
2., Fxtent professionsl team is action-oriented;

i.e., they put their ideas into practice 4 Fact
3. Extent professional team is inquiring and searching

intellecutally and self-critical ['Ing
4. Fxtent children are involved in educational activity

(can observe and talk to children) : CInv
5. Fxtent teacher concerns are with each child ae an

individual, (One can gain information from

children, teachers, or parents.) TChC
6. Extent the district supports and shows pride in

the school program DSup
7. Extent of community support (the program is

supported by participation in school life,

publicity, etc.) CSup
8. The quality of the educational program vis-a-vis

individualization of instruction is eviaent

(alternatives, conferences, different grouping

procedures, etc.) QEdEY

"9, JAN criterion--rank of school JANCr
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N
. maELENLT o
' “Intercorrelatione VM

Y o :
LR A 4 T -

ey

.
7 e
- TR =

variable - v o loweio2ocn3 . .. o 5. 6

PEnt ‘_1

PACt 2 .83
PIng 3 .56 - «79

CInv. 4 .66 .71 .71

TChC § ‘uﬂ.7o SR L J— ) .74

Dsup ¢ . 80 .60 .64 73 .60

csup 7 .40 760 .84 .77“ .75 .67 Lo
GEarr e"sl.éé"””fégf” 65 .79 .73 .46 .67

CJANCY 9. . . o857 .. ..74 ... .82 .75 . el .S56.. .59 N,ZI

i . ' ry - . :
b B ‘ Pas ‘ 3 . ) 2y

TABLE 12 | |
Means and Standard Deviations (N = 1§)

T R . ; " s ' ‘ ; .

* gtandard
Variable Mean .. ,Deviation

" R R S ST

L R ] P

2,333

"1 PEnt ; “;S;;‘

i R ST AL I B AR O I 131 EE N R TR L

2 .PAct | | o 1.§44 ‘ - - .872
.3 FInq o 1,722  Leze
.4 GInv R o l.388 S .698
{5 Tene 1.833 L am
‘¢ peup " 1.777 .878
i 7 csup ‘ 1.611 .50
‘& gropr | 1,666 €86

JANCx 9.500 5.338
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TABLE 13

* school Characteristics "~ -

“CSup ~ CEdPr R

GInv TChC DSup

1 ....0.56 0.74° 0.82  0.75 0.71  0.56 0.59 .71  0.c5°"

2 0.57 0.52  0.62 0.77 0.69 0.63 0.63 €.59 o.e1

3. 0.67 0.88 0.8 .77  0.83  0.€6 0.7€  0.63  0.04 *.

¢ - 0.85 0.85  0.71  0.73 0.80 0.65 0.62 0.65  0.03

TABLE ‘14 TAELE 1¢
Intercorrelations of Judges Stages of the JAN Procedure
o . Collectiy

.Judge 1 2 3 4 - 8tage Judges R2 n

1 7 1.00 0.68 0,71 0,63 1 1,2,3,4 ©,8302

2 0.68 1,00 0,65 0.6€ 2 (3,4), 1,2 6222

3 0.71 0,69 1,00 0.90 3 (3,4), (1,2) .7921

4 0,63 C.t6 0,50 1,00 4 (1,2,3,4) (7242

TABLE 16

Bukjoctivo Hiorarchy of Variahlal

Professional staff compotence!

Concern for childrent

Outside support:

Extent professionsl team is
enthusiastic

Ixtent professionsl team is
action~oriented

Extent professional team is
inquiring end self~-critical

Extent children are involved

in eoucational activity

Extent teacher concerns are
with child as indivicdual

Extent of individualized
instruction

FExtent of dietrict support

Extent of comnunity support
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. TABLE 17 \ S
Flowchart ofﬂregression Analysia of Policy I (Judges lm%nd 2) m&wa AT

: R R . Full Model
N '\;\.” o £l :"ﬂ, }“ " “ . 1..8 .t . B S ey b B gy -
0.8672 ET o , e ' 3 f' 5y ‘:“,r.,:.

2 - : o 3 ‘ S 4. .

E - (1, 2, 3) ' FM - (4, 5, 8) /M - (6, 7)

i 0,.7605* - 0.8407 ‘ £0.8601
5 € 7 | ' RN | |
™ - 1 [~ 2 T - FH - -8 M-8 [~ ¢ -
0.6534 lc.esscl  lo.ee)] | e I EE R ' |
*Significant drop in R2, S s .

TABLE 18 .
Flowchart of Regression Analysis of Policy II (Judges 3 and 4)

1

'ull Model
1-8 v o ) '-.“.‘::' '.." \ I » . : *':,N-m-‘.‘r .
0.7170 £ . ,:”' ’ FE . T Y e TR

SR T R S IR TR Y TRy (I

S I R .‘wrw@éan
2 e o 3 o R ‘.i:‘tg,;‘:,.‘.-_(: Leoted i ﬁ;*;, b e e
I'M - (1' 24 3)[ M = (4' 5' 8) P - FM ’-‘6.* I) oA
0.6278* 0.8932¢ | . l0.6548% -

¥ e 5 e s
{ iy L
LT E SR PR A gk
. r
ARTI B T TVt

5 ? 8 9

™ - J Ir M = 3) [ - 4] M -5 M- ‘f\a*nrﬂg g . «[FM =7
0.698 707 0.€423% {0.6593% |0.699 716 ¢ o0 jo.7165 - [0.6349*

*Significant drop in K<, L N

]
In surmary, the eight predictor variables were efficient in predicting
the criterion for judges 3 and 4, though-'not as efficient as in Policy I.
Policy II differed from Policy I in that each of the three hypothetical
subsets made a significant unique contribution.
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*Summagx.%kln thia study,_an attempt was made to demonstrate the
feasibility of ‘uUtilizing a modified form of JAN as a vehicle for identifying a*
' policy of rated school effectiveness in the lLeague of Cooperating Schools

- project. Four Intervention Staff members, serving as judges, generated

"profiles for each of the eighteen LCS and then ranked the schools in order of - -

overall effectiveness.

With the use of the JAN technique, the four judges were placec into
appropriate clusters, and it was found that at least two separate judgmental
policles were present. A regression analysis of the two policies was
undertaken. Policy I could be explained basically as a concern for the

competence of the professional team in the schLools. On the other hang, Pcljcy

II was more comprehensive in that it not only reflected a concern for a
competent professicnal staft, but it incluced a concern for children as well
as a concern for community aupport.

E

6. CANCNIAL JUDGMENT ANALYSIS

What is now proposed is a strategy in which the JAN technique can ke
extended to include the ratings of judges on two or more criterion variables

LT S
T S B A

or dimensions. The technique is identifiea as Canonical Judgment Analysis or %

C-JAN. The C-JAN technique was successfully used by Johnson and King (1973)
in a team doctoral dissertation at the University of Northern Colorado.

Definition of Terms

The following terms are defined in the cevelopment of C=JAN:

Double~-Barreled Principal Components solution.--A ‘factor solution for a

canonical correletional analysis. In this type of factor aolution a ptincipal

components solution for the predictor (profile) variables ia given in
conjunction with a principal components solution for the criterion (judgment)
variables. Not only are the factors in each of the above principal component
solutions orthogonal to each other, but the cross-set factors are orthogonal
to each other.

Factorial Judge.==A judge generated froum the predioctor and criterion
variable scores and the weights of a double-barreled principal components
solution of a particular judge.

@ A JAN.==A JAN in which ell the judges give ratings on the same
subjects with re-poct to the aame criterion variahle and predictor variables.

Type b JAN,==A JAN in whith the judgei do not rate the same bubjects with

respect to the same criterion and predictor variables.
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teps in C-JAN Process - . ,

tep 1

For each judge run a canonical correlation analysis using'ﬁeiaman s
1267) CANONA program. Let the judges ‘be J) for k = 1,...,m o : o

R AT i

tep 2

For each judge, J), determine the number of factorial judges,
'<,F1’JK,F2' ... ,;'Jk'l"nF.

1is is where Jy, would be the ifhifactorial judge generated from the ith
ictor for the kth'judge. Also,,né -‘the‘number of significant factors.

1, Let zpy be the canonical precictor factor score vector for the ith
factor for the kth judge.,.

2, Let Upj be the canonical criterion factor score vector associated
with .Fi for the ktb judge. -

3. Let (21, Fi)i=l be the weight vector for the jth predictor factor
for the kth judge.

4. Let (by,F )i-l be the weight vector ‘for the jth criterion factor
for the kah judge.

5. let the following model be used in the JAN process tor the factoral
Judge Oy ,py for i=1, ... , np.

The criterion yectorl _(g&i,gﬁi)'

The profile matrixi:

. | . . .,
&)1,ri X1 a2, Fi A2 ... l.‘piﬁil bl'piﬁyl ves bt,Fi*YT .
XX XX 'y cee XX
XX XX ) veoe XX oNxt
XX XX sas T xXx
XX ' “sa see XX
Onxs xx .... LI xx
XX e sne XX

N = number of subjects for Jy.
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v tnetermine the judges who should ke retained. Judges who' 1dent1fy at
,least one significant canonical factor should be retained in the analysis,
‘Any judge who is unable to identify &t least one significant factor shoulq be'h
‘eliminated as he is failing to relate any predictor variable set to any

:criterion varialle set. After eliminating inconsistent judges, a Type A or :
Type B (JAN) should be completed on all of the factorial judges identified inu%
the stucy.

T
T e

Step 4

For every policy captured in Step 3 form a matrix in which each column ‘ﬁé
represents the respective factorial judge's original factor loadings. These '
loadings will be obtained from the CANONA printout for the judge from which 2
the factorial judge was generated. Include along with this matrix the ;
corresponding vector of canonical correlations for the original CANGNA
printout.

Step 5 .

At this point aided with the data presented in step 4, the researcher
should make an intuitive analysis of each of the captured factorial policies
in order to determine relationships letween precictor variable sets and
criterion variable sets. :

A limitation in this approaclh to C-JAN is that a single judige may be
allowed to express more than one policy as more than one canonical correlation
agsociated with his judgments may be significant. Unfortunately this full %
C-JAN technique is so complex that it has rarely heen used. :

Instead we propote a simplified C~JAN methodology which may be suitable &
for use in many practical situations and avoids much of the complexity of thqﬂl
full C-JAN methodology. Fssentially, the canonical analysis will only Le used’
as a data reduction technique to reduce the multiple criterion variables to J”;
single criterion varialble, 1This then allows use of the standard JAMN :
analysis. This approach would be suitable for the csse in which judge's
rankings on the multiple criterion variables cisplay a degree of redundancy.’
The basic steps are as follows:

1, Give a set of N profiles tu the K judges and have them rank the
profiles on the specified criterion variatles.

2, Use cenonical correlation analyuis to procuce & set ot canonical
functions for each judge uging the judge's rankings as one canonical
~ set and the profile variakles as tho second canonical sct. “““ﬁ'

3. Check the cenorical correlation bhetween the first and second two

canonical functions for each judge. %o continue with the simpliiied
C-JAN procedure, it would be necessary for the first canonical ,
functions to te of practical significance and the second and fuxther

ooy
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possible canonical functions to ke of little or no practical.
sionificance. 1If even the first canonical F is of no aignificance
for a particular judge, the judge should not be used in further
analysis., If more than the first canonical functions are highly
important, the more complex C-JAN procedure must be used.

4. Use the first criterion canonical function to proouce a new
canonical variate for each judge., Substitute the new canonial ‘ ‘
variate for the original set of criterion ranking varialtles for each
judge. Substitute the new canonical variate focr the original set of
criterion ranking varialbles for each judge.

. Proceeé with the standard JAN analysis as cdescribed in the previous
section,

€. If rulticollinearity of the piofile variatle set is not a‘p:oblem,
then regression analysis can ke used to capture the judgment. .
pclicies as usual, If multicollinearity is a problem, then
canonical correlation analysis may be used to help determine the
jucgmental policies.

The lcgic behiné this procedUre is guite streightforward. %he first
inonical criterion function is the linear combination of the criterion
riakles which extracts the maximum possible variance of the criterion
irlables and has the maximum covariance with the first canonical function of
e profile variables. We are attempting to maximize the siuplicity of
ibsequent data analysis while minimizing the loss of. information.

;plication Fxample

Many institutions ¢f higher education have internal funds which are used
> support the beginning stages of research which may lead to outside funding

ad pulilishable journal articles. It is typical for such funds to be . .
llocated Ly committee decision. Eeveral interesting questions might be .

alsed akout such decisions: . : : I SO

1, GCiven a set of protile cescriptors of a rosearch propolal, how many
different judgmental policies exist among the committee members in
determining the quality of the research propoeals? s

2. Which descriptors do the differing judgmental policy group| 
enphasize in deternining proposal quality?

_ nhe following erample illustrated the C-JAN approach in answering the
stated questions. We first constructed a set of 32 hypothetical descriptions
of proposals by use of simulation techniques. A sample profile appears in
Table 1¢.
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==== 8amp1e Peaearch PrOposal Protilei

,\.(’a LR é"‘ o v SR .“‘i

Profile Variable ID * ' ° : Weak 0.0 pyerage -

Numkers and Descriptors =~ - 1 =~ 2 3 4 5"
1‘ Need ! ‘ : L B BN BN B BN B .3
2. ‘Feaaibility \‘ ’ .'...........i.....“:\’:..‘:‘...'.'.'..'.5.-‘.‘....‘.8
3' ('ost benefit ® 0000000000 0o .4
P C ’ B 1.! .
4. Quality Of writing ‘01-0'1;2 SRR SRR AL . = ‘;1""""'"“" L
1! Lo . . ot i =% P S S .
50 Origindlity w o ’ 9Sec0o0oe 0' L) .'0“0/:'0"‘0'0:0 ".L. o.‘ "-.T.“:.‘—'e e
S SR S A
Judges' Overall Fating . Rank Profile from let (strongeat) to 32na
(repeated rankings not - = ‘(weakeat) : *:{ Vit o
allowed) g?-'“ o SRR A*5ﬂ~”**
T B, RIS A T B 6 B A R
Possikility of generatinq " - R T T T L
outside funding S g e E

4 et . N i‘\ : T

Foesilility of leading to
publishable journal research

' The set of 32 profiles was then submitted to esch ‘of four menbers of a
hypothetical proposal funding committee.': The judges were required to ‘
independontly rank their set of profiled from strongest (let) to weakest
(32nd) based on the profile descriptor values. This ranking had to re
accomplished firet for the possilbility that the proposed research woulcd lea
to outmide funding, and secondly, for the poesibility thd proposed research
would generate journal publication. 1he rankings for e¢ach of the criterion
variables should re carried out at separate timees in order to minimize halo ;i
effect. 7ied rankinys were not allowed for any particular criterion variablem

the five simulated profile variables. The simulatea protfiles appear to ke
quite good with consistent means, standard deviations, and low
intercorrelations tetween the profile variables. oo
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TABLE 20
Means an¢ Standard Deviations (N = 32)

- : . Standard
Variable Mean Deviation
1l 6.25 2,54
2 5.69 2.7€
3 5.34 2,73
| 5.72 3,18
5 .25 2.80
TABLE 21

Intercorrelations of the Profile Variables

""" Fesearch ¥roposal Profile Variables L

1 2 3 4 L]
1 1.00 -,26 -,23 -, 24 23
2 -,28 1.00 -,03 E =19 -,13
3 -,23 -,03 ) 1.00 i 09 -,06
4 -.24 -,19 .09 1,00 .01
)

023 -013 s -006 ’ .01 1.00

The set of two criterion variatle rankings and the five pfotile
variables were then subjected to canonical correlation analysis for each =
judge. The canonical correlations for this analysis are displayed in Table 22,
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S o bia o e

“procedure whieh computes a regression equation for each. judge and then

.the judges, ... ... i e e e

nonical CorrelatiOns Between ‘the' Panking'aﬁé Protile

variatle Sets by Juage

Cenoniceifp'

.. Judge Number ST
lst 2nd

, | o .959 .272
o 2 ) .8S¢S 541
. 3 R .916 .367.
e e

e e o (916 e e, 326

In each case the first canonical correlation is very strong while the second
is comparatively weak. We therefore proceeced with the simplifiea C-can
procedure. The first canonical function for the criterion variable set was .
used to produce a single canonical varialle for each judge. The original set
of two criterion variahle rankinge wae replaced by the linqle canonical
variable. Ao peat . o

The modified data were -then analyzed by means of the SAN -

hierarchically clusters the judges based on the hpmogeneity of their
prediction equations. A general idea of which judges will cluster together
can te determined hy looking at Teble <3 which lhOWl the intexcorrelations of

TAELL 23
Intercorrelations of Judge's Ratings

Judge . 1 - o P 3 | 4
1 1.00 .46 .39 .49
2 046 1000 095 '94
3 «39 : .95 1,00 .55
4 .49 .54 .65 1.00
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stages of the JAN p:ocespﬂare\displgyé@(ih.Tab1e324. f}quQ?

TABLE 24
£tages of the JAN Procedure for the Four Judges

rge Judges System p2 Total System 52 Drop
L l, 2, 3, 4 .8507

2 (2, 4), 1, 3 ' . - .8497 : .0011

3 (2,3, 4), 1 .8472 . .0035

1

(1, 2, 3, 4) , . 6864 «1643

ing an a priori criterion of an R2 drop of ,05 or more as indicating a
parture from linearity, the clustering of judges is easily determined. The
op in overall systen R2 for stages one through three are of little
nsequence, Judges which cluster together are indicated by parentheses. The

drop from stage 3 to 4 is, considerably larger than the ,05 criterion and
dicates a substantial loss of predictive efficiency. We therefore conclude
at two policies were present in the committee. Judge 1 has Policy I while
«dges 2, 3 and 4 have Policy 1I, _

To explain the two policies, all possible subsets regression was used, A
ugh idea of the profile variahles the judges were attending to while making
elr ranking can lre gained from Talle 25,

TABLE 25
Correlations Between Judges and
Fesearch Froposal Profile Variables

Judge - : Fesearch Proposal Variables
1 2 3 4 s
2 008 -.13 -.75 -.31 -.26
3 -.13 -124 -075 -026 -026
4 .04 -.17 -.72 [} -.33 -029

lo explain Folicy I, the use of Table 26 is required. Table 26 indicates all
sossihle combinations of profile variables ordered ty their R? values for

predicting the canonical variatles of Judge 1.
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We again look for a jump in X using the a priori .05 criterion, ‘his jump _
occure when going from the equation with variablees 1, 4 and 5 to the eguation ”:
with varialles 1, 2, 3, and 4, Judgu 1 was attending to verialles 1, 4 and

N We can alsc see that major emphasis was placed on varialtle 4. In other
worda; the Policy 1 jucge wae primarily considering neeéd, quality of writing,
enq‘originality while ranking the proposals ané essentially ignoring
feasilrility anc cost terefit.
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' . " policy IT can “be’ explained in a similar manner uaing Table ;? *"
Table 27 shows the a11 posaible aubsets regresaion for Judges 2, ‘3 ‘and 4 .

bined as a single data aet. ‘; ‘ RN T 1
e f e o _ ) e
: TABLE 27 C L e
Pesulta from All Possible Subsets
Regression for the Three Judge Cluster (Juéges Z, 3, 4)
Profile Variables in Equation C RS(,

1, 2, 3, 4, 5 . ”?; 8 - .624

2, 3;'4;;5 . R ‘ - ‘ .790

1, 2, 3, 4 f . 729

1, 2, 3, & ¢ SR v 0. 1€

‘2,3, 8% .o o .709

1, 3,4, 5 -7 b - .708

3, 4, 5 L S .702

-2, 3' 4 : 0667

1, 3, ¢ .64¢

3, 5 648

1, 3. 4 .624

1( 2' 3 . : . . 0612

3, 4 : A +603

2, 3 : ‘ . 588

1, 3 .554

3 ‘ 547

1' 2' 4' L] ' ' «240

2, 4, § 239

1, 4, 5 1€7.

4, 8 162

10 2: 4 155 e
2' 4 ' . o149 v s L
1, 2, 8 o . : o129 * ‘
2, $ : . ‘ " 120

1, 5 0585

1, 4 , ¢ ' .090

4 ) , . 090

5 . oo 073

1' 2 ‘ U 0034 -

2 033

1 : .007

[}
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'léo the"Pblicy”JI dudges were attendingﬂtcffeasibility, costg
£ wtiting and’ originality with a pgimary emphaaig on cost,
enefit while ranking the proposal profiles. Need was not viewed as

It is interesting to note that neither of the polity groups
‘attended to all the profile variables.. ;4

EIE R 1 A BN S S G U I SR TR

o Although JAN and C-JAh ere uaeful%and innov;tive ﬁgéceaures, they co have
~.gome general problems. As with any statistical procedure, 1t ‘would oftentimeg’

be advisable to validate the results by use of split sample techniques or
“Yeplication. E&ince the JAN procedure is baséd on regressien, it suffers from
the same proklems encountered with regression. ..For example,.cAN nust have a
sufficient ratio of profiles to profile variables to avoid OVerfit whick
FYesults in"inflated and unstable F2s. "Eince" JAK clubterson the Ltesis of - ..
homogeneity of prediction equations, multicollinearity of the profile '
variakles ds also a serious proklem. High multicollineaxity will lead to
questionable clustering results and make the. interpretation of the captured
policies gquite difficult. However, if utilized pxoperly, JAN and' C~Jdan are
promising tools for evaluation methodologists to be used as additional
techniques in decision-making and policy-capturing situations.

g

B S
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g

80




PIBLIOGRAPHY S BERREE A e
Do b W et RTINS .

wa

ck' D.n. ‘ .‘: s . L < . . - ) L, -
1973 Developnent of the E-2 weighted airman promotion system.
AFFFL-TR-73-3, AD-767 195, Lackland AFL, TX: Personnel

Fesearch Divieion, Air Force Human Feeoutcee Lahoratory. -

‘tenberg, Fotert A. and Raymond Christal
1ce8 Grecuping criteria - a method which retains naximum precdictive
efficiency. The Journal of Fxperimental Education 36, 4: 2€-34.

ng, Nk, ; ‘ ' ' :
1270 Hierarchical groupings of judges according to selected criteria
for financial aid awards. Unpublished doctoral dissertation,'

University of Northern COloraao.' -

-istal, Paymond E.

lo¢ta JhdN: a technique for analyzing group judgment.‘ Tnefdournaifbf
Experimental Education 36, E ¥ 24 27 o # R :
l1¢6el aelecting a harem - and other applications ot t}e policy-

capturing model. The Journal ot Experimental Education 3t, 4:*-
35-41. LT l o b R - éxf R an

L Sl L P S 8
SIRY g RS erE PR LN FooaaEnn v

iYChap B. Ilo ..,‘ ) - : " '
1870 A monte carlo evaluation of JAN: a technique for capturing and .
clustering raters' policies. Organizational aehevior and Human
Pertormbnee};b{;§01f506. S
TN 4 e T N

ff, W. !Jo K \
19¢9 A quaq atiVe -tudy of teacher leleotion qnd ovaluation of - -
policies at a suburban elementary school district. Unpublilhed
doctoral dissertation, University cf Californiu at Los Angeles.
QCh' L. L. ' o ’ k
1972 Policy capturing with local modclol the application of the AlL
technique in modeling judgment. Unpublished Ph.D,
Dissertation, 1he University of Texas, Auston.
'tt' Ce Dc C -
174 Development of the weighted airman screening syatem for the air

reserve forces, AFHRI=TP=-74-1€, AD=701 747, lLackland AFL,
T¥%1 Computational Eciences: Divieion, Alr Yorce Human Kkescurces
Laloratory., :

aeton, Jdudith A,, Houston, tanvel F. and F., LaMonte Chlson -
© 1974 On determining pornographic material. . The Journal of
Psychology, €6: 277-287,

8l



Samuel B." S T e, - ‘

The Judgnent Analyeis recression technigue appliec to the
admission variatrles fox doctoral students at Colorado State
College, 1963-1966., Unpublished Fh.D. Dissertation, University
~of Northern Colorado,  Greeley.

1968 : ,f;Generating a projected critexion of graduate school succesgs ;ia
normative Judgment Analysis. ‘The Journal of Experimental

Ecucation 37, 2: 53- 58.~-‘-‘

> 1974& Classification of dudgment ﬁnal}sis. In:. Judgment Analysig:
S he tool for decision makers, edited by Samuel F. Houston, pp. -
§2-53, New York: MSS Information Corp.

- 1974b .Iasues associated with the use of Judgment Analysia. In:
Vo Judgment Analyaisx,‘tool for decision makera, ealted by Ssamuel
P, Houston, pp. 69=73. New York, MSS Information Corp.

iy 1 1974c¢ Faculty policies of teaching effectiveness. In Judgnent
Analysis: tool for decision makers, edited by Samuel k.
Houston, pp. 140-147, New York, LSE Information Corp,
----- ¢ and James T. Bolding, or. : ‘ N
1574 . The general liriear nocel anc uudgment Analysis. In: Jucgnent
Analysis: tool for decision makers, edited Ly &amuel E, '
Houston, pp. £4-€0. New York, &S Information Corp.
e, and JOerh W. Gilpin ;
1971 Hierarchical qroupingo of ltudenta accczdinq to their policy cof
rated teacher effectiveness. SPATE 10, 21 28-53,

~====,.and Gary C. Btock : - ] .
v 1973 Judgnent Analyoil (JA&):, tool for education decision-makers.
STRETTS SR18 Quarterly 6, 21‘22-2§5 .

 Holmes, George F. and Sheldon Zedick
1973 Judgnent analysis for asseseingy paintings. The Journal of
Experimental Educetion 41, 41 26-30, ‘ =

aOhn.On' Je WQl and Kinq, F. 80
1973 Multiple criterion judgnent analyeio for the educational
= researcher. Unpublished team doctoral dissertation, University
e of Northern Colorado.
Jones, XK. M., Mennie, 1., 8., Martin L. R., Sumners, J. L., anda G, R. Waener
1976 Judgment Mmodeling for effective policy and decision making,
' Faescarch Fepurt for Alr Force Cffice of Scientific Fesearch
Grant tio, AFCSK=74-=2€5¢, AD-A033 166,

Keelan, J. A., Housten, 4. k., end houston, &. F.

1973 Leadership policies as perceived by firemer.. Colorado Journal
of Fducation Fesearch, 12: 20-23,

92




plyay, J. B. : v Fo
1€70 Extension of the weighted airman pzomotion ayatem to graces L-S'”i-
and E-9, AFHPL-TL-?O-Z, AD-703 €6€£7. Lackland’ AFP, TXg i

Personnel Research Pivision, Alr Force Human Pesources

Laboratory.

‘plyay, J. B., AlLert, W. G., and D. E. Elack
1976 Development of a senior NCO promotion system. AFHRL-Tk-76-46&,
AD-A030 607. Lackland@ AFE, 1X: Computational Sciences
Division, Air Force Human Resources laboratory.

11lins, C. J. and E. Usdin
1970 Estimation of validity in the absence of a criterion.
AFHPL-TE-70-3¢, AD-716 €0%. lackland AFB, TX: Personnel
Division, Air Force Human kesources lLakoratory.

aylor, J. C., and Wherry, R. L.
1965 lhe use of simulated stimuli and the JAN teclinique to capture
and cluster the policies of raters. Educational and

Psychological Measurement, 25: 969-966.

toc‘f' C. C. :
19¢S oudgment analysis for the educational researcher. Unpublished
doctoral dissertation, Colorado State College.

Uita; D. B.
1057 Use cof dummy varialles in regression equations. cJCournal of the

American Statistical Association 5%: 548-551._

orgunrud, ¥, 2.
1971 Criteria guiding curriculum decisions of selected school

superintendents, Unpullished doctoral dissertation, University
of Calitornia at loa Angeles.

‘ard, Joe t., Jr. :
1961 Hierarchical grouping to maximire payoff. lackland Air Force

Base, Texas: Fersonnel Laboratory, Wright Air Development
Division. -
1963 Hierarchical grouping to optimize an objective tunction.

Journal of the American Statistical Association 58: 236-244.

mmeaae, and Y. D&Vil ‘
1963 Teaching a digital computer to assist in making decisions.

PPL-TDF=~63-16, AD=407 322, lackland APFE, TX: 6570th Personnel
Research Laboratory, Aerospace Medical Division.

~==e=, and Marion E. Hook
1963 Applications cf an hierarchical grouping procedure to a problem
of grouping profiles. Education and Psychological Measurement

23: 69-86l.

83



for “as
. 2 B {:‘ﬁ 2
mental

IR

ntianaly
of “Fx

Y
o Eg %
o




VEAR REGRESSION VIEWPOINTS
16, NUMBER 2, WINTER 1987

The Use of MLR Models to Analyze Partial
Interaction: An Educational Application

John W, Fraas
Ashland College
Mary Ellen Drushal
Ashland Theological Seminary
Ashland College

Abstract

Certain resvarch questions found in educational studies
require partial interaction effects tu be tested, This paper
presents an application of the method ot using MLR models tu test
a partial interaction hypothesis.
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lntroduction

Newman, Ueitchman, Burkholdcr, banders, and hrvin (1976)

EEER R SR

addressed the issue of the 1mportance oI matching the statibtical N

anulysis with the question posed by the researcher. The use of

multiple linear regression (Mpk)-models allows the researcher the

flexibility of analysie'neededlto'qddreés research questions that

require the teEtipgrpf ?af;;a; 1neerqc;ip§ (see McNeil, Kelly and

McNeil; 1975). This paper presenge the"MLR moeeis ,55d ehe

technIQUe;uged Fo test a pa(tial interuetion reseerch hypothesis

posed in ah‘eeeéet}onal s;udy. | | h |
Researeh Design B '

A study by Urushal (1986) examined the impact ot various

participative decieion making (PDM) techniques. The techniques

examined in the etudy were Delphi Survey Technique (DST), Social .
Judgment 'Ahélysis (SJA), Nominal Group Technique (NGT), and-a

control group. The students in the control group were not exposed -

-1

to any of the PLM techniquelﬁ‘ o

Seminury students were randomly assigned to one of :the four

groups., Through participation :in a‘deciafon.making'%techﬁiqee;:m
students sulected the criterfa’ to be "considered in making a .
curriculum choice ffor a Sunday school. "After ‘experiencing ‘the .

assigned decision making technique, participants reaponded'to the'

Participative Management Survey (PMS). + The PMS 1is -a survey

composed of research-based .statements on leadership, trust,



'~decision makihg (see  Drushal ,

tuch student in the study receivvd a total score on the

ww ort ottt
fPMH instrumunt. These total scores gerved as the values of ‘the

Clma ek agaa b o0f o tn

""”,--depundeﬂt variable for thc MLR models used to test the partial

S T Iy
1nteraction resuarch question presented in the next section 'of

this pamro

Foiovad o

Research Hypothesis
T B R B O A I T IS S P L
One of the research hypotheses of interest to the rescarchers

Lk e ©0 ey i wg [
P I SRRt PRI T AR} L att o} . .:’Al EERALNE

-

# Lo T rl ‘.%5-‘ sy : T c o . L ‘
Hys The difference between the average of the mean PMS
scorvs for females in the PDM groups apd the mean
PMS score for females in the control group will
exceed the difference between the average of th
- mean PMS scores for males in the PDM groups and the
sii.4 mean PMS score for males in the control group.

To -test this research hypothesis, a test of partial interaction

Wﬂ‘ﬁtﬁﬂUirUdrfgrhepGQﬂB(fUCiiOﬂ and analysis of MLK models readily
allowed . the (researchers to . test  this partial interaction

hYPOthﬂllii. R e .l it : ' Lo
FullﬂﬂLR Model

[

.. The full MLR model used to test the partial dnteraction
hypothesis ‘contains the interaction effect “gutween the two
independent variables=-instructional techniques and gender. There
were -four instructional techniques and the two levels of gender.
The full MLR model, which is a fullrintgraction model , was:

oy mautbyx +by + by x g+b,x %
bb X g + Lb X b 3 X 9 4+ ¢

HESSE O
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-where?

'y = PMS score for each student . : _
if student in DST group and temale, U otherwiso

x; = |

x; = ] if student in ‘SJA group and female; O otherwise

x5 = 1 1f student in NGT group and female; U otherwise

x4, = 1 1f student in Control group and female; O otherwise
Xxg = 1 if student in DST group and male; O otherwise

%, = 1 1f student in SJA group and male; O otherwise

x9 = 1 1f student in NGT group and male; 0O otherwisc

Xy = 1 if student in Control group and male; U otherwise

a = constant term
e = error term
u - unit vector

7 : " N »

It‘is interestinb to note that thelkz value of this full model
will equal the R2 value generated by a oneway ANOVA of the scores
~of the eight groups, . | | | | |
Since the computer prograe esed to compute the peramete}s fd?
the full MLR model includes a enit vector; Ehe variable Xy was not
1ncluded in the model.‘ Thus; the value for a—the ‘constant
term-reprelents the mean PMS lcofe for the males in the control
group. The‘bl value represento the difference bctween the ee;;(
. -m‘:." AL

PMS score for femaleo 1n the DbT‘ grou;: und the value for the

: T g r4
rCr l.‘,h v' ,;

conutant-term 8, which is the mean PMb lcore fef males in the b
control group. The other b values contained in the full MLR model
would be 1nterpreted 1n a limii;; ;ae;i;ﬁff-$ : e
Resteiction
The restriction made on‘ the full .model to obtain.ﬁfﬁecw
.restricted MLR model required- that the difterence between Ithe
average of the mean PMS scores of the females in the PDM groups

L} .
and the mean PMS acore for females in the control group be equal
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N

m‘

erence betwetnhthe aVerage of the?mean PMS scores , of

to theﬁﬁi
the males in the Phﬁ groups “and “the mean PDM ‘score for;males;in

MR ‘ i L Rt A ST RSP L ) .
¢ 5 UG S A

“the control aroup. Thus.<the restriction was. sl e . ; ‘

Fle T, N N

\ Doe. 3 - " o
. LR R R CRE S :’& M:--.!::' 45 hed b e . . ) *
by o "

(b + by + by)/3 - bym by + bb + b;)/3 W g b

¢
iy

The left hand side’ of - the restriction represents - the
I . R I R T . ‘ ] "3

i by

difference between the PMS mean scores of the females assigned to

the PUM groups and the mean score oi the femslesrin the control

SR o

group. The right- hand side of the restriction‘ represents"the

Y i d

difference between the average of the mean PMb scores for mdles “fn

B T4 e £l iy ; :
¥ i R Hox qyg _.\_,;g, “!,E? 1_\,@\ ,li r o B : B '.é‘

the PLM groups and the mean PUM score for the msles in the control;“

' M v [
L A R | ‘
e

grou Pn _ . _
. g "f':\,:{ T "’:U_e'j" T AT ;

Again. it is interesting to note that in view of the fact

; « ,-#-N. r.;' L T N O LT .

that the R2 value of the full modcl corresponds to the Kz value

ﬂ"’i*/

?

that would be generated by an AhOVA of _the scores.' this”

(S L A el IR i . 2

restriction can be thought of a8 a contrast of the eight grOup

FLA " LD N

means . 1he restriction lpecitics the contrsﬂt. williams (197b

BEO e ¥ ¥ # R
"

and 1979) diacusued the use of MLR models to conduct contrasts ot

DL | o g : *
il 'i:"

group means.

The reatriction csn be more cleurly explained by reierring to
a gruph of the interaction eifoct betwuen the instructional
methods and gender, which was estimated by the‘ regression
coefficientsJof the full MLR modei. Gender was placed along the X

axis of Figure l. Recall that cach of the regression coefticients

of the full MLN model represents the diiferences between the mean
i
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REGRESSION | o b, (san)
COEFFICIENT - - - § . - . D /
VALUES FOR 4 = _
THE FULL . : S | /
MLR MODEL '
: E 3 | . | /
2 / ® b, (NGT)
/' /7
v
1 /s
b, (DST)
| r o _-on
0 (CONTROL)
el sy -
7 ST
7 '
-1 (NGT) b 7 '4’_ S~
‘Tiby e / "~ ¢ by (CONTROL) *
(D3T) Py @ s
. ¥ . / “ SR e SR T S Y e DR
-3 | | ' -

" male - .+ female. -
" GENDER

Figure 1

»
Interaction Effect Estimated by the Full MLR Model
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- PMS scorc”for‘a“g;%bh-instrué;ional'gfoup and gender, and gy,

" PMS scorc7fo§uhalcs‘1n thqiéONttol group. Thus, the Y 4,5, of

~control group. - - ' ;

mean :

Figure ! repreéénts the ditterences in the mean PMS scores of the

various combinations of groups and gender, and the value for the

'
"

constant term gﬁ'which is the mean PMS score of the males in the ©

i

b _
In Figure ] the distance between average of points bl' bZ and‘

by, and point&ba represents the difference bctween the mean PMb

scores for females in the three PDM groups and the~mean PDM scorgﬁ

. - § %

for fémaléa;in the control group., The restriction.requires that -
‘q g .

this distance equal the distance betwcen the average ot po1nts bs, .

bb and b7,and the 0 point, which is the difference between the .

average of the mean PMS ‘scores of the males in’the PDM groups and -

o, -il_ “u, e ’K

“, “Y
the mean PMS score for“ma1e¢.1n7the-control group.

¢
‘l

. L N \ (
Ps Reﬂtrictod MU{ MOdel %‘

] ' ‘_.

The restriction was manipullted to facilizute the placementj

of the restriction on the full model as follqws:

(bl + bz + b3 - b5 - b6 - b7)/J - b“

Rl -

Thiv restriction was placed into the tull model .as follows:

y = au +°b x| + by xy + by xy+ ((by + by + by -
bb - bb - b7)/§) X4 + é 5 + b X¢, + b7 Xy + e

Multiplying the rentriction by % and collecting like regression 5
coefficients produced the following restricted model: |

y = au + bl (xl +§54) + b3 (x2 +j§4) + b3 (x3 +3§A) +
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by (x5 = 2+ by (xg 7 XD By (%7 = 1) teo il

To facilitate the analysis of the restricted MLR model by the
computer, the following variables were calculated:

Xg = x) +x,/3
Xjo = Xp + %,/3
Mpmxew
X2 = xs'-:x‘/3 | |
X3 = xg = %,/3
x14 = Xg = %yl
Thus , the restricted model took thc fermé

y-lu+b9x9+boxlu+blx“+ : .‘
IV RITRA NI R RAITRITRES .

Due to the nature of the restriction, thie reetricted model

requiree thet the difference between the everege PM& scores for o

tfemales in the PUM groupc and the ‘mean PMS lcore.of the feualee in’ . .,

thc control group be equal to the difference betueen the average”fr‘:‘

I

of the muan PMS scores ot the malel in the PDM groupc and the ueen"gﬁ

PMS score of the nelel in the controi group.

F) t

Test of the MLR Modele

MW’W‘
4 .
G e et

To determine vhether i data: eupported 'ih?f releercher}c'
hypothesis , an F teet of the difference betwien the' K2 yalues oi
the tull and restricted models was roquired.éitne r;euire of the
anulysil ure prueented in Table 1. Since-the.reseerch hypothulio
wus directional, the critical F vaiue of 2,75 for the alpha leveli

1]
of .05 corresponded to the critical value of a directional or
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onc-tniled teat. The i test revealed that the calculatcd t value

N I . ‘i ‘ R Db

of 6,02 did exceed the critical F valuc of 2 75.
n.'.,g» g N K . - - ’ 15"5.'

tven though the calculated ¥ valuo excecded the critlcul
value, the researchers had to check the slgns of the regression

coefficlents contaihed in the. restrictlon betore 1( couid Jbe

determined uhether the directtonal research hypothesis - was

supported by thc data. That ls, the difference between the

N - " P

averabe of the ‘mean PMR ‘8cores tor females in the PDM groups and' 

the mean PMS score for the females 1n the control group had to‘.

AP RE ¥ ¢4 BT ,..Aﬁg,_su‘;w HERN S SN

exceed Lhe ditterence between the sversge of the mean PﬂS scores

for males in the PDM groups snd the mean PDM score. for the males“
in the control groupe .. .

The regression cdefflcient.vsldés for the full MLR model were

as follows!

bl - ,78 ' b5 - =1,59
bz - 4092 bb - -3022
bj » 2,07 b7 -« =],07
b‘ - -10“7

To support the directfonal statement contained in the research
hypothesis, the left-hand aide of the rveatriction had to be
greator than the right=hand aide of the rastriction. That is:

(by + by + by)/3 = by > (bg + by + by)/3
The regression coefficiente indicated that the value of 4.06 for
the lert-hand aide of the restriction was indeed greater than the
value of =1.96 for the right-hand side of the restriction,

. »
Therefore, the signs of the regression doefficients as well as the
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. NUMBER 2, wm'ren 1907

Conducting an 86variable Factor Analysis
on a Small Computer and Preserving the
Mean Substitution Option

lrvin Sam Schonfeld
The City College of New York and
" New York State Psychiatric Institute
Candace Erickson
, . Columbia University
College of Physicians and Surgeons

Abstract

This paper shows how we overcame limitations imposed on us by the memory
capacity of the relatively small mainframe we used in conducting a factor
analysis in which means are substituted for missing values. Insufficient
memory did not permit us to employ SPSSX, with its mean substitution feature,
in conducting a factor analysis of 86 variables reflecting ways in which
parents cope with the hospitalization of their children’“:Instead, 'we employed

" a two-step solution: (1) we ran SPSSX Condeacriptive to create z-score
equivalents of the 86 variables and recoded ‘the" 2 'variables' ayatem ‘missing

values to zeros; (2) the output of the Condescriptive run constituted the
input of a BMDP P4M factor analysis run,: "
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;@ " Freguently rescarchers who choose to conduct factor analyses will takv.i;i.i'
dvnntngo of software available in the SPSSX (SPSSX) package.  There awro,l xiﬁ:ﬁ.i'
v\ernl advanlngca that the SPSSX package offers over previous rc]cuqu.«ﬂ\wﬂj
SPb\X can handle more variables and it can substitute means for missing -
;yalues. The latter feature is helpful because with it a case is not deleted
‘iwhen a missing variable is encountered.

“ - A disadvantage of SPSSX is that it uses a great of deal of memory. This
%disadvantage came home to us when we attempted to factor analyze a data set

.?consisting of 86 variables and 27! casesl. The variables consisted of |
:parents' responses to 86 of 173 questionnaire items describing behaviors

i Eadults use to cope with the problem of having a child in the hospital. . .

?Subjects' response choices ranged from "not at all" (0) to "very much" (3).

%Examples of coping questionnaire items are presented in Figure 1.

- 1f we were to permit the program to delete cases with any missing .
}values. our data set would have been reduced substantially., Of the‘27l cases
51137 subjects, or 51X, had no missing values; therefore, we would have lost 49%

e ‘AM

of our subjects. The loss of subjects would have been extremely waatefuli ﬁﬁ
~since about 27% of the parents failed to complete only 1% of the questionnaire
items; 4%, 2% of the items; and another 4%, 3% of the items, . About 11z of the':

parents failed to complete between 4 and 147 of the items. We therefore ;gﬁj

- elected to use the mean substitution option in the SPSSX Fh°t°fup?99?d9593}“~

Fr
‘order to avoid subject loss. \ ' ol N
Unfortunntuly the four megabyte IBM 4331 computer we uscd at New York f-

| State Puychiatric Instttute did not provide sufficient memory.to-exegute the

s

job., The program listing returned the "insufficient storage" error message,
. : I LM

guw think our solution to the problem might be of interest to readers who face

f similar storage obstacles to running large factor analyses and other
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_statistical procedures on - small systems. In order to deal effectively with

package that uses computer ‘memory more economically than SPSSYX, S

The data originally resided in an SPSS system file (Nie et al., 19?;)
Since §2§§§ reads SPSS system files, we wrote an SPSSX program to read the
system file. The program invoked a series of procedures the firat of whicy
the Condescriptive procedure, created a new set of 86 variables (ZV1 to |
ZV86). The 86 new (2ZV) variables corresponded one-to-one to variables (V1
V86) in the original dato soﬁ.‘ Each new variable was thé equivaleﬁt to tﬁé
z-score transformation of the correspondipg"variable in the original data
set, 'Thé'Condescriptive'procedure assigns 'a system missing value to any
(ZV) variable when the corresponding old variable is missing. Thus a paij
who oid not respond to questionnaire item V30 would receive a system miooing
value for new.variablo ZV30, Immediately after the Condescriptive routipf
invoked the Recode command was employed to ‘convert all system missing vgrﬁgs
in the new (ZV) variables to zero. The Rooode command in effect substitoret_z
means for missing values since zero is, necessarily, the mean of a set of
z-scores, Next the Write Outfile procedure was called upon to write’out;all
the new (ZV) variables into a raw data file, Figure 2 depicts the §2§§l\

program that operated upon the original 86 variables.

BMDP (Drown et el,, 1983) provides the uscr an economical alternoti ¢

SPSSX. When the user runs a BMDP job.'oné program out of the BMDP library.

programs is called up. By c0ntrast. when SPSSX is run, the entire SPSSX
library of programs is called up, The advantage inherent in the SPSSX
approach is that multiple procedures can’be invoked in a single run. The’:

disadvantage is that a great deal of mémor}'is required to store the P?OSﬁf@lﬁ
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Figure 1
Circle the number that corresponds to the response that best describes

your experience in the last week. If your child has been in the hQSpital

for less than a week, circle the number that corresponds to the response

that best describes ydur experience since your child entered the

hospital.

‘very - pretty - just:'a not
TS E P ﬂf%f“amuch fﬁuch;zfﬁlittlej;at 8ll
WA LBt et e GRS L .-:;=-f.ﬂ-fs'@a,«,»:s-eis,;a}é.-w:f, Wi
-+ 1 think the doctors have made a mistgke;g'yggh&3@§f¢ Cen ; £ TSt gy

and that my child doesn't really»need"

to be in the hoapital.........uuu..;.n-. 3 2 lpﬁ;"o "
2, 1 watch myself doing things, and it

feols like I'm watching someone el86isivvees 3 2 1 .0 .
3. T want someone around to hold or |

comfort ﬁoucoo.c.ouou|coo-uo|lclouun|o|cuoa 3 2 1 0
4, Something ironic or humorous usually |

br'ﬂk. th. t‘n'ion.“.l....ll.ll.l.llll‘l... 3 2 1 0
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| .Figure 2
B ~ SPSsX program to ouﬁput data
g‘c_;oam;:ﬁ“'r - -'sr>ssx PROGRAM TO OUTPUT DATA TO BE READ BY BMDP PROGRAM,
FILE'-HANQLE SYSFILE/NAME="HOSP SYSFILE A'
FILE HANDLE ZDATA/NAME='Z DATA A'
GET FILE  SYSFILE

COMMENT ‘**********************##********#*********#*********************f

' THE PURPOSE OF THE NEXT 6 STATEMENTS IS TO INCLUDE ONLY THOSE
- SUBJECTS WHO HAVE FEWER THAN 20% MISSING VALUES ON ALL 173 VARIABLES

L T T SO

DO REPEAT A = V1 TO V173/B=CT1 TO CT173° =~ R ot
COUNT B=A(9) |
END REPEAT

COMPUTE  TOT9 = SUM (CT1 TO CT173)
COMPUTE ~ TOT9PER = TOT9/173 I |
SELECT IF (TOT9PER LT .20) - ~ - ' wtows

COMMENT ################*#****#*##*********#;******##*fﬁ**ﬁfﬁfﬁ#*##}**ttt;
THE PURPOSE OF OPTION 3 OF THE CONDESCRIPTIVE PRbJC'EDURE."IS T0 CREATE A

SET OF NEW VARIABLES, 2V1 TO 2V86, WHICH ARE Z-SCORE mnsmkmno&s@rﬁ

OLD VARIABLES, V1 TO V86. WHEN A SUBJECT RECEIVED A MISSING VALUE FOR

ONE OF THE OLD VARIABLES, S/HE IS ASSIGNED A SYSTEM MISSING VALUE ON THE

- CORRESPONDING NEW VARIABLE, | | |
*##*#*#*####*##*###**######*######*#*t*#*####*######*######*##*##**####*#*#

CONDESCRIPTIVE V1l TO v86
OPTIONS 3
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' *é”Figure 2 continued )
COMMENT #tt#ttt##ttt#tt#t#t##ttt##tttt#tt*#ttt*tttttt*tttt#tttt##t#ttt*t#ttttt
THE PURPOSE OF THE RECODE ST%TEMLNT IS TU CONVERT THE SYSTEM MISSING
VALUES FOR THE NEW ‘ZV' VARIABLES To Zgros. ' =% =
t**t*tt**t*t*t*t*tttttttt*tttt*ttt*ttv*tt*t*vtt**Qttv#*mttvvttttttttttvttttt
RECODE ZV1 TO ZV86 (MISSING = 0) '~ A Rl le sk 1 T
COMMENT *******t**t***#%#***ittiti**hii*;*iii#4*#**#%*3*#*4*###&%#tttt*t**ff#*

{ A
RECTANGULAR DATA FILE THAT CAN BE READ BY A BMDP PROGRAM

tt*ttttt**ttttt*tt*tt*tqtttttt**tt*tttttttt*ttt**#t#*##*tvtttt*ttti#t*i#v##&

THE PURPOSE OF THE WRITE OUTFILE STA’I'Bﬂ'NENT IS TO WRITE our A

WRITE OUTFILE = ZDATA TABLE
/ZV1 TO ZV6 | o
/ZV1 TO ZV12
/2V13 TO ZV18
/2V19 TO ZV24 |
/2V25 TO ZV30
/ZV31 T0 2V36
/2V37 TO ZV42
/2V43 TO ZV48
/2V49 TO 2VS4
/2V5S TO ZV60
/2ZV61 TO ZV66
/2V67 TO 2V72
/ZV73 T0 ZV78
/ZV19 TO ZV84
/2V85 TO Zv86

EXECUTE

FINISH
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A .

4“:;-.?-... 1T

we'qgegted a. two or a three“megabyte virtual machine.< We, therefore, electe

: t.at ey Ay PRSI wl (&t»ix-ls» AY Ay

to use the output of the SPSSX Write Outfile procedure. that is, the . coping

v
..-‘ o d

1nput for the BMPD Factor Analysis program. P%M. “We successfully ran BMDP P'

with storage defined at l 5 megabytes. Figure 3 shows the BMDP factor

- i

analysis program.: S a1 TR

Al ™ -
« ) Y . e,

"'\'?h L\. d-n-‘)ﬂi‘. . Bl "‘_ ,:= .‘ ' ‘ R N N - N ,
We thus oyercame a disadvantage of the BMDP Factor Analysis program,
w e e MALE SN T 5 ) ST S P
namely, EhatdfﬁM does not include a&mean*substitution option.“ The 11sting of

the BMDP program provides a check on the adequacy of the procedure Just

employed. The listing included the means and standard deviations of eachiZVe

variable. The listing showed that each of the ZV means was within rounding

-+

one.
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Fisure 3 : 'ff“'-uﬁ G
G iy T Y :.i~j R R EE R L o e

' SRt SRR s L
BMDP program to read output from SPSSX program and perform the factor analysis

' ‘ "i” i'f;“‘ i 1 l k S ..‘w by ,Lw.

COMMENT BMDP FROGRAM TO BE RUN UNDER PAM ;_‘ N g ;
/PROBLEM  TITLE IS 'HOSPITALIZATION s'rum' )
/INPUT VARIABLES ARE 86,

FORMAT IS FREE. )

CASE = 271.
/VARIABLE NAMES ARE ZV1 TO ZV86.

USE = 1 TO 86.
/FACTOR NMB = 10.
/END “ -

DATA IS PLACED HERE--
{ Vi sw
\
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Footnote

. .
We recognize that it would have been desirable to have perhaps 130

'\=5 S ‘s‘

additional subJects 1n conducting tho factor analyaia. Actually the factor
analyeis was not our primary vehicle for studying the ways parents coped with
having childrén in the hospital. The factor‘analylib was conducted as an
adjunct to and a check on a more important set of analyses we had performed
earlier. In the earlier analyses we constructed a priori scales by combining
items clinical experience suggested went together. Typically, the scales we
constructed had satisfactory internal consistency reliabilities as measured by
the coefficient alpha. Generally, the items factored in ways anticipated by

our a priori scales.
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' The Use of Multiple Regression in Evaluating
Alternative Methods of Scormg Multlple Choice Tests

Gerald J Blumenfeld
Isadore Newman
The University of Akron

Echternacht (l972) has reviewed a substantial body of 1lit-
erature in the field of confidence testing.  Confidence testing
refers to methods of weighing responses so . as to reflect the
examinee's belief in the correctness of the options selected.
The intent is to maximize the amount of information gained from
a given set of test items. Lord and Novick (1968) state that
»maximizing this information involves the manner in which the
examinees respond to the items, specifying‘an item scoring

i

rule, and combining items scores into a weighted total score.

Coombs, Milholland, and WOmer (1956) and Ebel (1965) report

* ST R §

higher reliabilities for the confidence testing methods they

vq«[. “‘“,.?;' L

employed when compared to traditional scoring procedures

“Echternacht's review (l972)suggests that while higher reliabili-
ties have been found, some researchers have reported lower
roliabilities (Hambleton, Roberts, and Traub, 19703 Jacobs,
1971; and Koehler, 1971). | -

In most studies only increase in reliability has.been used

to evaluate confidence testing. Minim#l attention has been

Presented at the American Psychological Association Convention,
at Montreal Canada, August, 1973
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v

mates of validity. Only the initial exam of the first three

specific examples of how multiple regression analysis could b

\r " )
R SEAE 40 A U . )

used to analyze item discrimination, item validity, and test
validity when confidence testing is employed. Current prac-
tices tend to utilize apriori scoring formulas rather than

maximize the predictiveness possible with the obtained data.:
We will also’ suggest that the application of these methods |

may requirthhe‘deVelopment'of multivariate techniques for

'assessing test-reliability., =i "

PR L ey, v : L
Method. Data Collection
S o gm .‘
Subjects and Measures. During the spring quarter, 1973, two!

sections, 40 students per section, of one of the author s

‘ﬂ" h)’,".;' R A

undergraduatertest and measurements classes were used to col-

. : .
f - ’ : (‘b;

lect the data reported. Students were required to pass 25
M-C item exams covering objectives from each of 6 instruc-
tional modules. Each module included initial and remedial

i t)'l

exams. A score of 80 percent correct was required. A teaching

Yop i

projoct was also required, and two of the assignments associated

R

with that project were used as independent criteria for esti-

modules was used.

Modules 1, 2, and 3 involved a) types of tests and classi-

fication of educational objectives, b) objective test items,

and c) anecdotal records, rating scales, and check lists
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{including the analytical scoring of essays),.respectively.%
The two assignments used as, criteria for assessingﬁvalidity...
were 1) the precise statement of a "higher-than-knowledge"'v:
behavioral objective, and 2) a three-column table(containing o
a) a higher-than-knowledge behavioral objective, b) a descrip-
tion of an instructional procedure appropriate for the
objective, and c) a measurement device which agreed with both
the objective and the specific instruction proposed. | |

- Success in developing such a three—column table is one
of the major objectives of the course. Therefore,'use of these

project scores as a criterion for assessing the validity of

the exams,is appropriate.

LI

Scoring Procedure."Students‘were required to respond to each
four- or five-option multiple choice item twice. They indi-
cated the option they thought least likely to be correct. If

the correct option was_ selected as most likely to belcorrect,

v 0o
A A s ‘

the item was acored two pointsa if the correct option}wa%i
. g K

selected as least likely to be correct, the item was scored

: ».,\ it 5?? :,zwt..,:,;-,w oo

zero pointse; if the correct option was neither selected as

a Rk T n 3 1 9 &’ﬁ ‘*;i-s?,‘iw*’i}f“ S * W e
most likely correct nor least likely correct, the item,was‘
Sy T B 7 LR AR

scored one point.

SR L e gy oy
The statement ofabehavioral objective wasws"colred on a
zero to five point scale. The objective had to be”stated in
behavioral terms to receive at least one point. Inclusion of
stimulus conditions and required standard of excellence added
one point each. If the objective was at» the higher-than-

knowledge level, this received one point and the omission of
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‘any ireference to instruction received .one point.

x‘ V?f& "..-a- 'Ngv.’ ™~ .
The three—column table was scored on a zero to three

-

‘point scale. The objective had to ‘describe a higher-than-
knowledge level behavior or task to receive at least one ]
‘ipoint; If the proposed instruction agreed with the Objectlve'
a second point was awarded. If the measurement  procedure T
and device agreed with both the objective and the instruciw
tional procedure, a third point was awarded.
The authors scored the objectives;and the three-column
*tables independently. Disorepancies were'discussed'untii?g
common score could be agreed npon.l The independent scoriné
resulted in agreement on more than 80 percent of the papers
.Discussion was needed on the other 20 percent.

i .

Results and Discussion

wbalidity estimates were caloulated on two separate
criteria. The first criterion waa objectives that the
students wrote which received grades ranging from 0 through
5. The second criterion for validity estimates was the
students"project score. This project consisted of writing a
behavioral objoctive, describing how the objective would be
taught and how it would be tested. (See method section for
_more details)
| Validity estimates for each of the two criteria were

“calculated four different ways. These four methods were

applied‘to each of the three tests. The first method (the’

[ T

L Py
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traditional method) simply correlated (r) the subject s total

g
score on each test separately with the score they received

on criterion one: (objectives). Under this condition, the-
test scores were arrived by traditional grading. Each item was
graded either 1 if correct, 0 otherwise.

The second method was identical to the first except in

this case each test item was graded in the experimental manner
=To) that the subject could receive for any one item either 0,
l, or 2 points. (See method section for further details).
Here, as in‘the first method, r was used to obtain an estimate
of the predictive validity.

The third method used a multiple linear regression pro-

cedure to estimate the predictive validity for the experimental
procedure.l This method differed from the second in that in

the second method, each student received only one total score
for each of the tests. This score was arrived at by summing

the total points earned on each test, separately. In“the third
method, instead of having one predictor variable, the total

test score, three predictor variables were constructed by ﬂfn
taking a frequency count ‘of the number of questions each student
received full credit (2 points) for, the number of guestionsﬁ
on which each received partial credit (1 point),vandﬁthet’@sfﬁ
number of questions on which each received no credit“(Oﬁpoints).
In this manner, information was collected on how many items'’on
each test each student received full, partial, or no credit

- )
for. This information then was utilized in the following

equation:
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. alx1 -+ a2X2 + a3X3 + El

o
FiN

TETI B P ewhere‘Y1~= the score recelved on the. Objectlves

R ;f'?vxxl = the number of 0's each student
L : L received :
o . X9 ﬂ‘the number of l's each student
T S received =

X3 = the number of 2's each student
received

T U =1 if the subiect is in the sample,
mear{ e L Ly 0 if otherwise

tievso - cag, aps X3 = partial regression weights,

' Ey = error vector (Y¥3-Y;)

g vﬁ GRS LGS e TR ) b ' e
} - Method four was exactly the same as the third method .
.i;' .?’-kah‘f e i r ATy :.J

g T8 .
except thﬂi—ﬁ_ce:;eetion for shrinkage was calculated for th
fi? <w:$ ‘ 1“‘«; Sy :

.'multiple regression formula. The Bhrinkage formula used was
g o 3’« . { g : e .
Rz = lfﬂ “1 Qz, N-l o
n@:ﬂm~: b e “mtfinﬁ. N- ' co .

fe;_;;'gﬁhe:ej_ R%s = the corrected shrunken R?

.\RZpg?NFhﬂ calculated R? | | |

N _ . = the number of'indqpeqdent observatioﬁs t;

G K = the number of predictor variablee  | .;

Methods one through four were duplicated exactly using

as the criterion, scores on the project in place of scores ...
obtained on the objectives. These results are presented in

Tables 1 and 2. : : AP E y
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Inspection of Tables 1 and 2 indicates that method two

produced a higher predictive validity estimate than did ‘method

one, four out of six times.” (This was found not to be sig-

CEREE S N 3
',fri £ ‘l}_be ((,‘;’”Riﬂ):}

nificant as a Sign Test was used) ‘ Method three, the employ-

- .t._.‘,.(' B e i b
EWAIN J5 7 1 “S,ﬁf« H l a; L G

ment of the multiple regression ‘technique, ‘was found tofﬂ'*
oroduce higher predictive validity”estimates§€hgnwboth methods
one and two, six out of six times.“ This was considered -

T “.'.‘_K', e

significant since the probability of the Sign Test was_!?””

i 54 *'of' )M s .
L o v sl by it ég

p = -0156.& Method four, in which ‘the 'R wasucorrected for_‘fi"

shrinkage, was also found to produce higher predictive validity

b ,’(,1 f,_,‘

estimates than method one, six out of six times (p ='.0156) and
higher validity estimates than method two, five out of six |
times (p = ,0938). This was found to be non- significant at
alpha = .05. However, one should keep in mind that the
Sign Test is highly conservative.‘ } |

Seventy-five additional analyses were computed in which
each itemf(25‘itemstper‘test, on three tests) was used as
the predictor variable, predicting the scores on the objectives
using methods one and three (traditional scoring and experi-
mental scoring 0, l, or 2, respectively) Another seventy-
five analyses were computed exactly the same way predicting
the project score.’ The’results of these analyses can be found
in Appendix A. They wore not presented in the body of the

paper because Tables 1 and 2 are conceptually a composite of

all of the separate analyses which are of most theoretical

and practical importance. ; N
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In addition to estimating the valldlty of the experlment

grading procedures compared to the tradltlonal procedure’?ﬁ?f

"1»1-

predicting the two criterla (ocbjectve and project scores)
;tem dlscriminations were calculated for each of the 1ten
on each of the three tests, comparing both the tradltlon;f

and experimental aradina.

Item discrlmlnation for the tradltlonal method was calcu—

manner.
estimates for each of the three tests.-

Item discrimination was calculated for the experlmenta
s
“method by using multiple regression’ analys1s to predlct the
. total score for each separate test. These total scores were

% SN

arrived at by using the experimental grading system (0, 1,%or
- - AN

2 points) and summing these scorea for all items to get the

total for each test. The predictor variables (the exper1¥
. L L]

mantal score.or 0, 1. or. 2 for each item,was placed 1nto one
4 P 4

of three vectors as shown in Model 2. '
Mndal 2: Yo ™ anU + GIX4 + a2X5 + a3x5 + Ez

Where: Yo ™ the total score for Test 1 using :
“the experimental grading procedure

.X4'-'i‘if the subiect teceived no p01nts
- for item #1 on Test 1, 0 otherw1se

X5 = 1 if the subject received one point .
for item #1 on Test 1, 0 otherwise

Xg = 1 if the subject received two poinst
for item #1 on Test 1, 0 otherwise

U = 1 if the subject was in the sample,
0 otherwise
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+1lg, a1, ag,:83:%, partialyregression weights

Ez = _@rror vector (Yz iy Y2) CYREENY I R 4 i ke

i VR r’w y \u‘ *“?* ": 4 lm‘;g’;* RS
Seventy five such models were calculated, one’ for each
R E R ERIERTT R R e R DRUR E R
of the twenty-five items on each of the three tests..
“1.7 ‘P"i‘* WAy Q&"i 'Q;J'x"izw 7 ;r{} : 3 PREETY é "
The results of the item discrimination analyses calcu—

..1

71,&.,. i kf ;;'_ m} \ ,gu . ?.’n

lated for both the traditional and experimental grading systems

i Sefevfig o 3L *jf» IR -
are presented in Tables 3, 4, and 5. Table 3 presents the
Eﬂ._i‘ig- i‘” n' ,‘ & (« oy .; v {:, E‘Z "‘IY‘ 3 .—’ m&‘}}(‘f g, ,(“M ‘ "‘? ﬁz }“ \H’
item discriminations for the twenty—five items in Test 1. As
e .k‘.ﬁ-’- g G ;p . Ky :‘y oAy '& it bﬁ_"{h )“{" 2‘ ’* g" \ﬂ" .. '

can be &xm, when comparing these methods, the experimental
I .‘ '; A V“’“‘f‘wj \-‘k‘-.“:*u ;

method produced higher absolute item discriminationiﬁvalues

$ i" ”‘3..«.%*”'#’ .
fifteen out of the twenty-five items on Test 1 (Sign Test ’

CTSBEN, L

not significant).

Table 4 presents the item discriminations for Test 2.'3
Here the experimental method only produced higher absolute o
item discrimination values ten out of the twenty-five times.
(Sign Test not significant). Table 5 presents item discri-
minations for Test 3. In twenty out of twenty five item |
discriminations, the absolute value was higher for the experi-
mental scoring procedure. Unfortunately, one cannot truly
interpret these item discrimination results since the computer
program employed for calculating R only prints out R2, 'To
arrive at R, the square root of R was taken; therefore, all
of the R presented in Tables 3, 4, and 5 are positive values
and we did not determine if any of these values should_have‘
been negative. Since negative item discrimination values.are

. R
not desirable, and since we could not discern which items, if

any, should have been negative for the experimental method of
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,;grading, the’ results in Tables 3, 4, and 5 should be looked

’1«

at cautiously.. (However, one shouldlxme that only 2 items of

the 75 scored traditionally produce negative values)

Since the experimental method of grading required that
the students respond twice to every test item, it was felt
Uthat this method may have produced a different testing Situa;
tion which would result in different overall test scores.
This was originally hypothesized by one of the authors whil
administering the test. He observed students verbal and ..
non-verbal behavior indicating that they found the experi-
mental testing procedure to be much more difficult. In the”
summer, 1973, to check on thislpossible effect, the authors

randomly assigned the two different grading procedures to

m x

SS U R:‘LI ,_y Bl . ¢ >,

4
and measurements. In each section, half of the students were
o BRSER /V‘}'? o : o

taking the test traditionally and the other half of the

‘—;F

students were taking it experimentally. Both tests were th:

graded, using the traditional grading procedures. These

PR

results are presented in Table 6.‘ |
~ The mean number ofright answers for both procedures wa

approximately 18, and the standard deviation for the tradi—
tional procedure was approximately 3 4, and 3.0 for the :

F

experimental. These results indicate that the two procedures;

are not producing different testing situations.

The results of this study may have been unable to fully

demonstrate the potential increase in effectiveness of the
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experimentalgrad;ngaoverQ;heyyfgdipignalﬁmethod,bgqqggq,some
of the validity .v.criter_ia:-'-s.<<_>bjec._t_19ésu\-aanq'.=-p_.:’:séjeg,t).;:-y,.eir,,e,;;;,lf.q_,s.;;-;;l:.
This loss was partially.due. tb#the étudénts-béing'éiQén' |
access to their projects, which resulted<in some just taking oty
their project. A quick.evaluation: indicated thatithe,projects

‘that tended to be taken were- the ones : receiving}theXIOwest @i;

test grades. This may have seriously.affected‘oqrgggggggqgéd_
scores."Since'our;theoretical«pogitiQnQWAqg§h§3;§h§ké§geﬁi;d
mental method would;be,moreESensitivggindetegg}ng;péig{gkgﬁg
knowledge and'would-therefore“be‘hetterjablehtojde;ehp3g1§?ﬁ;
fering ability levels, then restricted ranges wohldfsgy§£§¥¥§

handicap the experimentai method's ability;to_dempns;:atggﬁm_

its effectiveness. -

et

One should note when reading the results,thatlshrinhage
estimates were employed for .the total test validity results,’
but they were not calculated forkitem;validiEies_thatmwere
reported. This should be taken into account when intqr-
preting the results. The item validities can be found in
Appendix A, and it was felt that the total test validities
wore of greater importance.

One should also note that the item discrimination using
the multiple regression procedqres were not corrected for
shrinkage. This was not done because of a time factor but they
theoretically should be calculated._ However, one should also
consider that the stm\dazd method (r) used to calculate dtem -
discrimination and item validities have npt been, and generally

are not corrected for shrinkage.
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Another‘considera%ion%%%s

?!?"t

lointed out by Uhl and
Eisenberg (1970)¢ana-Newman&11973), ‘is that there are vari=-
ations between’ shrinkaqe estimate formulas. ® Wherry's formu
which is most’ commonly used, was employed for calculating
shrinkage estimates for ‘this ‘study. One should consider~;
using Lord's"11950)’formula for a shrinkage estimate for -
both R and r.

“In this study, ‘an attempt was made to develop a multi-is
variable"” approach for improving item validities. It_seemsﬁ
that ‘if such an approach is;further explored one would also
have toudevelop'mnltiVariable7and multivariatel methods for
determining reliability.' *If '6ne developed a multivariate.ﬁmﬁ
technique ‘for improving item discrimination and item validit
and'stilfauﬁeditheitraditionalﬁnivariable technique for .
calculating reliability, ‘this would be highly inconsistent.
We would'1ike“to*ad9dest”that-a'modification of the canonica}
correlation prdcedure'may‘be’appropriate for developing a ;
multivariate techniquo for estimating reliability which wouﬁg?
be consistent with the approach suggested in the paper for.
improving validity.

In conclusion, we believe that multiple regression
procedures will allow one to maximally use the available .

existing information produced by the probabilistic responses

.‘rﬂ; M .

from examinees to determine validity estimates. The traditioné”
ally-used univariabla technique will only produce one weight

which is calculated to maximize it's prediction. Therefore,
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it is potentially much less effective than a technique that

is capable of calculating a number of separate weights for

PN A
B A AR L L ” ,i:

maximizing prediction. In addition, working with univari-

RS

able techniques may tend to fixate researchers to thinking

in univariable terms, while in ournestimation, multivariate
and multivariable techniques are less confining and therefore
-are more likely to facilitate more creative and potentially
more useful research. We believe multiple regression gave

us the freedom which helped us conceptually derive a poten-

tially useful method of grading and analyzing our results.
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1 (N=54)
2 (N=52)

3 (N=53)

3
ey

Note: See Table #1 for descriptions of meth

Method ‘1
(Trad. r)
.110
.041
.237

‘P“fﬁbléaﬁ

Methéd‘Z
(Exp. r)
37
. 204
1198

121
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'Validity Criterion (Project Scor
Refatee ‘ A RE
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Itens

S I - U I - A S S e

10 .
11
12
13

Note:

Traditional
Scoring

(r)

pt.

.339

.159
.265

.202
.430
-218
437
.437
.260
.212
.282

454

N=75

.425

Bis .

.+ . Table #3° B
. Item Discriminations for .Test '#1 '

Experimental .
Scoring .. -

(R)

.309

.143
.301

297
.356
.281

4317
.340
.087
.214
.293
. .484
441

Items

14

15

16
17

18

19

- 20

21

22

.23

122

24
. 25

Traditional ;.
' Scoring -

(r) pt. Bis.
421
.404
157
.066
.076
275
066
347
.456
479
;:%§° '
&z?éaw

oL [ SR I ’
_ﬁ'ﬂ‘yi&‘n-;“ .

Expériméntal.
.Scoring;

AR)

.489
.381
.261
.103
.238
‘427
179
.320°
, .394

.432

9

“fﬁ}354f

- £l



S “”itéhaDescriﬁinationa for Test #2
e ¢ Trad1tiona1 Experimeg;agfﬁ_ Traditional ExPerlr
- Scoring Scoring = Scoring Scor:

Items = (r) ﬁf.‘Bis. S U(RY "Items  {(r) pt. Bis.

1 ~.055 - .444 .14 .101

2 .355 L334 15 .150
s 358 . - .309 16 .392 .252
g 437 o1 17 -.040 246
.438 .30 18 .436 'Qéfé
435 sl 19 1318 7;;%2'

226 L2140 21 .585 -.408

v © 3 o6 W»n

| Fidye 337 22 431
10 *.375 .48 23 +417
r¢y11 ' -"foll T 982 24 | .481
12 LY - ,260 25 1133
13 131 .309

Note: N'75

123




I

Table #5 o
Item Discriminations for Test #3

Traditional Experimental Traditional :Exberihéntal
Scoring Scoring Scoring - -Scoring

Items = (r) pt. Bis (R) ~  Items (r) pt. Bis. (R)
1 .185 .180 14 . .206 .441
2 148 .786 15 0 -649
3 .188 .183 16 .285 .333

.27 .553 17 -294 .413

17200 L7570 18" - .315 L8
;402 | 353 ;_5§9,5 379 670
229 794 - .20 -431 i ~ .493

A
P

.370 .766 21, .069

232

O 0O ~NN o U &

| .626
10 .604 . L5217 23 . © 370 . .637
11 .054 .783 24 323 .653
12 , 478 #520 e 25 i > 306 24670669 _.
13 .1s5 78 LT

Note: N=75
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Table #6

... Data from Summer Session 1, 1973\«
Controlling for Testing Situation Effgct
‘ for Sections 1 and 2 Combined: :

&
I ¥

o BT
A s

> Traditional Testing Experimental Testing

Situation ' Sltuation
S 3.4280 ‘ 3'02%9j
X 18.4137 " 18. 1515
N 29, " 33,0

irni.Notes

No . test of significance was run since the data
obviously would be nonsignificant at our . alpha
level of .05. T

i
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APPENDIX A
N B

Item Validity-Criterion: Objective .
 ‘Test’'3 o , B
Pt. Bis. r R R # Pt.Bis. r R R
-.1702 -.1773 .178  .0315 14  .1024  .1544  .195'¢ 10380°
-.1201  -.1201  .120 .0144 . 15 0.0 0.0 0.0
-.0380  .0306 .135 .0182 16 . .1376 .0721  .233 _.0541
.1847  .0854  .316  .0988 17  .1007 .0383 .2011;“Lo463

.0863  .0863 .087 .0075 18 =-.0208 -.0143  .027 .0007
) N s e K

-.0334  -.0806 .120 .0143 19  .1365 1365  .136  .0186
7 .1169  .0764 , .136 .0185 20 .2015 .1244  .264  .0700
8 -.0847  -.1354 . .176 .0311 21 -30156 | .12@7; .118   .021§
| 3117 | j.097}

9 .1913 .2576 . .363 _ .1314 22  .3117  .3117  .312
6 0363 , 41314 #3117 117 2097

0 .1782 .1226  .180  .0325 23 .1278  _ .0277  .292  .0854
1 -.0388  -.0388, .039 .0015 24 .1058 .0226  .149 .0223
2 =.0169 .0657  .178 .0317 25 .1807 .1975  .174  .0327

3 .0072 .0072 .010 .0001
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. Pt., Bis_-‘

-.0644

‘ ff-;z54zft'
C_l0203
2570
w;194i;*‘
1368
 “.0456'
-.0156 1f
;%.0714 N

Al

0465

-.0538
.1315
.3629

-.0661

-.2489
-.0203

2470

.2628
.2256
.097f_
.02233
.1053
.ozzah

.0296
.1817
.3324

3
<¢

APPENDIX A

. 'Test l :

R.  R? "
.006  .0044 14
.256  .0657 15
.02 0004 1¢
257 L0661 17
313 ,0980 18
315 ,0991 19
.224  ,0503 20
05 0025 21
32 0074 22
035 0073 23
082 /0067 24
<242 ,0583 25°
364 ,1322

128

pPt.

Item Validity-Criterion Objectlv ,

©.2081

<2294

.9363
2.0503
.0455
L0156

-.1191
‘-;o;oi a
-.0610
~.0063
12235

.2514

Bis,




Pt. Bis.

.3314
-.1254
-.1502
.0324

-.0569
.05??:
-.0199
-.0246
.169§
m-2131
.0089
-.1261
.0090

r

3314
-.0683
-.140

.1031

-.0537

.0836
-.0072
10761

.1233
.1690
.1639

b} 1525
-01351

.365

121
.250

.248
.106
2107

.076

.187

112
.2og'

«135
«273

© .0146 15

.0615 17

0057 20

S g
.0350 21
052 |
0126 23
N Y

0411 24 -.0605

.0183 25

‘APPERDIR /A

'iéeh”ValiditYACritefion:

‘Test‘z
'R #

1332 14

..0627 16

0113 18
.0148 19

: DTS A
-0027_ 22

=
iy

REEESRN

«0743

129

Pt.

Bis.

1884
-.0993
.0021iq‘
-.0394;
_-.0638;:

.0213

"i;2729”

;1820

-.1850

' Objective

G8F,

.0747

.2537“"

r

0411
.1890
~.0539
1 -.o394dv

3;4

-.1038L
.0849"
.2019'

.H{ il

.0130’

!‘17

.0830

.2010’
.0904‘\
.1403‘

.’R‘ﬁ 3%2 %

.074

'.210

.1$f’.0227
.155 i1018§
.35£:Y;1123
q{‘f;0054

Jed d
T

.303 .0917
~.0441

.105 '.0110
13“{( »

161 10260
»W't

.166 '.0277
.391 ”.1527

.047" .0022*
Afan U e
.201  .0404

Ty w ¥

RGN



~ _APPENDIX A

Item Validity-Criterion~ _ ,Projecﬁé ._
o - Test 1 G

# Pt. Bis. r R R # ’_Pt. Bis. ~r R

.1947 1115 .310  .0963 14 .2463 .2463 246

--0677  -.0064  .201 .0405 15 Q189 0398 L075°7

-1374 1765 227 0515 17 -.2748 -.2415 28170

1
2

3. .1104 L1104 110 o122 1¢ .2119 2342 340
. .

At L S 1 VT FOR O
6

L0719 0719 .072  .0052’ 19 -.1033 .0063“ 179" 0

P

:7:»3-3221, -3222 .326  ,1062 20  ,1080 = .149% .135“ “0

w e

-‘g&qﬂ&0139 .oszav '.140 f%;élssz 21 L0947 .9239: .096""
9.,,:1336  .0928 “-033 ,.t001 22 Los09 .0860  .111 ":.0
1°<;3-21°1 -%ﬁ??i 232 : _ .9538;w 23 ~.1100 .oazz“ [105 ¢ o
11 =.0599.  -,0566 .060 ,,"0036 20 L0220 0666 110 o
¢12,3,-°°?§ .0114f .0002 .0006 25 -.0111 .0017‘* 003" .0(

13 .0899  ,0862 .090 .0081 i
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]

Pt. Bis.

.2512
-.0341
1357 .
.2010
.1623
«2450
1423
-.0340
13040
=-.0965
=-.2525
-.0596 -
1222

Item Validity-Criterion:  Projects '

APPENDIX A

r R r?
.2361 . .318 . .1001
.0635° .296  .0874
.1232" .094 . (.0088
.2119 . .224  .0501
.1524°  .171  .0291
.2555. .242 | .0586
.1423 . .179>g*;032;
.0239°: .233° .0540

27747 .180  .0325
-.1528.. .172 £,0297
-.3512  .230 .0527
-.1635 .193  .0372

.0075  .321  .1031

Test 2

14

- .16
17
18
°19
.20
;;21
22
.23
24

25

131

Pt. Bis.

.1201
1423 -
.0275
-.0038
-.2535

1 =.1313
=.1710
L =.1167

«1175

" 41486
L =-,0747
-00384

.0884
.1923

.0275
-.0038
. =-.1848"

-.0570

-.2092

-.0251

. J0612

;1683',
- =.1095
-.2323

.098 ;0096

.179 ...0321
.0027.:0007;
.047 '.'0022

.189 50357 -
.179 ;0321

.164 </ ,0268
.284::.0808
.098 1740096 -

_;1é7§$f0i62)x
10647401121,

£217.55:04705




 'Pt. Bis.
11656
<i1187

40431 -
’. ..—110;7 -
6:°=-.0371
7. -.1783
éf‘-;0967ﬁt
97140352
.loﬁﬁfﬁégzéfJn
117501744 1
12"77,1258: °
13 -.0455

1
%

3 L0166 .
4.

5

r

.353

- =.1416 :

0
-.0325

1017
-.0441"
-.1009
-.1169
»0946
£2095;.
.1744;

.0858
-00455

Item Validity-Criterion:-

.201

.148
.033
"e211- -
~«101 -
.045
0232
148
«143

174

Test 3

Rr?

0405

~40219

-+ 0445

-+0103

-.0020

025thL

L

'0178':'

«213

1 .0538
(50222
10205 .
<0624 .:
a;:q3b4;%:
25"

.0315
.0455

APPENDIX A .

#

14
15

.16
17

‘18

19
20

21

222

23
24

132

Projects .

+3654
0

.21§0~-:
2274
«1929 .
w1744 -

+1944
-.0455
41744
41379
-.0755
0422
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ABSTRACT

The data are analvud wtth.

statistical determination of whether the 1ndependgnt yariable of 1nteteat hgs: o

¢ oo Lk
SR KB b e“”\ BaR ik

a dlfferantial effect on the two or more dependent variablea._;n':’?" |
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A problem we have encounted .0n several .occassions cao be dealt with easlly

4 b
LT

by,uaiqg gnqintergsting "twist” on multiple linear regreae;on procedures. nTE§¢
problem involves the .determination of whether a given independent variable hgéq_“
different effects on several dependent measures. For example, most recentiy{;
we were asked to determine {f the dosage of a given drug admintistered to
animals 1ﬁjected with tumdr cells had different effects on tumor size and bodf
weight, . To make this determination, we separately standardized each of the
two dependent variables, tumor size and body weight, pooled these standardtzeq
values, and treated the two standardized variables as if they constituted one
dependent measure., The two atandardized dependent variables were distinguished

.....

via a within subjects, independent variable (called Outcome Measure), whicpigg'g;

created for the purpose. Thia within subjects, independent variable had téo

levela which denoted the two standardized dependent variables,.respectively.

stimulate "solutions" for dilcuastonfnpurpoeeﬂr at

Ragreanion Special . Interast Groupxsesaion {Lettnq

«a 2

ragarded as dependent variables. .aEaéhwaasrﬂatan§grd}z§g,ﬁyaqd‘
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atandardized’vnrtables‘were subeequeutly treated for putpoeee of the analyeis
:aa representtng ‘oue "dependent ‘variable.  The five vatiablee were diatinguished
by " considering each variable as {f 1t repreeented one level of an arttficially

created 1ndependent variable, Outcome Measure. -~ = - - 1% f<r%q“‘“b

o TR .yf‘@ﬂ e

""" The ' three dummy variables, ‘D1, D2, ‘and D3, were treated aa- if thé}‘
repreeented one independent variable called Treatment with levela represented
by'the ‘binary code expressed by the three dummies. Using this procedure thei
-iﬁdbﬁéﬂhght”variabld'ais'frund*to have four levels represented by the binary
éa&é&:wwbbo 010, 100 k and 1110 ‘Thuh,”'thé' four ‘levels of the Treatment
':tndependent variable ‘were 0 “2 4 and 8. R R S ey
. o “ Yoy f“ : e ,rs:,‘:{m;“ i ‘ e L S et e

"A4X 5 iplit;pidt'anaiyéie of vartance with one between suhjects variable
(Treatment ‘with four levels, 0, 2, 4, ani 8) and one within subjects variable
(Outcome ‘Measure with five levels, Y, X, U, V, and W) waa performed on ‘the
simulated ‘data.” Treatment ‘represented the independent variable of 1ntérdsr
and Outcoﬁe ﬁeasure reprasented the independent variahle used to dietingufah
the ftve standardized dependent variables,

[}

RESULTS S e

.Thc resulte showed s significant Treatment X Outcome Measure interaction,
indicating that Treatment had different effecta on the different: outcome
measures, P(12,104) = 2.21; p = 0.0448. Siople 1interaction effects tests
showed that the aeffect of Treatment on the dependent variable W -differed -
significantly fron the effecta of Treatment on the other four' dependent

variables, Y, X, U, and V, and that the effects of Treatment on the four
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dependent variables;af;cx, U;'and v, did ﬁot differ significantly, A graph bf 
the relationship between*ﬁTreatment and “the ‘“five dependent variables :1;}
presented in Figure l,gwhich.éhowa-that variable W decreased from Treatmehfi
level O to level 2 to level ‘4 and remained fairly stable from level 4 to level:
8. Variables Y, X,:U, an§~V decreased from level 0 to level 2, increased from

level 2 to level 4 to level 8, .

Fecsotevcopoccoteccctesacpeccndocccpocncpocactanante

30
-

1.8}

“Figure 1

;4........T [ Y

‘o "‘1*!£$?*bIéCUS$ioﬂfﬁ
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DR E o nl e e - g
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s.'I‘reat:ment‘,‘5".;”1141;'1.~

[T

The results @ehowed that-“the%"iﬁdepehdené” variabié,
Y .

significaatly different effects on the ‘five dependent vartébles, Y, x.'u;iv,

and W. To glve substance to this :example, suppose that the Treatment
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T"Tindependent variable ‘with foﬁr Ievela représented theydoaage .of some dfugf_uch
ag ethanol, epinepherine, ‘streptokinease, etc. ‘and ‘that the four dosages.werg,
0, 2,%4, and ‘8 units. Purther suppose that the five dependent variables”wgré;
as :follows: Y, saystolic blood pressure; X, dlastolic blood preseuréggggﬁ,‘

pulsatility 1index; V, ‘ejection fractfon; .and W, heart rate. The -régég}éhé

hypothesis, then, would state that drug dosage has a differential effect

the five dependent. yariables,' and the null hypothesis would bhe Hoi%ff'
02(1nteraction)-- oz(error). Our results, then, showed that the effectfsff
drug dosage on'héart”rate differed significantly from the effects of dosaééiénﬂ
afstolic ‘and  diastolic hlood preééure, “pulsatility {ndex, and ejectioﬁi‘
fraction but  that the “effects “of dosage on systolic and dlastolic Bloqaﬂ
pressure, pulsatility index, and ejection fraction did hot differ significantiy '

from one another.

‘The - test for apericity shou}d bé employed with this test to detevmina‘if.
the computed F atatistics !oilo# thé= ? “dtntrtbutton, and an approprtatei-
ad juatment should be employed 1f the spericity annumﬁtion is violated (Kirkf“
"1982).‘ Although the teltn for spericity ahould be employed routinalv with any
apilt-plot ANOVA, the teat would meem to be of particular importance {n the
prﬁaent 'cdntext gtvan - that aeveral dependant variables are separately
atandardized and nusaequently ' treated ‘as consatituting a single dependent

variabdle,

Tha raeader will undoubtadly notice the similarity between the procedure
outlined here ani the more commonly known profile analyais (Morrison, 1967).
The difference in emphasais and orientation between this procedure and profile
analysis, however, would seem to warrant separate consideration of the
procedure deacrihed here. Profile analysis focuses on the comparteon of .
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profiles of meane of aevetal variables for two or more groups. The typical_

example involvea the compariaon of profilea of means on paychological tests in

H

a teat batterv for groups of patienta with different psychiatric diagnoaea;

The typical graphic representation depicts a profile of test (dependent

T

variable) means plotted separately for each group. The procedure outlined

L

here, on the other hand involvea the comparison of the effects of an

independent variable on aeveral dependent variablea, with a graphic -represen-—
s N .

tation that depicta the effect of the independent variable on each dependent

QAT ) LA XT LR

varisble aeparately'(aee Figure .

The procedure outlined here can be extended to deaigna with ‘more than one‘.

PR N S 0 e. - e
4 sy T R

between groups, independent variable and can be uaed to determine if a within“

- ,.‘:‘,(g') AL :,

.

subjects independent variable has a differential effect on several dependent

g «u!

levela of a, within aubjecta independentZVariable
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Appendix A,

W' ppe D2 vp3

4L 0 1 L0
6 1 o .0
49 0 1 0
46 0 0 0
.31 62 1 1 1
50 53 1 0 0
54 67 1 1 1
74 44 1 1 1
59 63 1 1 1
52 44 1 0 0
83 63 0 1 0
84 62 1 0 0
58 33 0 0 0
55 49 1 0 0
51 36 0 1 0
47 47 0 1 0
58 55 1 0 0
40 70 1 1 1
58 50 0 0 0
46 53 1 0 0

50 3 0 0 0 {

61 47 0 0 0
0 1 0

0 1 0

1 1 1

11 1

R 1
.0 1 0
1 : 1
1
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