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Using Diagnostics for Identification 
of Biased Test Items 

Donald T. Searls 

University of Norther n Colorado 
Edgar Ortiz 

Citicorp 

ABSTRACT 

This paper demonstrates how recent developments in the 

analysis of regression models may prove useful in the identi­

fication of atypical and potentially biased test items, Regres­

sion diagnoetics atudied are baaed on analy1i1 ot the 1en1itivity 

ot leverage poiota, 1tudenti1od ro1idual1, an� ratioa ot covari­

ance• duo to tho aequential dolotion of oach to1t itom trom the 

analy1i1, Tho10 proceduro1 appoar to offer • 1ub1tantial ro• 

Cinoment over axi1tina approach••• 



IDENTIPICATION OP IHPLUENTIAL ITEMS 1 

'l'BEORETICAL RATIONALE 

Many statistical procedures have been proposed for de­

tecting biased items. Although they differ in their concep­

tualization of bias, they nevertheless exhibit a commonality 

in their purpuse which is to identify those items which ham­

per the performance of one group relative to another. 

Irrespective of the approach, the proposed statistical 

procedures for identifying biased items rely directly or in­

directly on variants of the concept of statistical distance, 

A major limitation with all of these approaches is that no 

distribution theory is available to determine objectively 

l"'hen one atypical ecore is statistically different from oth-

,era, Thi• shortcoming is particularly evident in Angoff's 

delta-plot method and extensions of thi• procedure (Angoff 

and Ford, 1973, Rudner, et al,, 1980), 

A lack of di■tribution theory is al■o evident in the 

chi-■quare method• of Scheuneman (1979) and Camilli (1979). 

Th••• procodure■ aim at detecting biased items by performing 

te■t■ of randomne■• on the di8tribution of re■pon■•• into 

ability intervals. However, setting of cut-off levels to es­

tablish the various ability intex·vala is done after examin-

ing the data, Such a posteriori dete.rmination of cutoff 

points to define ability intervals in effect violates the 

assumption of random asaignment, since factors other than 

chance are influencing the results, Consequently, rather 

than detecting biased items, results so derived may identify 

�nstead an item's sensitivity to clustering into the ex post 

facto determined ability classes,
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Statistical procedures for detecting biased items based 

on latent trait models have also been proposed. (Lord and 

Novick, -1968: Hambleton and Cook, 1977), In these methods, 

item characteristic curves are fitted to the observed per-

formance scores of different groups. If the fitted curves 

are not the same for the groups being compared, the item is 

said to be biased. A major shortcoming of this approach is 

the lack of specification of the underlying theoretical dis­

,tributon of the observed delta-values that 'characterize the 

differences in performance between the group■ being com-

pared, Although eome progreea has been reported (Lord, 

1977), the validity of teeta of significance to identify bi­

aeed items baaed on the aeeumption1 of latent trait model• 

i• ae yet an haue that remain• unre1olved (Lord," 1977, p, 

2S), A comparative analysis of the performance ot latent 

trait models to identity biased items (Rudner, et al, 1980), 

does not deal with the aubjoct of atatistical significance 

ot the varioua i�dices of bias reported in that study, 

� comprehensive review of the various atatistical techni­

ques propoaed tor detecting item bias is given in Peteraon 

(1977), Merz (1978) and Sheppard et al, (1980), Statistical 

analyees, however, do not detect biased items, They only 

identify those items in which the achievement acores of the 

groups being compared deviate from the pattern established 

by other items that make up a test. These items, in turn, 

may reveal specific content characteristics that either in­

crease or decrease the a priori probability of a correct re­

sponse in one group of examinees but not in the other, 
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The statistical procedures to be exemplified in this in­

vestigation offer an objective set of statistical criteria

to examine individual items for potential bias. These meth­

ods are based on generalizations of regression models as de-

�eloped by Belsley, Kuh and Welsch (1980). The identifica-

tion of potentially biased items, based on regression

diagnostics offers a substantial refinement over existing

approaches in that 1 

a) Distribution theory is used to determine cu­
toff levels and identify atypical items ob­
jectively.

b) Statistical methods are available that meas­
ure the eenaitivity of parameter estimates
to perturbartione in the data, e.g. the ef­
fect■ of the deletion of each item on the
estimates of the regression coefficients,

c) These methods offer measures of atatietical
dietance independent of sample size.

Analysis of data baaed on th••• procedures can yield impor­

tant information concernJ.ng atypical items which cannot be 

readily obtained by moans of delta-plot, chi-■quare and la­

tent trait models. 

The data to be analyzed comprise the proportion of white 

and black students who attempted and responded correctly 

• 

(p-values) to an assessment booklet consisting of 30 items. 

A scatter plot of the p-values is given in figure l. Points 

on line A correspond to items in which the performance of 

both groups was equal. Points lying above and below this 

line correspond to items in which the groups being compared 

performed differently. Points above this line correspond to 

4 



the gro,up represented by the vertical axis, 
>,, 

performed better than the group represented by the horizon-
. 

.� ;: 

tal axis. Similarly, points lying below this line correspond 

to items in which the group represented by the horizontal 
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axis performed better than the group represented by the ver­

tical axis, 

An estimate of the regression line is given by line B 

(slope•l,19, p-,0001), From graph 1, the consistent scatter 

of points above line A indicates that white examinees have 

performed consistently above the performance level set by 

�lack examinees. The dispersion pattern of p-values around 

this line suggests a strong curvature at both extrema, i.e., 

in the range of the easiest and most difficult exercises. 

In order to correct for these bottom and ceiling effects, 

the the p-values were transformed to logits, The logistic 

transformation is widely used in the analysis of proportion-

al data. Reexpressing quantal response data in logita pro-

vides a straightforward procedure to correct for interaction 

often found in exercise data in the easy and difficult 

range, 

The techniques to be exemplified in this investigation, 

aim at identifying potentially biased items, by measuring 

the sensitivity of regression models to th• deletion of in-

dividual items from the bulk of the data, These diagnostic 

methods will be applied to parameter estimates in regression 

models relating the performance of white and black examinees 

with p-valuea tranaformed into logits, Items whose deletion 

from the body of the data, cause atypical perturbations on 

parameter estimates are suspect, 

¥or example, given a simple bivariate regression model,

the magnitude of the perturbation on the estimated regres-
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sion coefficients due to deletion of the 1th item, can iden­

tify atypiOal itemi which warrant further examination for 

pot�ntial bia�. This procedure is akin to estimating N re­

gression models, where each model corresponds to the 'not i 

observation'. Within the context of our investigation, items 

whose deletion cause large and atypical perturbations on es­

timates of the regression parameters are therefore suspect. 

From a practical viewpoint this procedure is equivalent to a 

pseudo-experiment in which it is asked, how would white and 

black examinees havo performed if the 1th item had been de­

leted from the assessment booklet? With these regression 

diagnoatics, items having large deviations from the perform­

ance pattern observed in the remaining items can be readily 

identified, 

RESULTS 

DBTECTIOII or POTENTIALLY BIASED ITEMS BASED OIi 
UGUSSIOII DIAGIIIOSTIC PROCBDURBS 

The regr•••ion diagno•tic• to be exemplified for use in the 

detection of potentially biased item• are baaed on analysis 

of the sensitivity of leverage points, studentized residu­

als, and ratios of covariances due to the aequential dele­

tion of each item from the model, Two regression models are 

examined. In model l, the achievement scores of white exami­

nees are predicted based on the performance of black exami­

nees. Similarly, in model 2, the achievement ■cores of black 
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examinees are predicted based on the performance of white 

examinees. The proposed diagnostics attempt to detect biased 

items by identifying those items that in either model 1 or 

model 2 elicit performance scores significantly different 

from the pattern of variability established in the remaining 

items that make up the achievement booklet. These diagnostic 

statistics follow from the usual linear model 

( 1 ) 

where Y ie a (n x 1) vector of observations on the dependent 

variable, Xi• a (n x p) matrix of observations on the ex­

planatory variablee, Bi• a (p x l) vector of unknown re-

9reaaion parametere, and e i• a (n x 1) vector of random er­

rora, From (1), the leaat aquaree estimate of the vector of 

re9re11ion coefficient• i1 

( 2) 

. The lea1t equare1 projection matrix, often called the hat.

matrix, i1 of fundamental importance in the identification 

of item• that elicit atypical performan�e score• between the 

groups being compared, The hat matrix is defined as 

( 3) 

The diagonal elements of H, denoted h ,  measure the influ­

ence or leverage of the response variable y on its corre­

aponding fitted value. 

8 

·. ,: 

•• •. •,, •• ,N 



,·.:: Results derived by Belsley, et. al., (1980), and Hoaglin 

and Welsch (1978) provide a statistical criterion to eet cu­

toff levels to identify observations whose pattern of influ­

ence .is atypical. Their results indicate that values of h 

larger than 2*(p/n) need further examination due to their 

unusually large influence on the hat matrix, H. Observa-

tions that exceed this cutoff level are often termed 'lever­

age point.a' in the statietical literature. 

Values of the diagonal elements of the H matrix are re­

.corded in column 1 of tables l and 2 respectively, An exami­

nation of these values indicates that the cutoff levei of 

.133 is exceeded by items 1 and 14 in model 1, and items 13 

and 14 in model 2. The quantitative influence of these 

items on other 

ined further 

tion, 

aapecta of the regression 

in the following Hctions of 

analysis is exam­

this invHtiga-

A common practice in the item biaa literature ha• been 

that of identifying as biaaed tho•• item• with large residu­

al value, in fitted linear model,, Thi• approach fail• to 

take into account the fact that the variance, of the residu­

als are not conatant, but a function of th• X matrix, 

:rt,erefore, reaulta ao derived may lead to unwarranted conclu-

eions concerning their potential bias, To avoid the prob-

lems associated with the non-constancy of the variances of 

the residuals, atypical items can be identified by acaling 

the residuals by their respective variances, For these pur­

poses the residuals can be modified in ways that enhance our 

ability to detect those itema which elicit the atatiatically 

9 



�oat dissimilar performance. This transformation of the 

residuals is illustrated next. Prom (1) a least squares fit 

produces residuals given by 

and mean square residuals 

. -
e1e 
n-p

(6) 

(7) 

The variance-covariance matrix of estimates of the residuals 

is 

(8) 

where H is the least squares projection matrix defined in 

(3), Standardizing the residuals by estimating O" 
2 

by the 

residual mean square baaed·on regression eatimatea without 

the ith observation yields the ratio of 'atudentized residu­

als', 

•CU

•Ci) •

Th••• residuals are distributed •• a 

n-p-1 degreea of freedom. Therefore, 

(9) 

t-diatribution with 

if the Gauasian as-

aumption holds, the significance of any one of these atu­

dentized reaiduals can be readily asshssed from tabulated 

valuea of the t-distribution with n-p-1 degrees of freedan, 

Estimates of the studentized residuals are listed in col­

umn 3 of tables l and 2, The magnitude of the studentized 

residual for items 1 and 26 consistently exceeds the criti­

cal value of 1,70 ( t, 27 df alpha• ,OS). In this particular 

10 
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TABLE 1 

White �egression Model 

Model 1 

Item Hat Raw Stdzed, Covar. OFBETAS 
No. � B!ili!:. Resid, B.ill.2... Qf£lli � Sl OF 
l 0,20* -l ,07 -3,24* 0,10* -1.65* -o. 7l. -1.5
2 0,03 - ·,56 -1,43 0,96 -o. 27 -0,26 -o.c
3 0,03 - ,ll -0,29 loll -o.os -0,05 o.c
4 0,09 - ,47 -l,22 1.06 -0,40 -0,24 -o.:;
·s 0,03 - ,05 -0,14 1.11 -0.02 -0.02 -:O, C 
6 0,04 0,10 0,26 1·.11 0,05 0,05 0, C 
1 0,04 0,25 0,62 1.09 0,14 o. 11 -o.c
8 0,09 - ,61 -1,63 0,98 -0,54 -0,29 0,4
g 0,04 ,08 0,19 1.12 0,04 0,03 -0, C

10 0,05 0,43 1,10 1,03 0,25 0,20 -o. 1 
11 0,04 0,31 0,77 1,07 0,16 0,14 o.c
12 0,03 0,28 0,70 1,07 0,13 0,13 -o.c
13 0,12 0,26 0,68 l, 19 0,26 o. l4 0.:
14 0,14* -0,44 -1.20 1,13 -0,49 -0.22 0,4
15 0,04 0,32 0,81 1,06 0,16 0,15 0. (
16 0,05 • , 12 -o. 31 1,12 -0.01 -0,05 0. (
17 0,03 0,29 0,73 1,06 0,13 0, 13 •0, C
18 0,03 0,17 0,43 1,10 0,08 0,08 0, C
19 0,08 0,21 0,55 1,14 0,16 0,10 -o, 1 

20 0,03 - , 35 -o.a9 1.05 -0,16 •0,16 -o. (
21 0,12 - ,18 •0,47 1,20 -0,17 -o.08 0, 1 

22 0,06 0,24 0:62 1,12 0,17 0,12 0, 1 
23. 0,03 - ,00 -o.oo 1 .11- -o.oo -o.oo 0, (
24 0,06 ,02 0,01 1,15 0,01 0,01 -o. r
25 0,03 0,!59 1,52 0,94 0,28 0,28 0, C
26 0,04 0,75 1,97* 0,85 0,41 0,37* 0, 1
27 0,10 -0,43 -1.12 1.09 -0,38

. 

-0.22 -o. J
28 0,05 - - ,26 -0,61 1,09 -o.15 -o. 12 o.c
29 0,08 0,48 1,24 1,04 0,37 0,24 o.; 
30 0,05 - ,19 -0,47 1, 11 -o. u -0,08 o.c



TABLE 2 
Black Regression Model 

Model 2

Item Hat Raw Stdzed. . Covar, DFBETAS 
No. t!ilr.!! � Res1d. Ratio � Const. Sloe_e 

---

1 0,10 l,00 3,90* 0,49* 1, 35* 0,31 1.12• 
2 0,03 0,46 1.42 0,96 0,27 0,27 •0,06
3 0,04 ,05 0,16 1, 11 0,03 0,03 -0,0l 
4 0, 06 0,49 l,56 0,96 0,42 0,17 0,29 
s . 0,03 ,06 . 0,20 l ,ll 0,03 0,03 0,00 
6 0,04 - ,03 -0,ll 1.12· -0,02 -0,01 -0.01.
' 0,04 - ,2.5 -0, 78 l, 07 -o.u -0, 16 0,07
a 0,13 0,36 l. 17 l, 12 0,47 0,36 -0,40
9 0,04 - ,l2 -0,36 1.11 -0,07 -0,07 o. 03

10 0,03 •. ,41 -1,26 0,99 -o. 25 -o. 25 0,09
11 0,05 - ,19 -0,58 1,10 -0, 14 -0,07 -o.0a
12 0,03 • , 22 -0,H 1.07 -0.12 -0,ll -0,02
13 0,14 • ,05 -0,17 l, 2!1 * -o ,01 -0.01 -0,06
14 0,17 0,19 0,62 l, 26* 0,29 0,20 -0, 26
15 0,04 • 21 -o.n 1, 09 •0, 14 -0,08 -0,08
16 0,05 ,03 o. 10 l,13 0,02 0,02 -0,0l
l '1 0,03 • ,24 -0,73· 1,07 -0.12 -0.12 -0,0l
l8 0,04 - ,10 -0,31 1, 11 -0,06 •0,04 -0,02
19 0,06 • • 28 •0,86 1, 09 -o. 23 -o, 21 o.u 

20 0,03 0,29 0,18 1,05 o.u o.u -0,02 
21 0,12 ,00 0,01 l,23* 0, 00 0,00 -0,00
22 0·.07 ,10 -o. 31 1,15 -0,09 •0,03 -0,01 

23 0, 03· -· ,02 -0,06 1,11 -0,01 -0,0l 0,00· 
24 0,06 - • ll -0,34 1,13 -0,09 -0,08 0,06 
25 0,04 - ,46 •l,44 0,96 -o. 30 -o. 20 -0,13
26 0,06 -. ,55 •l, 76• o. 92 -0,46 -0,19 -0,33
27 0,01 0,47 1.49 0,99 0,42 0,15 0,31
28 0,05 0,15 0,45 1,12 0,11 0,10 -0,07
29 0,10 - , 27 -o.85 1. 14 -o. 30 -0,06 -0,25
30 0,05 ,08 0,2!1 1,.13 • 0,06 0,06 -0,04

12 



case there is substantial agreement between those items with 

relatively large residuals, and those with relatively large 

studentized residuals. The magnitude of the studentized res­

iduals associated with items 1 and 26 indicate that the per­

formance of white and black examinees in these two items is 

significantly different from the performance pattern estab­

lished in other items. And as such, these items warrant fur-

ther examination for potential bias. The studentized resi-

.duals 'e(i) offer a substantial improvement over the usual 

analy_sis of raw residuals, both because they have equal var­

iances and because an underlying distribution theory exists

to i��ntify atypical values, 

.Another important group of diagnoatic m�thoda meaaure the 

impact of the deletion of the 1th observation on the atabil­

ity of several statiatical ratioe, and estimated regr•••ion 
. . 

coefficients. Statiatical procedure• that.. have been devel-

oped to eatimate the impact of the deletion of the ith ob­

servation on these statistic•, are examined next. An imper-

tant diagnoetic atatiatic i• th• covariance ratio. Thie

ratio i1 formed by comparing the covariance of the regre■-

aion model w'hith the ith obaervation deleted, and the covar-

iance of the complete regrea■ion model, By repeating this 

procedure for each observation in the sample, a ■et of N 

values that corresponds to estimates of the covariance rat­

ios is obtained. Atypical items can be identified by measur­

ing the impact of their deletion on the estimates of the co­

variance ratios. Covariance ratios based on the 'not ith' 

13 



observation which deviate from one, indicate that this par­

ticular observation is ex· ·erting an atypical influence, and 

needs therefore further examination. From (1) the variance­

covariance matrix of the regression coefficients isz 

(11) 

Similarly, the v�riance-covariance matrix of the regression 

coefficients due to the 'not ith' observation is, 

several statistic• have been proposed for comparing theae 

variance-covariance matricea. A auggested approach is baaed

on analysis of the ratio of determinant• of both matrices. 

If the effect of the deletion of the ith observation from 

,the model h minor, the ratio of the computed values of both 

determinant• would be close to one, On tho other hand, if 

the value of tho ith observation is atypical, its deletion 

from the model, would result in a value of thie ratio far 

from one. 

A limitation in using this ratio i• the fact that the es­

timator of O' given by S is also affected by the deletion 

of the 1th observation. However, Belsley, Kuh and Welsch 

(1980) show that by forming the deterniinantal ratio of both 

matricea, i.e., with all, and with the 'not ith' observa­

tion, a teat atatiatic results 

2p
<DI/RATIO • !.W. 

82p
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:Yalues of this ratio outside the interval 1 ± 3p/n iden-

tify items whose deletion cause atypical perturbations on 

the estimates of the covariance-ratio. In summary, values 

of this determinantal ratio greater than one, imply that the 

deletion of the ith item impairs estimation efficiency. 

Conversely, determinantal ratios less than one imply that 

the deletion of ith item enhances estimation efficiency. 

Values of the covariance ratio are recorded in column 4 

of tables 1 and 2, Examination of these estimates indicates 

that the deletion of item l causes an unusually large per­

turbation on this statistic. Its computed value of ,70 lies 

outside the interval ( .eo - l,20 ). This result is conais­

tent with previoua findings which identify item l as elicit­

ing a pattern of influence statisticallly different from the 

remaining items. A similar analyais of estimates of this 

ratio listed in table 2 ( model 2), identifies four items 

whose deletions cause unusually large perturbations and lie 

outside the interval ( ,80 - 1,20 ). Th••• items ares item 

1, 13, 14, and 21, All but item 21 have been previously 

identified •• items whoH pattern of influence needs further 

examination. 

Another important regression diagnostic is derived from 

,Analysing the effect of the deletion of the ith observation 

on the predictive performance of a regression model, Thia 

effect can be conveniently summarized by the DFFIT coeffi­

cient. Following results of Balsley et. al,, (1980}, this 

statistic can be estimated by 

15 



( 14) 

For purposes of scaling, this quantity is divided by an 

estimate of a v"hi". This adjustment yields the statistic 

OFFITSi • Vhf ei ( 15) 

.where a has b"'en estimated by S ( i) , Estimates of this 

coefficient are recorded in column S of tables l and 2, 

Values of this statistic la\'ger than 2 * J (p/n) ex ert 

. atypical effects on the predictive performance of the model. 

The DFFIT statistic is useful in the following context. Out­

liera often pull the estimated regression plane towards 

themselves, This often results in reaidual values smaller 

than their true value, The DFFIT statistic avoid• this 

problem by re-eatimating each residual with r,egresdon esti­

mates that do not use ,that observation, The DFFIT statistic 

offers a very sensitive regression diagnostic for detecting 

potentially biased items, by identifying unusual patterns of 

influence on the predictive ability of the mod�l. 

_Another important regression diagnostic applied to detect 

potentially biaeed .. items ia baaed on analysis of the magni­

tude of the changes on the regression coefficients caused by 

the deletion on each item, In the simple bivariate model, 

for example, items whose deletion effect large perturbation 

on the intercept and slope estimates can be readily identi-

fied, Their large effects on the regression coefficients 

16 
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may indicate particular characteristics of an item that is 

lacking in others. These characteristics may, in turn, ei­

ther'increase or decrease the a priori probability of a cor­

rect response in one group of examinees but not in another. 

The identification of items whose deletion cause large per­

turbation■ on e•timates of the regression coefficients is 

therefore of great value in helping to detect potentially 

�iased items. Atypical perturbations in estimates of regres­

sion coefficient■ that may enaue as a result of their dele­

tion can greatly facilitate the identification of atypical 

item■, If we let b(i) be the vector of regreasion'coeffi­

cienta in a model that doe■ not uae the ith obaervation, the 

change or ••n•itivity of th••• coefficient■ can be ••timated 

by 

( 16) 

Belaley •t• al,, (1980) auggeat aeveral 1tatiatical criteria 

to 1et cutoff levels to identify atypical coefficient chang­

••• A proposed cutoff is 2 / v-n . Thi• cutoff meaaure■ the 

change in the estimate■ of the regreaaion coefficient■ in 

units measured in standard deviations. In our analysis, 

items whose deletion cause a change of a least ,365 standard 
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deviations are deemed influential and warrant further exami-

nation for potential bias. Items whose DFBETAS exceed this 

cutoff are noted in columns 6 and 7 of tables l and 2 re­

spectively. 

Further statistical analysis was carried out on the dif­

ferences of legits of individual item p-values. These dif-

ferences or delta values are defined as 

(17) 

A plot of theae values against national P-values is given in 

figure 2. Under the a1sumption of equal performance, a fit­

�ed line through theae values ia expected to have a zero

•lope and zero intercept term, The observed di1pereion of

th••• DELTA value• above zero indicate• that a higher pro­

portion of white examine•• relative to black examin••• ha• 

reaponded correctly to tho•• exerci•••• Th• magnitude of 

th••• DELTA value• i• not,however,conatant, From figure 2, a 

gradual increaae in their magnitude i• apparent, Thi• trend 

1uggeat• that the difference in performance between white 

and black examinees is not as marked among difficult items, 

as it is among relatively easier items. This performance 
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differential suggests that some items are equally difficult 

for both white and black examinees. However, as the level 

nf difficulty decreases, a higher proportion of white exami-

nees relative to black examinees succeeds in given a cor-

rect answer, A least squares fit to the dispersion of DELTA 

values produces a significant slope estimate (,01, p•,001), 

:i'h• estimate .of the intercept term is not statistically dif­

ferent from zero (-.07,p•,63), From this gradual pattern in 

the magnitude of. DELTA values, items that elicit atypical 

performance patterns can then be identified and contrasted 

with previous results .. 

Results of analysis of the regression diagnostics is 

li■ted in table 3, Examination of the magnitude of raw and 

■tudentized residuals identifie■ item■ l and 26 a■ eliciting

re■idual value■ ■tathtically different from the di■per■ion 

pattern e■tabli■hed by the remainin9 item■, Thia re■ul t i • 

conai■tent with previou■ re■ult■, which identify the ■ame 

item■ a■ atypical, Analyaia of eatimatea of the covariance 

ratio identify items 1, 14 and 21 a■ exceeding the interval 

(,80 - 1,20), The extremely low value of this ratio due to 

the deletion of item l indicate• that this item is highly 

.atypical. This result contraeta well with our previous 

findings· baaed on predictive model• of white and black per-
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TABLE 3 
Delta Log1ts Regression Model 

Model 3 

Item Hat Raw Stdzed. Covar. DFBETAS 
No. � Resid. Resid. � P££.ill. Const. Slop 
- -

l 0,09 ,95 -3,44* 0,57* -1,09* 0,52* -o.e
2 0,03 - ,49 -1,51 0,94 -0,28 -0, 14 ·O, C

3 0,04 - • 05 -0,15 1.12 -0.03 -0,02 o.c
4 0,07 - .53 -1,68 o.95 -0,49 0.20 -o. 3
5 0,03 - ,ll -0,32 1.10 -0.06 -o.oo -o.c
6 0,05 - ,00 -0.02 1,13 -o.oo o.oo -o.c
7 o.o4 0,27 0,82 1,07 0,17 0,14 -o. C
8 o. 13 -.• �8 -1.21 l,ll -0.47 -0.47 o.'
9 0,04 0,14 0,42 1.11 0,09 0,08 -o.c

10 0.04 0,42 1,29 0,99 0,26 0.20 -0.1
11 0,06 0,16 0,48 1,12 0.12 -0.03 0, C
12 0.03 0,19 0,57 l,08 0.11 0.01 o. (
13 0.10 0,2l 0,65 1,15 0,21 -0.11 0, l
14 0,15 ·- ,25 . -o.eo 1.21• -0.34 -o. 33 o.:
15 0,05 0,18 o.53 1, 11 0,12 -0,03 0,(
16 0,06 - ,00 -o.oo 1,14 -o.oo -o.oo 0,(
17 0,03 0.21 0,64 1,08 0.12 0,02 0,< 

18 0,04 ,05 0,17 1,12 0,03 -o.oo O,< 

19 0�08 0,32 0,99 l,08 0,29 0,28 -o ..
20 0,03 -.• 33 -0,99 l,03 -0,18 -0,07 -o, (
21 0,12 - ,00 -0.01 l,23* -o.oo -o.oo 0,<

22 0,07 0,10 0,31 1,15 0,09 -0,04 O,<

23 0,03 ,01 0,03 1, 11 0,00 0,00 -o.'

24 0,07 0,15 0,46 1,14 0,13 0,12 -o.,
25 0,04 0,43 1,32 0,99 0,28 -o. 0·3 0,
26 0,06 0,55 1,73* 0,93 0,46 -0, 16 o.
27 0,08 - ,49 -1,53 0,98 -0,45 0,19 -o.
28 0,06 - ,12 -0,37 1, 13 -0,(19 -0,09 0.,
29 0,09 0,33 1,03 1,09 0, 32 -0,15 o.
30 0,06 -o.os -0,16 1,14 -0,04 -0,04 0,



formance. Similarly, analysis of the significance of the 

DFFITS and DFBETAS statistics consistently identifies item l 

as eliciting perturbations statistically different from 

those caused due to the deletion of the remaining items. 
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CORCLUSIONS 

Results of applying the regression diagnostics proposed in 

this investigation consistently identify items 1 and 26 as 

eliciting response patterns statistically different from 

._those observed in the remaining items. Although the preced­

jng results do not imply that these items are biased, the 

magnitude of the perturbation on several statistics due to 

their deletion suggests that these items deem further ex.ami­

nation, 

Given the preceding, the performance of these two 9roupe 

in these two item■ was further analyzed, Results of analysis 

of item 1 indicate■ that the performance of white and black 

examine•• in thi1 particular item wa1 almo1t identical, with 

,observed p-value1 of 93,6 and 93,5 re1pectively, Thia i1 a 

very atypical performance that substantially deviates from 

the pattern established by th••• 9roup■ of examine•• in the 

remainin9 item■, 

By contradistinction, analysis of item 26 indicates that 

the observed performance 9ap is highly atypical, The ob­

served p-valuea of 87,7 and 63,1 for white and black exami-

23 



nees respectively, substantially deviate from the distribu­

tion of performance values observed in the remaining items. 

Althqugh the preceding results do not imply that these items 

are biased, the highly atypical performance levels they eli­

cit among these examinees needs serious further examination. 

Item 26 in particular elicits an inordinately large perform­

ance gap that far exceeds the performance differential ob­

served in the remaining items between black and white exami-

nees. 

The preceding results indicate how the recent develop­

,ments in the analysis of regr�ssion models may prove useful 

in the identification of atypical and potentially biased

items. Moreover, it is contended that the application of 

atatiatical criteria to ■et cutoff levels and identify atyp­

ical observations offer, a substantial refinement over ex-

.i,ting approache1, namely, delta plot , chi-square and la­

tent trait method,. 
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The Use of Nonsence Coding with ANOVA Situations 

John D. Williams 

The University of North Dakota 

Summary: Nonsense cod!n,t systems can be constructed that 
retain OMtcomes regarding R values, F values and multiple 
comparison tests. Nonsense oodin,t highlights the flexibility of 
coding ANOVA problems to be analyzed by multiple linear 
regression procedures; however, no additional analytic power 
appears to be gained from their use, 

Characteristic Codin,t Compared to Nonsense Cod.inf 

Moat coding systems tor acoompliahinl ANOVA solutions by 

multiple linear refression use aome variant of oharaoteristio 

cod.ins (binary cod.inf/dummy cod.inf) with the �•e ot l's or O's, 

depending upon group membership, or contrast coding, which uses 

l's, O's and -l's (see Williama, 1974a), The use of orthogonal 

contrasts deviates from this usa,e, including orthogonal 

polynomials, but none of these systems allow arbitrariness in 

their coding process. 

On the other hand, Cohen and Cohen (1975) assert that 

regression solutions can be accomplished through the use of 

"nonsense" coding, though they neither give directions nor 

examples of this process. Thus, an example of nonsense coding is 

provided here. The data are taken from Williams (1974b, p. 43, 

problem 5.3). See Table 1. 
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Table 1 

Sample Data for ANOVA Problem 

O�oup One Group Two Group Three Group Four Group Five 

19 20 13 12 22 
18 19 12 8 20 
15 16 10 19 
13 16 10 19 

8 14 10 15 
5 14 

13 

The data in Table 1 are clearly from unequal aimed groups; 

the intent is to show outcomes that have generality beyond equal 

oell •i■ed situations. First, to accomplish a,characteriatic 

oodinl of this data: 

Y = the criterion score; 

X1 = 1 if a member of 

X2 
= 1 if a member of 

X3 = 1 if a member of 

X4 = 1 if a member of 

X5 = 1 if a member ot

Table 2 shows these values 

Group One, 

Group Two, 
' 

' 

0 

0 

Group Three, 

Group four, 

Group Five, 

otherwise; 

otherwise; 

0 otherwise; 

0 otherwise; 

0 otherwiae, 

for the data in Table 1. 
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Table 2

Characteristic Coding (1 or 0) for Data in Table 1 

y X
1 X

2 X
3 X4 X

5 
19 1 0 0 0 0 18 1 0 0 0 0 15 1 0 0 0 0 13 1 0 0 0 0 8 1 0 0 0 0 5 1 0 0 0 0 20 0 1 0 0 0 19 0 1 0 0 0 16 0 1 0 0 0 16 0 1 0 0 0 14 0 1 0 0 0 14 0 1 0 0 0 13 0 1 0 0 0 13 0 0 1 0 0 12 0 0 1 0 0 10 0 0 1 0 0 10 0 0 1 0 0 10 0 0 1 0 0 12 0 0 0 1 0 8 0 0 0 ,1 0 22 0 0 0 0 1 20 0 0 0 0 1 19 0 0 0 0 1 19 0 0 0 0 1 15 0 0 0 0 1 

Next five different linear models can be defined to complete an
analysia by multiple linear refression: 

y = ho + b1Xi + �x2 + b3X3 + b4 X4 + el;
(1) 

y = bo + b1Xi 
+ b2 X 2 + b3X3 + bsXs + el;

(2) 
y = bo + b1JS 

+ b2 X 2 + b4 X4 + b5X5 + •1: (3) 
y = bo + b lXl + b3 X 3 + b4 X4 + b5X5 + el;

( 4) 

and y = bo + b 2
� 

+ b3 X 3 + b4 X4 + b5X5 + e ; (5) 

Equations 1 thru 5 are reparameterizations of each other and are 
reparameterizations of 



(6) 

The use of equations 1 thru 5 require the use of a unit vector 

for solution (commonly a part of typical multiple use multiple 

lienar regression programs) and represent solutions that allow 

psuedo-Dunnett formulations that permit construction of all 

simple comparisons of means (see Williams, 1976). Also, the b
1's

are unique to each equation. Each of the formulations yields R
2 

= ,49362, F = 4.874 with df = 4,20 and p � .05, A part of the 

printout is shown in Table 3 for equation 1. 

Table 3 

Portions of Printout tor Multiple Linear 
Regression for the Sample Data in 

Table 1 Using 1 or O Codirl4r 

Re,tression Standard Error of Comput, 
Variable Mean Correlation Coefficient Regression Coeffioient t Vo.lu, 

Xl .240 -,181 -6.000 2,089 -2.872

x2 
,280 .230 -3.000 2.020 -1, 485

x3 
.200 -,392 -8,000 2,182 -3.667

x4 ,080 -.299 -9.000 2,888 -3. 118

Criterion 14.400 
Intercept 19,000 

In Table 3, means refer to the proportion in a ,troup for 

oharaoteristio (1 or 0) coded do.ta, The regression ccefficient 

is the difference between the mean of the particular coded group 

and the "left-out" group (Group Five). If the regression 

coefficient is divided by its own standard error, the computed t 

value is found which can be compared to a table for an 

appropriate multiple comparison method (e.g., Tukey's test). The 

correlations in Table 3 represent point-biserial correlations of 
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the aroup membership variables with the criterion. The criterion 

is tho overall mean for the Y scores, and tho intercept (b0) is

tho mean of the "left-out" group (Group Five). A reformul�tion 

of equation l makes these relationships more obvious: 

Y = Y5. + (Y1-Y5)X1 + (Y2-Y5)X2 + (\\-•i\>X3 + (Y4-Y5)X4 + e1. (7)

Tho aet of all aimple multiple comparisons, omitting signs and 

lower diasonal entries is shown in Table 4. 

Group 

Mean 
One 
Two 
Three 
Four 

Table 4 

Means and Computed t Values for all Simple 
Comparisons Using Characteristic (1 or 0) Coding 

One 

13.00 

Two 

16.00 
1,563 

Three 

11.00 
,957 

2,475 

Four Five 

10.00 19,00 
1,065 2.872 
2,169 1.485 

,348 3.667 
3.118 

Usin4J Tukey's Test (p<.,O5) a t  value of 2,992 1• required tor

aiftnitioanoe. 

Using Nonsense Coding 

Nonsense coding consistent with the characteristic coding 

process con be accomplished in the followinft manner: 

Let Y = the criterion score 

X1 = a if a member of Group One, b otherwise (a� b);

X2 = o if a member of Group Two, d otherwise (o � d);

x3 = e if a member of Group Three, f otherwise (e � f);

x4 = g if a member of Group Four, h otherwise (g � h); and

x
5

= i if a member of Group Five, j otherwise (i � j). 
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:.lilt oan be noted that the solution given earlier is the special 

case using this notation where a =  c = e = g = i = 1 and b =d = 

f = h = j = o. As an example of choosing values for a thru j, 

let a = 7, b = 3, C = 2, d = 9, e = 4, f = 1, g = 8, h = 5, i = 

6, and j = 2. Using these values, similar equations were 

constructed to equations 1 thru 5 and multiple regressions were 

completed. For the data set itself, see Table 5. 

Table 5 

Characteristic Coding Usint a Nonsense Coding 
Process for Data in Table 1 

y X
l � � x4 X

S 

19 7 9 1 5 2 
18 7 9 1 5 2 
us 7 9 1 5 2 
13 7 9 1 5 2 
8 7 9 1 ts 2 
5 7 9 1 ts 2 

20 3 2 1 5 2 
19 3 2 1 5 2 
18 3 ·2 1 5 2 
16 3 2 1 5 2 
14 3 2 1 5 2 
14 3 2 1 5 2 
13 3 2 1 5 2 
13 3 9 4 5 2 
12 3 9 4 5 2 
10 3 9 4 5 2 
10 3 9 4 5 2 
10 3 9 4 r, 2 
12 3 9 1 8 2 

8 3 9 1 6 2 
22 3 9 1 5 6 

20 3 9 1 5 6 

19 3 9 1 r, 6 

19 3 9 1 r, 6 

15 3 9 1 5 6 



Usir141 formulations like equations 1 thru 5, .each ,equation yields 
2 

R = .49362, F = 4.874, with df = 4,20 and p.::, .05, identicaH;y 

the same as before. 

The appearance ot other portions of the printout is somewhat 

chall4ted; a portion, of the printout correspondina to equation 1 is 

shown in Table 6 and can be compared to Table 3. 

Mean 

3,960 
7,040 
1,600 
5.240 

14.400 
37,308 

Table 6 

Portions of Printout tor Multiple Linear 
Rearession Using Nonsense Codina tor 

the Sample Data in Table 1 

Correlation 

-.181 
-.230 
-.382 
-.288 

Regression 
Coefficient 

-1.500
. 428

-2.667
-3.000

Standard Error 
of Estimate

. IS22 

.289 

.727 

.962 

Computed 
t Value 

-2.872
1.485

-3.687
-3.118

It is by no means obvious what the meanina of the mean, 

roaroasion ooetfioient or standard error ot estimate are trom a 

ouraory alanoo at tho output. However, tho oorrolation 

ooottioionts remain point-biserial correlation ooottioients ot 

eaoh aroup membership variable with the criterion even though 

they are not l's and O's. Also, except for sign, the computed t 

values are identical with those found ee.rlier. Thus, even though 

muoh of the output is unfamiliar, important aspects are identical 

to those found earlier. Actually, the means represent simply the 

mean values of a variable assigned by our coding scheme; for
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example, the coding in Group One on X1 is 3 and .24 of the scores

are from this group. The remaining .76 are from other groups and 

are coded 7. Then .24(3) + .76(7) = 3.96, the mean of x
1
. The 

regression coefficients are part of the least squares process 

that achieve the same exPected values as was found previously, 

that is, the mean for the group. A rather intractable equation, 

siimilar to equation 7, relates the means for the nonsense coding 

situation: Y = Y
5 

- {[b(Y
1 

- Y
5

)/ (a - b)J + [d(Y
2 

Y
5
)/

(c - d)] + [f(Y
3 

- Y
5
)/(e - f)] [h(Y

4 
- Y

5
)/(g - h)]} +

[(Y1 - Y5 )/(a - b)]X 1 + [(Y2 - Y5)/(c - d)]X 2 + [Y3 - � )/
- -

(e - f)]X 3 + [(Y4 - YJ/(S - h)]X4 + e
1

. (8)

The relationship of the resression coefficients to the standard 

errors of estimate remains proportional so that tho computed t 

values remain identical to those found for the oharaotoristio 

coding solution. 

Contrast Codinl with Nonsense Coding 

Some researchers prefer to use contrast coding (see 

Williams, 1974a) to oharaoteristio coding systems, particularly 

if they are interested in a traditional analysis of variance 

solution,* A typical contrast coding systems using either a 1 or 

-1 or O is as follows:

*Because the computed t values are directly interpretable as
multiple comparisons (see equation 7) characteristic coding 
solutions would seem to be preferable for testing most hypotheses 
of interest making the oharaoteristio coding solution not only 
simpler to achieve but more useful as well. 
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Xl = 1 if a member of Group 1, -1 if a member of Group 5,

0 otherwise; 

x2 = 1 if a member of Group 2, -1 if a member of Group 5,

0 otherwise; 

x
J 

= 1 
., 

if a member of Group 3, -1 if a member of Group 5, 

0 otherwise;' and 

X4 = 1 if a member of Group 4, -1 if a member of Group 5,

0 otherwise. 

A nonsense contrast coding can be accomplished as follows·: 

X
1 

= a if a member of Group 1, -a if a member of Group 5' ,.

b otherwise • ( a ·,;. b); 

x2 = 0 if a member of Group ·2, '-o if a member of Group 5'

·d otherwiae ( o '¢. d):

x 3 = e if a member of Group 3, -e if a member of Group 5,

f otherwise (e ¢ t): and 

X4 = g if a member of Group 4, -« if a member of Group 5,

h otherwise (g ¢ h). 

It these two separate formations are used in a multiple linear 

re1ression solution, R2 
= .49832, F = 4.874, with df = 4,20 and 

P � ,05 for both solutions, the same as found previously. Here, 

the computed t values contrast the group mean to the overall 

mean, Results for computed t values and oorrelation coeffioients 

the same for the usual contrast coding solution (using 1, 0 

-1) and the nonsense contrast coding solution (through

different than those found tor the characteristic coding scheme), 

the means, regression coefficients and standard error of 
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coefficients differ from each other, aa before. 

An equation similar to equation 8 (but oven more intractable) can 

-be developed for the nonsense contrast coding scheme.

What is the Advantages/Disadvantages of 

Using Nonsense Coding 

Perhaps the major advantage of nonsense coding is that it 

should allow users of regression a larger understanding of the 

codinQ' process, and the "robustness" of the coding procedures. 

On oooasion, a particular nonsense oodinl scheme may make a "bit 

of sense" in that application. On the other hand, simple binary 

(1 or 0) coding is muoh easier to learn and to interpret tho 

·outoomos. Perhaps then the major u10 of nonaon1e oodinC is to 

inatill in regression usors a sonso of versatility in tho 

recro1aion mothodolo,y, 
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f A General Model for Estimating and Correcting theEffects of Nonindependence in Meta-Analysis

Michael J. Strube 
Washington University 

Abstract 

This paper describes a general meta-analysis model that can be used to represent the 

four types of meta-analysis commonly conducted'. The model explicitly allows for 

nonlndcpcndence among study outcomes; providing exact statistical solutions when the 

nonlndepcndence can be estimated'. Also discussed are the directional biases that result 

1f nonlndependence ls Ignored, 
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A General Model for Estimating and Correcting 

the Effects of Nonindependence in Meta-Analysis 

Over the past several years there has been a dramatic increase in the use of meta­

analytic procedures: At the same time there has been relatively little attention given to 

some of the problems that are encountered when traditional statistical procedures are 

applied to the nontraditional data bases that meta-analysts encounter (for exceptions; 

see Rosenthal & Rubin; 1986; Strube, 1985a; Tracz & Elmore, 1985; Tracz, Newman; & 

McNeil; 1986): One of the more prevalent and serious problems encountered in a meta­

analysis occurs when studies give rise to multiple outcomes: In such cases; the 

assumption of lndepende!)ce ls violated with potentially serious inferential 

consequences: To date; there has been no clear exposition of the nature or direction of 

bias that exists when nonlndependence ls Ignored The purpose of this paper ls thus 

twofold: First, I wlll present a general model of nonlndependence that encompasses the 

four major types of meta-analysis that are conducted: This mo�el also provides an exact 

solution for the correction of nonlndependence: Second; I will Indicate the Inferential 

consequ�nccs of Ignoring nonlndcpcndence: 

• A General Model for Meta-Analysis

There arc four basic types of meta-annlysls that arc typically conducted: First; 

the meta-analyst may examine study outcome defined ln terms of an cffoct size estimate 

(e.g., ll ,Si, g, or!) or ln terms of an estimate of statistical significance (c:g:; £or'!:): 

•• Second; within these two outcome classes; the meta-analyst can perform two basic tasks

(Rosenthal, 1983) by either combining study outcomes 'or contrasting study outcomeS:

The former task represents an interest ln the overall outcome whereas the latter task

corresponds to a search for moderators of study outcome:

What often goes unnoticed is that the various specific statistical procedures 

• described in the Ii terature for carrying out these four types of meta-analysis all
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represent special cases of a more general approach; In par licular, all can be rcprcscn tcd 

as special cases of the following form11b• 

I Ai'Pi Z=------<.....1---- (i�j) 
(l: A�af + 2IA.iA.iaiaipi'•

This formula represents a weighted linear combination of clements, 1/1, divided by 

the standard deviation of that linear combination'. When the linear combination i'l lcslcd 

against the null mean of zero; the ratio will be approximately normally distributed for 

modest sample sizes'. There arc several things to note about the formula'. First; the 

clements to be combined or contrasted can be either effect sizes or an index of 

statistical significance: Second; if If" z; and all Z arc Independent; then the formula 

provides the familiar Stouffer solution for combined probnbllitlcs (,cc Strube; 19&5.,). 

Third; if If arc lo be combined; then ati ). " 1: Flnnlly; If If arc to be contra'ltecl, 

then l:}., mu'll equal zero (as in ANOVA or rcgres:oiion): As can be seen; all four lypc'I of 

meta-analysi'I can be rcpresenle?: 

Whal makes this approach additionally useful Is that It prqvldcs n rnea11� o( 

accounting for nonlndcpcndence. A'!t the formula and the variance-covariance rn,1lrix in 

Figure l indica le; nonlndcpcndcncc serve'!'. to niter the size of the standard dcvi,1t ion of 

the linear combin.1 lion'. Under the assumption of independence; all covariance terms arc 

zero; and the esti�atc of the standard deviation of the linear combination is ba�ed solely 

on the main diagonal of the variance-covariance matrix (formulae for estimating the 

variances of sever.ii common effect sizes can be found in Hodges&. Olkin; 1985; 

Rosenthal, 1984). Thus it is lhe o!f-diagonal clements that arc of particular interest 

when there is nonindependcncc'. 
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a· b C d 

Study 1 a 

b 8 

Study 2 C aap aap 

d 

lllguro 1: Variance-covariance matrix for two studies; each with two outcomeS: 
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Nonindependence will arise in a meta-analysis whenever the same study (or 

subject; for N = 1 research; see Strube, 1985b) provides more than one effect size or 

significance level to be combined or compared: In that case; one must attempt to 

estimate the magnitude of the off-diagonal elements of the variance-covariance matrix 

(see Strube, 1985a), Actually, we need not estimate all of the off-diagonal elements: It 

is probably safe to assume that effect sizes and significance levels from different studie! 

are independent, and thus the corresponding covariances are zero: Thus; in Figure 1; the 

covariances ln the lower left box can be assumed to be zero: Only the circled 

covariances need to be estimated: If reasonable estimates for these covariances can be 

obtained; then an exact combination or contrast is possible: 

Consequences of Nonlndependence 

Given current reporting practices; lt may be difflcul t to estimate the needed 

covariances: It ls still important to recognize the type of Influence that 

nonindependence has so that; even U 1t cannot be adjusted statistically; It can serve to 

temper one's concluslonS: 

Figure 2 displays four basic types of questions that could bo asked in a meta­

analysis; as represented by the weights ( A) th.at would be used ln our formuli We also 

have listed 3 studies each of which gave rise to 2 outcomes measures that wo will assun 

arc positively correlated: In the first case; all outcomes are added (a combined result i 

desired); that ls; all A a,·e positive and thus tho Influence of nonlndependcnce Is to lnfla 

the denominator of the formula: Accordingly; falling to adjust for nonlndcpcndence wi' 

inflate the likelihood of a Type 1 error: In the second case; two studies are compared: 

Because the comparison is� correlated units; the influence of nonindependcnce is 

inflate the denominator of the formula (i:e:; cross-product of ).s ls positive): Again; 

failing to take nonindepcndcnce into account will inflate the Type 1 error rate: The th 

case represents a contrast where the two different outcomes� studies are 
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Type of Contrast 

).1 A2
' '., 

A3 ).4 

Study J A ·1 

8 •1 •1 

Study 2 A •1 •1 

8 •1 ·1 

Study_3
A 0 0 

B 0 '•1 ' 0 

Type ol Error 

Increased T ype I Type I Type II Typ• II 

Figure 2; Four common meta-analytic contrasts and their associated Inferential errors

when nonlndcpendencc ls Ignored: 
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compared: Because the comparison is within studies� the influence of the 

nonindependence is to decrease the denominator of the formula (all Ai Aj are

negative): In this case; failing to adjust for nonindependence will inflate the Type n

error rate: The final c�se represents a pattern of contrasts corresponding to an 

interaction. Here interest is in whether the difference between the two outcome 

measures depends on the study: Here too� the effect of unadjusted non1ndependence is 

inflate the Type II error rate 

Thush can be seen that the effect of non1ndependence on the outcome of a met. 

analysis depends on the type of question be1ng asked: 

Summary 
. . 

In sum� the meta-analyst must be aware of the influence of nonlndependence: 

_Where possible; the effect of nonlndependence should be adjusted statistically: 11 this i 

not possible; the meta-analyst must quail ty conclusions; taking Into account the known 

directional eUects of nonindependence on the llkellhood of making Type l and Type n

errors: U nonlndependence ls Ignored; meta-analysts may Introduce stubborn and 

�rroneou, conclusions Into the literature: 
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The Use of Judgement Analysis and A Modified
Canonical JAN in Evaluation Methodology 

Samuel R. Houston 

University of Georgia 

1.BSTF1'CT 

Judgment Analysis is presented as a technique for capturing and 

cluatering unidimensional policies among a group of judges or evoluatora. J1'N 

utiliroa a multiple linear regression model to repreaent each policy and then 

clueter evaluator■ toqtithor who are 0><1>roaaing aimilar pc,liciea. JAN ill 

•><t•ndod to a multidimon1ional 1ituation in which a modified and 1implified 

Canonical JAN (C'•JA�) procedure fo1 car,turing policies on more than two 

criteria i• �••cribed, Both unidimen1ional and multidimensional JAN 

procodure1 1hould b� ot �•neral intoro1t to the �valuation methodolo9i1t, 
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Teacher effectiveness is an area of great concern and the focus of much 
re&earch in the ecuc.ational coll'muni t�·. 'lhe idea ot teacher evaluation 1'r 
students has been popular at the University of Northern Colorado campus for 
l"lany years.· 'lhe primary purpose of ·this paper is to present .:Judgment Analysis 
(JAN) as a technique for both, capturing and c�_ustering policies about what 
constitutes teacher effectiveness for individuals serving as evaluators. 

Management personnel and evaluators often base decisions upon complex 
arrays of information. If these administrators could state explicitly how 
they used this information, these decision makers--and others--could replicate 
their judgments in subsequent sitations in which the same types of inforn,ation 

available. 

By way of an example, consider a situation in which an organization is in 
the process of recruiting personnel for particular jobs at a specific point in 
time, '!he evaluation of prospec.tive applicants for each position is often 
determined by the judgment of one or more administrators, judges or decision 
(policy) makers. Frequently the actual rating for each applicant is obtained 

combining several different types of informatin into a weighted composite 
'.to procuce a numeric.al indicator of the decision r.,aker's judgment or value 
·'rating.· One methoc! of weighting is to have the decision maker provide the
numerical 1,eights to be used with the different types of infoi:mation
.(varia1'les) to form composite explicit-weighting evaluations. While
'eyplicit-weighting procedures are satisfactory in some situations, it is
usually quite difficult to choose the proper multiplier values to form the
composite evaluation of the applicant for the position in question that
·adequtely indicate the value of a person on a job, The problem of determining
the appropriate nun,erical weights to be used can be illustrated in the
following example, In Table 1 are presented three test scores in statistics
for two students, The instructoi desires that each test be weighted equally
1n the determination of the course grade. Both atudents obtained the aame
point total of 120 rointe, Yet, if the instructor wants each te�t to carry
the aame wciight, ho muot not add the three ecoree together: While each teat

c.t'I tt•e 11t.11N, l'l«an 11core, the v11ri11nce1 tot the thr�e teoto are quite 
ifferent. Thie variation actually influences any explicit-weighting approach 
hich might l� afplied. i, a r�sult of those tifferenc�s, different "eighta 
uat he applied to each teat acore if each teat ia to carry the eame weight in 
he evaluation proce*•• 

' '

1 1 he dH'tic:ultiee encountered with explicit-weighting etutegiea in 
eneral have led to a eecond method--policy-capturing--which involves implicit 

ot the n\.lfflerical weights to be appliea, 

1, JUDGMFN'l' ANALYSIS 

II technique for determing implicitly the set qt nl.lll',erical weights to be 
in a decision-making situation was developed by J, H. Ward, Jr, 
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Table 1 

ASSIGNING WEIGHTS TO THllEE TESTS IN STATISTICSl 

Test Points 

Test 1 Test 2 'l'est 3 Total Foints 

Student: 

Mary 30 40 50 120 

Joe so 40 30 120 

2-Score

Test 1 Test 2 Test 3 Average 2-Score 

Student1 

Mary o.oo 1,25 l.67 0,97 

Joe 5,00 1.25 o.oo 2.oe

Percentile !lank 

�'est l 'l'Ht 2 'l:elt 3 Average F<ank 

Student1 

Mory !iO 89 i5 b3 

Joe 99 89 50 98 

1Auume 'l'Ht 1 Score,......,N(30, 16), THt 2 Scoree,...,...N(30, E4) and 
'l'Ht 3 Score,,_.N(30, 144). 

20etermined tor th• t•Score1, 

It is called Judgment Analy1i1 (JAN) and it involve1 a hierarchial 

grouping of data ui'ing on iterative procedure (Ward 1961, 19631 Ward and Hook 
l!/63), While tbis was a clu1ter analysis technique, Bottenberg and (;hristal 
(196B) used this idea of hierarchial grouping to com�ine regression equations, 
using minimal loss of prE:dictive efficienc�· as the grouping criterion. 
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Originally, JAN was developed to solve probleMS faced by the Personnel 
DepartMent of the Air Force (Christal 1St'..6a I EottEenberg and Christal lS'U). 

Weights 

2. I-0LICY-SPFCIFYING 'AND I-OI,ICY-DEVFL0FMP:?JT WEIGH'l'S IN JAt:

Folicy-capturing requires a set of judgments (Y values) associated with n 
decision situations to obtain the implicit weights. However, in the 
policy-specifying process, the weights are determined without empirically 
obtained juegments (Y values) by stating desired properties of and relations 
al!'ong the predicted values in sufficient detail that the numerical weights 
become known. 

Specifically lt=t 

the unknown weights to be determined by policy-specifying 
( corresponding to aj in policy-capturing above). j .. 
1, ... ,k 

an unknown constant (corresponding to a0) 

varial:.les correspcnding to the predictor vectors above. 
'I'hE:Ee are not vtctors ot c'atta rut are varial:les which 
when given a set of weights bj and b0 and a set of 
values for Xj will yield a composite value y. 

Then we have the starting function 

Frior to the rolicy-s1itocit�•in9 p1ocess, the range of value• to_r x1, 
><2,,,. "k •n �nown h1t the 1'j end 1:.0 valuH ere not known. 
Folicy-,pecitying proceeds ry ,tating restrictive relation• among the 
prc.1Hcted valuo11 tor var iou11 values of x;, 'lhue policy staten,ents ·_result 
in rHtriction• on tho valuH of bj and f>

0 so that the numerical velue•. ·ot 
• the woi9hts can be determined. Specification is completed when k + 'l 
indepen�ent restriction• an impoHd. C.nce the values of b

:l 
and b0 are 

r•known, then predictec1 valuea, y, can be calculated for any values Xj, 
it 1 

Policy-capturing and policy•1pecifying can be combined to form a general 
., procus of policy-development. A particular <tech ion maker mAy 111ta,rt by

zyf■pecitying several propertie1 arout relations amon9 the predicted values. 
,
,

�
.
•
.
Wh 

.. 

ere•• policy-spt"cifying resulteG in k+ 1 reetriction• on the k + l weights, 
.bj anc1 L

0
, the e)(preuin of desired properties may result _in only 1· k +

,�f\ restructions on the l:,j anc' 1:,
0 

values. . 
• 

'· 

e,-� Then imrosing these 1 restrictions on the startin9 mocel results in a 
>'.restricted 111odel 



= new variables resulting from imposing the r restrictions. 

Each zi variable is a linear combination of the xi variables. Now 
since there are still k + 1 - r unknown weights ci and c

0 
to be computed 

it would be possible to use policy-capturing to find the cj values. The
decision maker could provide, for each of the n[n (k + 1 - r)] decision 
situations, Yi (i • 1, ... ,n) values associated with various profiles of
information about the diffe1·ent situations. Then the least squares values of 
cj can be computed for the model. 

Y � c
0
u + c1z(l) + c2z(2) + ... + cjz(j) + ... + ck-rz(k-r) + E(2)

where 

Y • a vector of judged values of dimension n. 

z(jl • the jth predictor vector, of dimension n formed as linear 
combinations of the predictor vectors x(j) generated from 
information associated with the decision situations. 

Having computed the least squares values for ci and c0 the weighting 
system now produces values that l:ioth reflect the policy restrictions imposed 
by the policy-specifying process and the best fit to the empirical juc.gn.ents. 

3. G!'NFPJ\.L APPLICATIONS OF J.IIN

JAtl has been used in ■everal studies conducted by the U,S, Air Force fo1 
job evaluationfJ and to stimulate officer promotion boaras with a high degree 
of efficiency, F�uations have also l:ieen de1i9T1ed to simulate career 
counselors in making initial aseign11,ents ot airmen graduatin9 from Laeic 
training (Dudycha, 1970), 

'l'he JAN techniqu• has been appliea in 'a pr.diction study of s1.1cc41u in 
graduate education. In a study l"y Houston (1967) two variation• of JAN were 
inve■tigated••Normative J/IN ant' Ipsativ• J/IN. 'l'he purl)OH of tho t-lormative 
JAN study was to deten,,ine the extent to which a policy re9ardin9 9raduato 
adl'l'i1sion ■tandards existed among selected graduate faculty a,emLers at 
Colorado State Colle90 (now University of Northern Colorado), Da1ically, 
three sets of independent profile variable• woro uselL (1) biographical dat 
(2) test "•ta, and (3) major sul:iject field data, Pesults from the Normativ,
J�n study indicatcl'I usunthlly one policy wu pnsont. in tho 9rou1, of juag,,

'l'he Ipaative JIIN 1.1tudy used for its dependent varial:ile the ranking&; 
sul:mittec.1 by tbe judgEill who wen, requested to rank, without access to tl,e 
throe sets of independent profile variables used in the Normative J�N study, 
the doctoral grafuates on a basis of p&rsonal knowleuge. It was the intent 
this phase that the ratings or rankings be loaded with personality factors 
readily availalle in t�e Normative JAN study. Results of this phase were 
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tatistically significant, though weak from the predictive standpoint. The 
,ractical significance of the Ipsative JAN study was in the suggestion of new 
!irections for subsequent research.

Williams, Gab, and Linden (1969) replicated houston 's Normative study at"' 
:he University of North Dakota and sought to determine the policy of a 
1niversity doctoral admissions boarci. 'lw£,lve 11'.er.ibers of the graduate faculty c 
,valuated each graduate student's profile and place it into one of seven 
:riterion categories (t!-sort). t:-ach rater's policy 1oas a&sessed er captured 
Jnd the raters were grouped into appropriate clusters hy the JAN process. The 
investigators found that at least two separate judgr.iental t;ystems were present. 

A further illustration of the versatility of the technique is provided in 
a study J:,y Stock (196S) who sought to aetermine if systematic differences 
existed in the placel!'ent policies for special education students al!'ong special 
education personnel (teachers, aclministrators, and the n,embers of the special 
education screening colllitlittee) responsihle for placing the students in the 
public schools of Cheyenne, Wyoming. Colvert (1970) used JA?. techniques in 
the identification and analysis of the consultant ratings of elementary 
student teachers at the University of Northern tolorado. Using JAN 
procedures, Chang (1970) designed a study to determine whether individuals 
serving in different official capacities in the State of Colorado had 
differing attitudes toward selection criteria for awarding college financial 
grants. teelan et al. (1973) ca�tured the leader&hip policies ot selected 
fireman in the s't'ate"""of Colorado with the use of JAN. 

'l·he c;i..estion of wliat is po1·nograptiic was investigated by J_. Houston anc, 
e:. Houston (1974) who used JAtJ ae a methodology by testing this technique with 
three group& concerned wit this issue. 'lhese groups incl1.1oed doctcral 
students majoring in Psychology, Counseling and Guidance at the University of 
Northern Colorado, la1oyers and police officers from the city of Greeley, 
Colorado. The JI\N technique proved to be surprisingly eft,ective in capturing 
enc: clustering the policies (specitic and complex) of the judges trom the 
three groupa identifi�d. A• expected, many policie• were preaent, 

The problem of evaluating cuuiculum packages was t-xplond by Torgunrud 
(1971) in a doctoral diasertation completed at the Univeraity of California at 
Loat Angoluu ur1der thci dirtiction of Dean John I, Goodhd. 'lorgunrud 
identifio� from the educational literature the following independent variable• 
u imI,ortant. Gimenaiona of any curriculun, package or set of materials which
ere un"er conllideration for posdble adoption, These include 1 ( l) valid and
■ignHic1111t content, (2) ligniUcant t.lementa of organization, (3) sequence
providing a cumulative effect, (4) integration providing horizontal

:;relatio11uhirr;, (5) value position clc:arly state�, (6) specificity i:roviding
:'direction, (7) fle,dbility providing alternatives, (8) accommodation for
:.student patticir,aticn, and (11) provision for measuienent of achievell'ent,
'After defining the variat--les, Torgunrud generated a sample of 100 profiles,
,:. each described on the 11 vat !ables, ty using techniques dei,cr ibed by Naylor
.' and Wheery ( 1965) for simulating stimuli with specified factor structure,
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another'e',;.iiluation at the University of California at Los Angeles, 
• Duff (1�69) utilized JAN techniques. to capture both the teacher-hiring

policies(��) of selected administrators and the administrators'
evaluation policies (E:X l'ost) of teachers' on-the-job performance after their
first year of paid teaching experience. Both types of policies (hiring and
job perfonr,ance) were analyzed for elements of predictive validity J:.y the 
investigator.

The effectivt,ness ot JAN in capturing and clustezing raters' policies was
investigated by Dudycha (1970) in a Monte Carlo evaluation of JAN as a
methdology. Dudycha's outcomes show that the gzouping process begins t0 J:.reak
down when there are fewer than 200 stimuli being evaluated or 100 if ten or
more stimulus dimensions are used. �onsequently, the researcher using JAN
must be concerned with the number of stimulus dimensions used in a
relationships to the stimuli being evaluated. It is the present
recommendation of the writer that a minimum of 100 stimuli be available for
each juage on a maximum of 10 stimulus dimensions.

Other examples using Ipsative JAN are Christal (1968b) in which the
researchers had to use their own knowleoge to discover the variables J:.eing
used by the single judge, and Holmes and Zedeck (1973) in which the judges
were asked to jucige paintings and also to relate qualities which the i,aintings·
exhibited. These qualities were then used to develop characteristics used as

the predictors in the linear matheniatical policy model. A tiormative stuc.y
using these characteristics followed.

The type of JhN used ir, a stuc;y c.an be further specified, 'Iype A JAN 
would be used if the judges were dealing with the same subjects OI profiles.
Type E JAN designates a situation in which the juoges each are making
judgments on a different set of subjects or profiles,

'l'uditionally, JAN prot.len,&1 have involved predictors having a continuous '
distrihution and have had dependent variables which were either ranked or
categorical, It wae demonstrated l,y Hou1r1ton and Bolding (1974) that .:iAN iE> a '
special caae of the general linear model, Becau1e of thi1, any typo of
variable which could be ueed in a lineiu model could be UHd in JAt,,, Seta of 
non-redundant, dummy variable,, for inatance, can bo u1od for tho categorioe

(Suite 1957), An examph of thi1 can bci found in Chriltal (1�60b) in which
eome of tho variable• were categorical,

Certain i11uu aeaociated witt. tho ueo of JI\N have l,Hn oebat.d ( Houston 
1S741'), It hu roen 1u9goeted that a cU1trHution bo specified !. priori for 
the judge• tc u1u1, I\ aeconc! h•ue rai1oo<1 by •tati11ticit.n• wu1 how n,,ny 
pre<1ictora (independent v11ri11bleo) should be use�. Statistical studioo have 
shown that tc,n t1ho\Jlt, l .. o tho minimum, i r11ct1c1.1 l contdclllutions ti11vo a.uggei.ted 
between five 11rd seven, II third ieaue was. the number ot Se to be given to 
each judge. 6tatistical st1.dic.1, e1t1pluying Monte C.arlo teciinic;.uee have ehoi,n 
that a minimum of 200 should be used, rractical coneideratione indicate that 
�etween 30 anc. 6G profiles shoula be used in a policy-capturing situation. 
Another issue debated is whether a test ot significance or a practical test 
should be used, Fegression is II large sample procedure, 'lests of 
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significance useful in JAN (t and F) are designed to be powerful when samples 
ne small with increasing power as the sample size increases, 'v.ith a large 
sample size even the smallest decrease in predictability can be significant, 
�ard and Hook (1963) recommended looking for a break in the pattern of'R2 
( r.so value decreases between stages in the analysis. Houston anc: Gilpin 
(1971) suggested a modification of this technique. They recoll'mended 
�stablishinc;, � priori the l!'aximum decrease in prec.ictat,ility which the 
researcher would allow before considering the decrease to be meaningful,• They 
,uggestec:1 a ,05 level as a genE:ral "rule c,f thumb", 

JAN has been widely used as a policy-capturing procedure in the 
:iilitary. Lome e>:arr.ples of· military policy-capturing applications have been 
lescribed in the following publications: Black (1973)1 Christal (1968a, 
.96Eb) 1 Gott (1974) 1 Cc,och (1572) 1 Jones, Mannis, Martin, Summers, and 
iagner (197€)1 J<oplyay (1970)1 Koplyay, Albert, anc Black (1976)1 Mullins 
•nd Usdin (1970)1 �ard and Davis (1963),

4, STUDENT PQLICIF.S OF TF.ACHEP EFFECTIVENESS 

The student. judgmental policies of teacher effectiveness were analyzed in 
study completed by Houston and Gilpin (1971), 

Procedures, The primary problem of the investigation was to analyze the 
esults of a teacher description study and to identify judgmental policies of 
elected suhsets of students at the University of t-orthern Colorado. 'l'he 
L1bjects for which profile and judgment scores were generated were faculty 
embers of the University of Northern Colorado, 

'l·be judges, Students rateo the teachers ueing the criteda xepreaented 
n Instrument One, For purpoaea of thia atudy, the atudenta were grouped •into 
•lectt.d aubaets, 'l·he tiret 9roupin9 waa made 1-y achools ,or colleges within
:,e univeraity and reaulted in aeven 1ub1et1 or 9roup1 of atudents, 'l'he
,searcher treated each of the individual groups•• a judge in the firat JAN
,ve1ti9ation, 'l'he aecond grouping of atudenta we• determined by 9rado level

,id allowed tor five 1u1'1ot1 of atudenta ran9in9 from frHhman through
raduato level, Each of theae diatinct 9roups was treated•• an individual
,ag• in tl,c, aecond JA� analya.la, '•h•rotoie, in the JAN analyaea, a alight
,novation wu u11ed, In the uaual JAN a judge is an individual1 however, in
,i. atudy the inaivicluala were grouped into aub1e.t1 anc\ each aubset,
,nsi1tin9 of numeroua individual&, waa conaidered a judge,

'l'l,t• Jnatl \lll'ent, 'l'h11 &t\ldent rater• were requeattid to rank teacher• on 
,. firet 9 it•m• and to provi�e �io9raphical information asked for in item 10 
1: tt,e following inetrumLnt 1 
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Teacher Description Instrument (Instrlllllent one) 

Please rate only this teacher in this particular course in accordance with 
this rating scale. 1) Foor 2) Fair 3) Average 4) Good 5) Excellent 

1. 
2. 
3 

4. 
5. 
6. 
7. 
8. 
9. 

10. 

Teacher's interest and enthusiasm for course 
l'.bility to adequatE<ly answer questions 
Ability to col!llllunicate the subject matter effectively 
Ability to interest and motivate students 
Fairness in testing and grading 
Personal interest and adaptation to stuoent's needs 
Course objectives are clearly stated 
Course objectives a:te o,et 
Everything considered, including strengths and 
weaknesses, I would rate the instructor 
1) Freshman 2) Sopromore 3) Junior 4) Senior 5) Grad

1 2 3 

1 2 3 
1 2 3 

1 2 3 

1 2 3 
1 2 3 
1 2 3 

1 2 3 

1 2 3 4 5 

The first eight items of Inst:tument One were ccnsidered ineependent 
variables while item nine was treated as the dependent variable in multiple 
linear re91·eEJsion analyses, J..esponses to the filst eight variat:les were also 
used as profile scores, and responses to item nine as judgments in the two JAN 
analyaes, 

JAN techniques, '!'he JIit. technique ltArts with the aHU1llption that E;tach 
judge has an individual policy, It give• and R2 (multiple R coefficient 
squared) for each individual judge and an overall p2 for the initial stage 
consisting of all the judges, and eAch one, treated a1 an individuAl 1ystem,, 
Two policies are 1elected And comhined on tho baai1 of hAving the mo11t 
hol"ogeneous r,rediction equAtione, thercitore re•11lting in the leaet rouible 
loss in predictive efficiency, ,Thi• 1eloction reduce• the nl.l1llber of originAl 
policier, t,y one And give11 A new r.� for th.ii 1t1190, ti·ho 1011 in predictive 
efficiency can be �eaauret by finding tho drop in p2 botwoon tho two 
stag<le, �•he grouping procedwro continue,, uducinc; th• nW11t'-er ot policiee b:., 
one at each 11tago, until finally all of tho judgt'I have boon clu1torod into a 
ninglo grcur, 

Invoatigetou examlnt1Cl the, collective C,rop in r,2 trom thet ot tho 
or iginn l stage in oecb or tho t.,.o JHI ena lysee, A dut.ermination c:,f wliutl,ot 
one or moro policiu wen present 11111on9 t.h• jud9t11 w111 mado on tho b111i11 ot 
the &t1quential drop in p 2 , l\ slippage greeter than ,OS waa con&idoud !. 
priori to represt1nt too great a los• in predicta�ility, 

Findings 

The first Jl\N analysis considered the students grour,ed into the seven 
schools ancl/or colleges of the University of Northern Colorado, F.ach group 
was treated in the analysis as an individual judge, A listing Anti 
abbreviation of the variables for this study are found in Table 2, 
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Stages of the JAN procedure for, judges by school and
0

/or colleges, , :,The,, , :; 
F 2s for each of the seven initial systems are reported :in Table 3. t-iot.e 
that the magnitudes of F2 are restricted in range, 'lt1e highest value is 
• e3C9 for judge four and lowest is ., 7443 for judge seven. These high values ,
of F2 for all judges indicated that the judges \</ere consistent in their 

•• • •

individual decision-making policies. 

Tarle 4 reports the seven stages of the J� clustering procedure f�r 'the. 
seven judges and the corresponding F2 for each st.age. In stage 2, judges 
two and three have been .combined to fern, one group while all other judges are 
treated individually. The. drop in F 2 between stages 1 and 2 is only ,004, 
Continuing this clustering procedure, stage 3 comtdned judges five and six 
resulting in a 1110<:iel consisting of five policies or systems. 'l.'he resulting 
drop in P2 from stage 1 is ,0Q09, 

E:tage 7 combinec: all' seven judges into one cluster b.nCI resulted in a 
collective ero{' in F 2 of only , 02-<.8, The ,! priori criterion for peimissible 
slipp-.9e in F,2 was .o�. &ince the collective drop of ,0 24b is \</ell within 
this tolerance level, stage 7 was accepted as the appropriate grouping of 
judges, 'lherefore, the investi«:iatcrs concluded that or,ly one policy was 
rresent among the seven ,judges. 

Pc.Hey of the seven judges, . Interpretation of the JM procedure 
determined that only one polioy existed a111ong the seven judges representing 
the schools anc!/or colleges, !<egress ion analysis was then e111ployed in a," 
effort to explain that policy. 

'l'he investigators were interested in determinin9 the uniq1.1e contrilution 
of proper subsets of the predictor variables, 1 through�, to the prediction 
of the criterion, CenP, The contribution of a set of variables to prediction 
may �e 111easured �y the difference between the F2 for the full model (FM) and 
the r-2 tor a reetdcted mo<'el (f'M). 'l'he Hot clittere from '7-be FM in that the· 
proper suh1et of variables, tor which the unique contribution to . , 
puc'ictability is deeiuo, havt. l;,een delete¢, •,·he di!ference between the two 
n2, �ay b� t••t•o for 1tati1tical •i�niticbnce thrQu9h u1e o! an F te�i.��-- .. 
elle an !. l?riori acce11tak-le drop can be e1tabli1hed, 'l'he inve1ti9aton c;l)oH; 
ti,«- lllttor oltcirnativct an<! 11at a drop tolerance ot ,05, 'lh1t ii, if -� :;· �j 
.o�, the inve1tJgatore conclucfod that the 1ul:•aet under conBideration we• 
makJng a unique, contribution to prcidiction o! the criterion. 

II 11ul,jective hierarchy of the varia1'le1 is presented in Table 5, 'l'hia 
91·ou,,1ng wa1 \11vc" in tha ngnuion 1naly1il of the 6itforcint 1,olicie1. 

Figure l pre1ents a 1chematic to guide the 1oquence of toat• frOII\ the FM 
through the variou• reatricted model,, The accompanying t2 for each of 
these rr.odela 1a found in the appropriate block, For example, thti information 
in block l indicate, that the independent variables 1 through 8 were used sa 
the predictors in the FM and that the R2 for thia model was ,8123, 

•

Block 2 displa�•s FM - (5,6,7,8), indicating that variables (S,6,7,8) have 
been deleted from the full model. This also impliee that variables 1, 2, 3, 

57 



and •4:are used as the predictor variables in the l<M, By dropping out 
variables (5,6,7,8), the unique contribution to prediction of these variables 
can be determined, The measure of this unique contribution was found by the 
difference between the F2 • .81 23 for the FM and the R2 • .7742 for this 
FM. ":.he difference ,8123 - ,7742 • ,0381 was less than .05 ana thexefore 
indicated that these variables were making little or no contribution to 
prediction that could not he explained by the other four predictor variables, 
Since the drop in F2 for this set wae not significant, no further tests of 
subsets of these variables were necessary. The broken line in the chart 
indicates that further testing of subsets of variables (S,6,7,8) was

terminatec .. 

The expression in block 3, FM - (1,2,3,4), indicates that variables 
(1,2,3,4) were eliminated from the FM. These predictors were grouped on the 
subjective basis that they were related and meaeuxed a general hypothetical 
category called methodology, The drop ,8123 - ,6673 • ,1450 was greater than 
,OS and therefore resulted in too great a lose in predictive efficiency. 
Therefore, further analysis of subsets of these variables was undertaken. 
However tht:: i;.2 fol' the model Ft,1 - (1,4) was . 7708, Since the droi, of ,033!:i 
was lees than ,OS, variables (1,4) made no significant contribution to 
precliction of the criterion, An examination of the eubi.et xepresented l,y the 
model FM - ( 2,3) showed that the drop in F2 was equal to ,037b, Again the 
dxop was less than ,05, and it was concluoed tbat variables (2,3) made an 
insufficient unique contribution to the prediction of the criterion, 
Multicollinearity of the variables (1,2,3,4) accounted for the fact that no 
significant drop in F2 wu detected when further analyfiis of the ):;;ranchings 
from this set were examined, That is, the variables in this set are highly 
intercorrelated, and when two of them are eliminated, the presence of the 
other two in the FM hold up the value of F-2, The broken line again 
indicate• that furthex examination of subsets of the•• variak-l•s waa not 
needed, 

In aumn�ry, th4t, •!g.ht predictor variable• were very efficient in 
pre1'1ctin9 th• cdterlon ainc" the R:,i wu reported to be ,6123, 'l'hl 111odol 
FM - (5,�,7,8) 1110 had hi9h prediction efficiency with an R2 • ,7742, 
Therefore, all of the judgu who WflU clu1terod into th61 CJnly 1•olicy•111okin9 
eyatem were att.nding to veriat:lH 1, .,, 3 and 4 �•hen they were ratinQ 
toacheu in tt,c gonoral overall cateiory, 

lie roportC!c1, the grouping c;,f subaot• ot the ei9ht 1,redictor variftl,lu waa 
a complot•ly •u�joctive �etor�in�ti�n. �ho invo,ti9atur1 wer� inter•�t•� in 
analyzing Toblto C,, the int.ercorrel1tion1 of pr•dictora and th• vali<Htioc, to 
det4.,rn,in-.i H a <11fterent liie1archy of val'!ablee would n1•ult, Ferhap• a 
a111aller 1ub1et of variable• making s unique contribution to prediction co�ld 
be found if th1a1 eul·HU wel'e groupe(I differently, 

The validitiea were comparatively higt,, ranging from ,604 to a high of 
,804. �•he inveatigatou group6d the predictor a into a hieiarchy base u1>0n the 
correlations. Thia grouping ie preaente� in Table 7, 
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'l'he scl>ematic sequence of tests is presented in Figure 2. The branching 
eading from block 2 was terminated in view of the resulting R2 • .7848 for, 
he model Ft! - (1,5,7,e). Th,is represented a crop of only .0275, well within 
he .OS level, Of coneiderable interest was the alternate branching' leading , 
s, anc1 fron, block 3. The model fl'! - (2,3,4,6) yielded a significant drop in 
"' c,f .8123 - ,6758 • .13b�. 'Ihis prom�ted further investigation of subsets 

,f this model. The l!'odel FM - (2,6) accounted for a drop of only .8123 -
,7S3\:i • .011::4, and hence further irivestigatic.n of subsequent. branching was 
•need. However, the model FM - (3,4,6) was of extreme interest in view of the
dgnific.ant. dror, in p2 of .8123 -·.7248 • .(iEl75. Consequently further
'ranching from this model was investigated. The model FM - ( 3, 4) was also
found to niake a unique contril:,ution since the cirop of ,8123 - .7558 • .0St.S.
Further analysis of the unique contrihution of variables 3 and 4, treated
Lndiviaually, resulted in nonsignificant findings. 'l'he reason for this
finding was that variables 3 and 4 were highly related r3,4 • .75. 

The regression analysis based on correlations (Table 7) allowed for a 
more refined interpretation than did the analysis based on subjectivity, 'l'he 
hierarchy suggested by the correlations led 'not' only to a set of three 
varia�les (3,4,6) ��king a unique contribution, but also to a set of only two 
predictors (3,4) making a unique contribution to prediction. 

1-n interesting question a1cse at this junctut e., 'l'he two sets of , 
variables (3,4,£) and (3,4) both make unique contributions, but what about 
their at,solute or total preuiction? This information is riot available from 
the sequence of tests in Figure 2. The researchers investigated the 
precictive efficiency of the�� mooels consisting of the set ot variaLles 
(3,4,6) and (3,4). 'lhe r2 for the U! consisting of variables (3,4,6) "'aa 
equal to ,7678, 'Ihe difference was ,8123 • ,7678 • ,0445 which, by virtue of 
the , 05 convention useci in thil study, imrlied that this Ja-1 pre�icted aa well 
as did the FM, However, the r� consiating of variables 3 and 4 had an R2 • 
,7340 which obviously waa not as efficient'aa was the ni. 

J�N by grade level, The second J�N analysi1 grouped 1tudent1 according 
to grade levol, ucb of the. five levell waa conli6erec:\ H a judge., Table, 8 
show• the r21 auooiatec\ "'1th thti prediction equation fox' each ot the five 
jut'19e1, 'l'ho 1121 ran!e,1 in ,value from , 7988 for !reahmen to ,8344 for
naniora, 'l'he high J-. • inc11eatea efficient prec.'!ictior, fo1 each of' the 
reapeetive re9ro11ion or deoi1ion-rnakin9 equations. 

'l'lio five 1ta9u of the, JAN 9rc,or,ing technique ere 'prt11ented in 'l'al.11• 9,' 
�• conjectured frcm obaorvation ot the preliminary 1tati1tica, the oolleotive 
c,, or• in p2 tron, tlici original 11ta"e to 1ta9e 5 �all 1or.,ewhat leu than thfl • 05 
limit, 

Stage 2 ccmt•ir,cid tl,v fre11h111en and 1ophomou,&, leaving tl,e juniors, 
aeniora and graduates a1 the three single-member systems. '!hie combination 
resulted in an �2 alippage of only ,002, Stage 3 clustered the junior• end 
eeniors leaving the 1raduate 1tudents aa the only aingleton set, The
collective drop in� at this atage was a nearly in�iscernible .COOS, Stage 
4 combined the sets containing two judges each into a cluster of four, again 
leoving judge five as the only single-member system. At this stage the 
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overall \drop in R2 was an inconsequential . 001!>, Stage S grouped all of the 
judges into·one decision-making system and resulted in a total R2 slippage 
of only ,003, .certainly this drop in R2 was well within the tolerance range 
of . 05. These data suggest that or.ly. one juogmental policy was existent among 
the five judges. 

'l·A�U. 2 

l,ist of Variables and Abbreviations 

tlumher Variable 

l. 'l'eacher' s interest and enthusiasm for cour,t�, 
2. Ability to adequately answer questions • ·( 

3. Ability to c0111111unicate subject 11111tter effectively 
4. Ability to interest and motivate students
S, Fairness in testing and grading 
6, Personal interest and adaptation to student's needs- 7. Course objectives are clearly stated
8, Course o�jectivea are met 
9, Gene1al rating (critel'ion) 

1. 
2. 
3. 
4, 
s. 
6. 
7, 

, I ' 

'l'Al'Lf. 3 

F 2 VAluea tor 1'11 JUdlJCI from feCjjrulion folodd1 

Jud • 

School of the Art■ 
Coll•IJ• of �rte 1nd &ciencea 
School of Buain••• 
College of Education 
School of Health, Physical Education, and Recreation 
School ot tiulic 
School of t.ur1in9 
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Abbr, 

IEth 
Anet. 
<.Su1' 
Mott 
'leer 
St-ids 
<.obi 
CObM 
GenF. 

.7869 

,8126 

.7764 

,l1309 

.7992 

,1.107!; 

.7443 



, ;•TABLE 4 
Stages of .the JAN Procedure for the Seven Ju�ges 

Stage Judges Jl
2 

1 1, 2, 3, 4, s, (., 7 . 8141 

2 (2, 3), 1, 4, 5, (,, 7 .Eil37 

3 (2, 3); • (5, 6), 1, 4, 7 .8132 

4 (1, 4)' (2, 3)' (5, 6), 7 .61.:1 

5 (1, 4), ·;(2, ·3, ·.7), ( 5, 6) .eo99 

€ '(1, -A, ·2, 3, 
.. 

7)' (5, 6) .€0£.4 

7 (1, 4, 2, 3, 7., 5, £,) .7893 

'IA1'I.E. 5 

£_ul:,jeqtive Hierarchy of Varial:,leei

Methodology, 
Teacher'• int�reat and enthuaia•� for couree 
APility to intero1t and 111otivato •tudent• 
Avility to aaequatoly •n•�•r que1tiona 
Ability to ool'lllllunioate •ul;ljeot 111att\lr effectively 

llumaniltio 1 
Fnirno•• in te1ting and irac11ng 
roreonal intereet and adaptation to 1tudent'• needi 

Or9aniutional 1 
Couuo ol•j1totivu are c:le,,rly 1tat41c1 

Courie objootive1 ere 111et 
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Collectiv� Drop in P . 

.00(;4 

.000$ 

.001£ 

.0042 

.oon 

.0246 

(1) 
( 4) ..
(2)!

(3)

(5) 
(6) 

(7) 
(8)



2 

FM - (5, 6, 7, 8) 

• 7742

,'.·"· . E , 1 

ed '(Sul-jective Hierarchy) 

1 

(1 .through 8) 
.81�3 

FM - (1, 2, 3, 4) 
.6673ilr 

FM - (5, 6) FM - (7, 8) FM - (1, 4) 
.77&1$ 

FM 

FM - ( 5) FM• (6) - (8) l'M - (4)

•s19niticant drop in R2 ,

'l'AIU. 6 

Correlltion1 of Predict�r and Criterion Variable• 

Variable l 2 3 � 7 
1. IEth

2. MIQ ,580 

3. csub .io«J ,696 

4, Most ,646 .621 ,746 

5, 'l'eGr ,42!: .471 .492 .522 

6, Snda ,558 .566 .613 ,688 . 582 

7. cobs ,477 .507 .580 .550 ,467 ,532 

e. CObM .532 .564 .633 .618 .510 .578 .794 

9. GenF ,688 ,715 . 716 .804 ,604 .728 .623 
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t'. TABLF •7 
}lierarchy '.of Vaii�bl.e�·· Eased on Correlations 

,• ,__•�� , i,t _"·,·: : '',) "�f':, :' ,ifjf:�·f.- ;':,£,,.HJ)• I 

suhset 1 • 
Sub-subsets 1 . 1 

• ·Ability to ·interest ·and motivate students

subset 2 

Ability to communicate subject matter effectively 
Personal interest and adaptation to student's needs 
Ability to adequately answer questions 

sub-subsets: 
Course objectives are met · ,. •• * 
Teachers interest and enthusiasm for course 
Course ohjectives are clearly stated 
Fairness ,in,,.testip�. a!l�i gfadi�g .:.· �, 1

f'IGUU, 2 
·seven Judges ·(Hierarchy Based on Correlations)

1. 

1 

FM 
( 1 through 8) 

.8123 

3 

(4) 
(3) 
(6) 
(2) 

(8) 
(1) 
(7) 
(5) 

FM • Cl, 5, 7, e) 
:784l, 

FM ·• C 2, 3, 4, 6)
,6758* 

FM • Cl, 5) FM 

4 

FM • (2) 
,8046 

I • 

f, 

FM - (3, 41 �) 
,7248* 

7 ' 

n: - C5l FM - C 7) n-1 • (6)

,€033
FM - (J, 4) 

.7sse• 

,ignificant drop in F.2 , 
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8 
FM - CJ) 

, 7946 

9 
- (4) 

.7944 



,,Vi;!';>' TABLF 6 
R2 Values for All Judges horn J.egression Models 

Jud es p2 

1. Freshmen .79ee 
2. Sophomores .7S.54 
3. Juniors .8165 
4. Seniors .8344 

s. Graduates .827€ 

�;ABLE S 
Stages of the JAN Procedure for the Five Judges 

Stage Judges F2 Collective Drop 

1 1, 2, 3, 4, 5 .813( .0000 

, (1, 2), 3, 4, 5 .8134 .0002 

3 (1, 2), (3, 4), 5 .8131 .oous 

4 (1, 2, 3, 4), 5 .e121 .0015 

5 (1, 2, 3, 4, 5) ,810€ .0030, 

Summary and Conclu1ion1 

;� . �-1+
S.1"' 

2 in F. 

··,,;
t:· 

I;� : : " 

:ff· 

i'� . ;:· 

Pe1ult1 ot the tirat JAN analy•i• revealed the 1even judge•, r1pre1anting the 
1chool1 ant4/or collegH, clu1tered into one 1y1t1m. Thia mHnt that only one'f 
dechion•makin9 policy exh_ted amon9 the jud9H. llec;rHdon analylia waa ueed,,t, 
explain thh lin9la judgmental policy and it wu found that th• judgu were i 
attending primarily to variabl11 3 1 4, and 6, An inter11ti119 finding �tie that'tl 
PM u1ing only varinhlea 3, 4, and E reaultod in predictive efficiency uignificanl 
equivalent to that of the tM, Judgu repreHnti11g the five grade levels wen .. ;r.'lf 
cluatered into one ayatem H a reault ot the hierarchical grouping procedure �f 1 
second JAN analysis. 

•• 

S, E\IAI.UA'IING THE EVALUATOFS VIA JAN 

What is now presented is an a�plication of JAN to indicate how it might be use 
evaluate evaluatore. 

�.r. 

The League of Cooperating Schools (LCS) was launched in May 1966, as a 5-year 
project to study and promote planned change in American education, It 
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was sponsored by a partnership of the University of California at Los Angeles, 
the Institute of Development of Educational Activities, Inc., anci eighteen:· J, 
independent school districts in Southern �lifornia. Each school district 
contributed one League school and these cistricts ranged in siEe from the 
massive Los Angeles City system to a small district of only three schools. 
The districts and schools were selected in such a �ay as to 1epresent, 
ropefully, a true microcosm of American elementary schools. It was the aim of
this joint ente11,rise to develoi, a cohesive program of research, development, 
innovation, and dissemination of information in order to narrow the chasm
retween cur1ent educatioual theo1y and practice. 

In order to effect educational change, a rationale was neeced that would 
serve as a basis for research design while at the same time se1ving the 
interests of the cooperating schools. The result was the creation of a·riew
social system in which principals anc teachers in the LCS were to J::,e , • .... , ,,, .. : 
challenged by I/D/F/A to fashion new norms, roles, supports and rewards for 
themselves. 

Fout menu.,ers of the Intervention Staff were requested to score on a �-point· 
scale each of eighteen schools on eight ctiaracteristics deemed essential •.for,u 
effective schools, A list of these characteristics with explanations appears
in Table 10 (variables 1-8). In addition, the Intervention Staff members were
asl<E:d to rank the eightt.en schools in terms of overall effectiveness. �he 
rankin9s were used as the criterion variable in tre JAN process. 'lhis ,, 
pl'cceoure re1,resenls a slight n,ooification of the us1.,al JAN proceclute in thtat 
the judges generated their own profiles by the scores they gave on variables

1-�.

In 'l'dle 11 AH,ears the intercorn,lbtions between all the variables. The
means and standard deviations are presented in 'lal:·le 12. A multiple linear 
re<,Jreea;ion ec,uation was develo1,ed ft;r each Inte1 vention Sta ff riieir.her who 
served a1 judge. Table 13 contains the correlation• of each predicto1 
variatle and the criterion variable (1chool rank), Also included for each 
rater i1 hie multiple correlation coefficient. 

Tahle 14 1u1M11riie1 intexcorrelation1 of judgmental policie1. It appear■ 
that judge■ 3 and 4 have the moat horno9eneou1 policy a■ the correlation 
coo!Hchnt rating their rankinc;,1 ot e1'tactive 1chooll ii 0.90. 'l'l,ie ii borne 
out in 'l'able l!i which 91 ve■ the ■tage valuee for the JJIN technique. In Stage 
2, two gx·ou111 havo l>a.n formed and judge■ 3 and 4 have bee.n tint to l:iil 
grouped. 'l'he inve1tigator1 conclude that there are essentially two poliei•• 
1,r .. ont, 'lh• ju1t1Ucation for tt.ia sten:s fron, tl1e fact that th& collective 
drop in r2 trc,111 r.tag• l tt> Eltac,,u 3 ill just 0. 03&1 whilu the dror, hom l>tage 
3 tc Stage 4 re1ult1 in a lose of 0.0678 n:aking the collective drop C,1060, 
Fr0111 'l'able l!' one car, set, in Stage 3 that judges 1 and 2 comprise one policy 
grour, while judges 3 and 4 forn: the second policy group. 

In t1ralydng the policies one ndght wisl1 to refer to Table 13 which report, 
the correlations �etween the achool characteristics and judges. However, one 
finds a aietressing situation in that all the intelcorrelations ar, high, 
This means that the judges may have been guilty of the "halo effect" as they
gen�rated their pr�file scores for the eighteen schools. 
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investigators were interested in determining the unique contribution 
r�per subsets of the predictor variables, l-8, to the.p�ediction of the 

terion, JANCr, in both policies to c0111pensate for multicollinearity, 

::'.:..;,�•·· For an explanation of the two judgmental policies, the investigators 
• !first made a subject! ve analysis of the predictors and conjectured that the/':'

formed a hierarchical pattern as displayed in Table 16,
·,). 

Presented in Table 17 is a schematic to guide the sequence of tests 
associated with the single policy of Judges 1 anc .:, 

In summary the eight predictor variables were very efficient in 
predicting the criterion since the R

2 was reportec:l to be 0,8672, l-olicy 1 
as expressed by Judges 1 and 2 could basically be explained as a concern for 
the corr.petence cf the professional team (variables 1, 2, and. J),· 

In Table 18 appears a schematic which illustrates the second policy, 
namely the of judges 3 and 4. Fror.l blocks 2, 3, and 4, it can be seen that ',J 
each of the three subsets in the subjective hierarchy was making a significant 
unique contribution to predicting the criterion, 

Number 

l, 

2, 

J, 

4. 

s. 

6. 

7. 

8. 

9. 

TABLE 10 
List of Varia�lee 

Variable 

Extent proteseional team (principal and teacher•) 
ahow• enth1.1aiurn about their achool pro9ram 

lxtent profe111ional team ii action•oriented1 
i.e., they put their idea• into rractic�

Extent profe11ional team ii inquirin9 and 1earchin9 
i�tallecutally and aelf•critical 

Extent children are involved in educational activity 
(can o�aorve and talk to children) 

Extent teacher concern• are with each child a• an 
individual, (One can 9ain inforn�tion from 
children, teacher,, or parenta,) 

txtent the diatrict aupporta and •hot.·• pride in 
the school program 

Extent of community 11upport (the progu1m is 
supported by participation in school life, 
publicity, etc,) 

The quality of the educational program vis-a-vis 
inc:lividualization of instruction is evioent 
(alternatives, conferences, different grouping 
procedures, etc.) 

JAN criterion--rank of school 
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Abtr, 

I Ent 

r·Inq 

Cinv 

TChC 

DSup 

csup 

JANCr 



Variable 

PEnt l 

PAct 

Pinq 

Cinv 

'l'ChC 

osup 

CSup 

2 

3 

4 

s 

7 

('EdPr 8 

JANCr 9 

Variable 

1 l'E:nt

2 - PJ\ct 

3 l'Inq 

4 Ginv 

5 TChC 

6 OSup 

7 CSup 

8 t'EdPr 

JA?lCX 

.83 

.56 

.66 

.70 

.74 

.SB 

.• 57

.79 

.71 

.74 

.60 

.76 

.66 

.74 

TABLE 1Y.;:,, 
L Intercorre1atloriei' ''"°� h•! 

.71 

.72 

.64 

.84 

,65 

.82 

,.4 

.74 

.73 

.77 

,79 

,75 

s '' 

.60 

.77 

,73 

.71 

'lALLE 12 

6 

.67 

',67 

.56 ,59 

Mean1 and Standard Oeviatione'(N • le)· 

Mean 

1,944 .,

1,722 

1,388 

1,833 

l. 777 

1.Ell

9.500 

67 

,71 

i ' } 

Standard 
.Deviation 

,872 

,826 

,698 

,707 

.878 

,650 

,686 

S.33&



" 

' 
'Judge�;afd 'sd:ool Charabteristics

school Characteristics 

--:~"''"rt�·� "PAct'\\n 

1 ,0.56 0.74 0.82 

2 0.57 0.55' 0.62 

3 o.s; o.ee C,.69 

4 o.e5 o.es 0.71 

TABLE. 14 
Intercorrelations of Judges

Judge 1 2 3 4 

1 1.00 0.68 0,71 0,€3 

2 0.68 1.00 0,6i 0,66 

3 o. 71 0,(,9 l,00 0,90 

4 0,63 c.u:. 0,'-0 1,00 

Ginv 

0.75 

o. 77

c,. 77

0.73 

TChC 

(1.71 

0.69 

C,.83 

o.eo

Stage 

1 

2 

3 

4 

'l'ABLE 16 

OSup CSUJ2 �•EdPr 

0.56 0.59 c. 71

0.63 0.€3 C.59

O.H 0.7f. 0.63 

0.69 O,f,2 0.6S 

TAE!LE 1� 
Stage� of the J� 

Judges 

(3,4), 1,2 

(3,4), (l,2) 

(1,2,3,4) 

,8302 

,7921 

&ul'•jective Hierarchy of Variahh1 

Prote11ional 1taff comrotence1 

Concern tor children• 

Outside support.: 

Extent rrote11ion1l team i1 
enthuliHtic 

Extent profe11ion1l team i1 
action•orhnted 

Extent profe11ional team i1 
inquiring end 1elt•critical 

Extent children are involved 
ih eaucational activity 

Extent teacher concern• are 
with child as indiVic\Ual 

Extent of individualized 
instruction 

Extent of district support 

txtent of comr.,uni ty support 

68 

....L 

O.S5

o.e1

0.94 

0.93 

(1) 

(2) 

( 3) 

(4) 

(€) 

(6) 

(7) 

,4-;, 

,; 

' 

T 
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, TABLE 17 
Flowchart '•of •Fegression Analysis of JPolicy. ·I (Judges, 11and ·2) ,l!illi'jj'Jl 

.• ,::-:·i � ,. , 
,, � rr 1·.�!:1.t ·]O:·"·<iillfi1 . .<. ;.���·itt 

M - (1, 2, 3) 

0.7605* 

\•,.f'' ·, -(."/ ; 't' • � ,< ►, 1 ·\i 

11 Model 
1-8

0,8672 

3 
FM - (4, 5, 8) 

0,8407 

*Significant drop in R2 .

TABLE 18. 
Flowchart of Jlegression 1'nalysis of Policy II '(Judges 3 and 4) 

s 

FM • 1 
0,695 

j ' :

2, 3) 

7 

FM • 3 
0,f:423* 

*Significant �rop in��.

1 

ull Model 
1-e

0.7170

3 
,}.'. ,I 

,, '>/( ··qt 

FM • (4, , &) 
0.5932* 

"') ,, . ,' 

,!;·15': \ 

12 
�· FM • 7 

0.6349* 

In e1.111'111ary, the eight prec:Uctot variables were efficient in predicting 
the criterion for judges 3 and 4, though not as efficient as in Policy I. 
Policy II differed from Policy I in that each of the three hypothetical 
subsets roade a significant unique contribution. 
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, . ,.,Su1111rtary ,">it In this study, .:an. attempt was made' to demonstrate the 
'fea·s1bility of '"utilizing a modified form of JAN as a vehicle for identifying a 
policy of rated school effectiveness in the League of Cooperating Schools 
project. Four Intervention staff members, serving as j�dges, generated 
profiles for each of the eighteen LCS and then ranked the schools in order of 
overall effectiveness. 

With the use of the JAN technique, the four judges were placed into 
appropriate clusters, and it was found that at least two separate judgmental 
policies were present. A regression analysis of the two policies was 
undertaken. Policy I could pe explained basically as a concern for the 
comr,etence of the professional team in the sct.ools. On the other hand, 
II was more comprehensive in that it not only reflected a concern for a 
competent profeesicnsl staft, but it included a concern tor children as well 
as a concern for community support, 

6, C.ANCNIAL JUDGMEll'l' 1'.NALY&IS 

What is now proposed is a strategy in which the JAN techniQUe can J:.e 
extended to include the ratings of judges on two or more criterion variables 
or dimensions. 'l'he technique is iaentifiea as Canor,ical Judgment Analysis or 

c-JAN. The c-JAN technique was aucceasfully used by Johnson and_l<ing (1973)
in a team doctoral diasertation at the University of Northern Colorado,

Definition of 'l'erms 

'l'he !ollowin9 terms are <JoUned in tho levelopntent of c-JN-i 1 

Oouble•Barreled Principal Component• Solution,-•A factor 1olution for a 
canonical correlational analy1i1, In thi1 type of factor aolution a principal 
comporitmU eolution tor the predictor (r,rofj,lf,) variable• ia 91ven in 
conjunction with a principal component• 1olution tor the criterion (judgment) 
variablee, Not only are the tacton in Hoh of the above principal co111ponent 
aolution• ortho90nal to each other, but the cro••-••t factor• are orthogonal 
to each other, 

Factorial Judge .--A jud9e 9enerated from the r•rediotor and criterion 
variable ecore• and the wei9hte of a double-barreled principal OOlllPOnents 
soluti�n of• particular judge, 

!XP• A JAt.. ,•-A JA�• in which 111 the jud9H giVe rating• on the ume 
aubjecta with reapect to the aame criterion varia�le and predictor variables. 

Type D JAt.., --A JAN iii \,;hich the judge& do not rate the aan,e 11u1'jects 11,ith 
respect to the a��• criterion and pr•dictor variables. 
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teps in C-J�N Process 

tep l 

For each judge run a ca�o�ical correlatio� analysis using 
1967) CANONA program. Let the judges be Jk fork • l, •.. �m

tep 2 

For each judge, Jk, determine the number of factorial judges, 
<,Fl,JK,F2• •• ,�J.k,!'np· 

,is is where Jk, 1oould be the !th factorial judge generated from the !th 
,ctor for the kth judge. Al�o, nF � the'number of significant factors.

1, 

2, 

3, 

4, 

5, 

Let !fi be the canonical predictor factor score vector for the !th 
factor for the kth judge,, 

Let .!!Fi be the canonical criterion factor score vector associated 
with !Fi, for the kth judge.

Let (al, Fi)i•l be the 1oei9ht vector tor the jth predictor factor 
for the kth judge, 

I,et (bi, Fj )i•l be the weight vector for the jth criterion factor 
tor the kth judge, 

Let the following mod6l be uee, in the JAN proce11 tor the factoral 
judge Jk,Fi tor i•l, ,,, , n1, 

I I 

'lhe criterion vectori <!u ,!Lt•i)' 

'I'he profile matrix, 

xx xx 

xx xx . . . 

xx xx 

...

xx 

xx 

xx 

xx 

xx 

xx 

N • number of subjects for Jk• 
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:l'\itlo;l;,(io�termine the j\ldges who should te retained. .:iucsges who identify at 
:least one significant canonical factor should be retained in the analysis. 
'.!\ny judge who is unable to identify at least one significant factor should 
:eliminated as he is failing to relate any predictor variable set to any 
criterion variatle set. After eliminating inconsistent judges, a Type A or 
Type B (JAN) should be completed on all of the factorial judges identified 
the study. 

Step 4 

For every policy captured in Step 3 form a matrix in which each column 
represents the respective factorial judge's original factor loadings. These· 
loadings will be obtained from the CJll,iONA p1intout .for the judge from which 
the factorial judge was generated. Include along with this. matrix the 
corresponding vector of canonical correlations for the original CANONA 
printout. 

Step 5 
,)( 

.

. 

1't this point aioed with the data preliented in Step 4, the researcher :�II( 
should make an intuitive analysis of each of the captured factorial policies }I

.
:
.
•

in order to detern,ine relationships bet1,een pre6ictor variable sets and ,1\'l; 
criterion variable sets, 

• :ltj'
A limitation in this approach to C-JAI'< ia that a single j1.109t: may be ,;�f 

allowed to express l!'ore than one policy as roore than one canonical correlaticiii"' 
aesociated with his judg111ents may be sic;initicant, Unfortunately this full ·11 .. �i

.
•
.
i 
.
.. 

c-JAN technique ie so complex that it hae ranly 1-c-en usec!.. , . 'i ;··,i· �: 

Instead we propose o siroplifieci C•JAN methodology which 111ay be suitable'�J' 
for use in many practicol lituations and avoids much of the complexity of the{; 
full C•JAN methodology, ruentially, the canonical analyeis will only be use'l:i. 
as a data reduction techniq\1e to reduce the multiple criterion variables to a'\ 
single critt1rion variable, 'l't.is then allows UH of the standard JAi'< i,f�i 
analysis. 'l'hie approach would be suitable for th• cue in which judge's }l 
rankingl on the 1nul tip le er itu ion var iablei Gilplay a degr.e of redundancy, �W
The t,asic atep■ are a■ follow■ 1 ·# 

1, 

2, 

3. 

Oive a Ht of N pro1'ilo1 tu the I< ju<l9•• and h•v• them rank the 
profile■ on the ■pecitied criterion variables, 

'" 

��:, 
U110 canonical correlation •naly11i1 to ploduc:fl • ••t ot: camnlical ,.,, 
function• tor oach judge uain9 the judge'• ranking• a• one canonical 
set and tt,e 1,rof ile var !able■ a■ tho &ec:ond canonical eut. ,,� 

Chee!< the c:enorical correlation t-etween the first and second two ')" 
canonical fi..nc.tione for et1ch judge, 'l'o continue with the simplifie·a

C-JAN procecure, it would be neces■ary tor the first canonical
func:t1one tote of �ractical significance and the second and futther
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possible canonical functions to le of little or no practical 
siqnificance, If even the first canonical f is of no significance 
for a particular judge, the judge should not be used in further 
analysis, If more than the first canonical functions are highly 
important, the more complex C-JAN procedure must be used, 

4, Use the first criterion canonical function to proauce a new 
canonical variate for each judge, Substitute the new canonial 
variate for the original set of criterion ranking varialles for each 
judge, Substitute the new canonical variate fer the original set of 
criterion tanking variat·les for each judge. 

s. Proceed with the standard JAN analysis as described in the previou�
section.

6, If r.-·ulticollinearity of the profile variable set is not a problem,
ttien regression analysis can le used to capture the judgment: ..
policies as usual, If multicollinearity is a 1>roblt.m, then
canonical correlation analysis may be used to help determine .the
judgmental policies.

The logic behinc this procedure is c.uite streightforward, 'lhe .first 
,nonical criterion function is the linear combination of the criterion 
,r ial:les which extracts the mudn,um possible variance of tt,e criterion 
,riables and has the maximum covariance with the first canonical function of 
,e profile variables. We are atte1111,tin9 to maximiu the siruplicity of 
,bsequent data analysis while minimi�ing the loss of. information. 

,plication F.>:ample 

Many in1titution1 of hi9her education have internal ,funa1 �hich axe u1e� 
� ■uprort the be9inning 1tage1 of re1earch which may lead to out■ide funding 
nd i-,ul:,1i1hable journal art.iclH. It ii typical for 1uch funds to be 
tlocated by committee deci1ion, Several intere■ting que1tion1 might �e 
4il�d abou� ■uch �•ci1ion11 

1. Civen a aet ot protil6 de1cri1,ton of a research Ji>ropoaal, .}low many
�ifferent judgmental policies exi1t among the committee member• ir1
de1t.rmininc, the quality of the ruearch 1,ropoeala?

2, Which de1criptor1 do the differing judgmental policy grouv■
en,rhuir.e in d•tein,ining p1oxio11d quality?

'l·he followin9 eY.al1'rle illustrated the c-JAN approach in an■wering the
stated question,, We fir■t constructed a set of 32 hypothetical de■cription■
of proposals by use of ■imulation technique■• A ■ample profile aprear■ in
Table l�. 
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TABLE 19 • t • ' • 1 ,. ·, 

'Sample Pesearch Proposal Profile 
;; . ,t ,.,1 ·��_:: \' 

Profile Variable ID 
�lumrers and Descriptors 

1. 'Need

2. 'Feasibility

3. 

4. 

s. 

Cost benefit

Quality of writing

Originality

Judges' Overall Fating 
(repeated.rankings not 
allowed) 

Possibility of generating ' 
outside funding 

Poaaitility of leading to 
publi1hable journal re1earch 

Weak 
l 2

'). 

3 

.Average;, 
4 5 '. 6 

., '

·7

Streng 
8 9 

........... -..... ·.·� ...... • ....• ; ..... e 

• •••••••••••••• 4
: i 

• .....•.•. •. �-. ,�, ... �1/ •••• � �\·:e 
.'I . . '• :'., 

Pank Profile fro� 1st (strongest) to 32nd 
(weakest) 

,/ .. 

• 'l'h• Ht of 32 profilH WH then aul;mittod to Heh •of tour 111e11,bers of a

hypothetical propoaal funding c0111mittH, • 'l'he judgH were required to 
independently rank their aet o! profiled trpm ttrongeat (ltt) to w•akest 
( 32nd) buod on th• profile deacriptor value•, 'l'hia rinking hid to J-e 
accomplitthod fiut fc,r the poadbility th1t the propoHd rHeerch would lea 
to out•i�e funding, and ••condly, tor the poe1ibility• th; propo1ed research 
would generate journal publication, 'l'h• ranking• tor uch ot the criterion 
vari11hle1 thould be carried out at 1eparate tim•• in ord•r to mini�ize halo 
et'fect. 'l'ie" ranking• won not 1llowed tor any r,arUc\.ilar criterion vuiabl., 

·���.. ��'-
'l'able• 20 end 21 ahow mHn11, 1tandard deviation, and intercorrclations of• 

the five aimulate(I profile varial,le11, 'l'he dmulatec proUlH appear to l:e 
quite good with consistent mean•, atandard deviation,, and low 
intercorrelations retw�en the profile veriab1ea, 
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TABLE 20 
Means anc Standard Deviations (N • 32) 

Standard 
Variable Mean Deviation 

1 6.25 2.54 
2 5.69 2.76 
3 5.34 2.73 
4 5.72 3.15 
5 5.25 2.80 

TABLE 21 
Intercorrelationa of the Profile Variables 

',., Feaeuch 1-ropoul Pr'1file Variat,lH 

l 2 3 4 s 

l 1.00 -.28 -,23 •,24 .23 

2 -,28 1.00 -.03 -.1� •,13 

3 -.23 -.03 1.00 .09 -,06 

4 -.24 -.19 ,09 1,00 .01 

!i ,23 -.13 -,06 ,0l 1,00 

The aet of two criterion variatle ranking• and the five profile 
variable• �ere then eubject�a to canonical correlation ana1yai• for each 
judge. The canonical correlation• for this analysis are displayed in Table 22, 
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i
r'.,�,, ::,, 1","), j;,,, 

. ; ,, . . • , • 'l'J\BLE ·�2 , , ·, �,., .. ,,,, 
Canonical 'Correla'tions' 'Between the Pan king and Profile 

• • Variatle Sets by Juage 

Judge Number 
Canonicai R 

1st 2nd 

1 .959 .272 
2 .6SS .s,a 

3 .916 .367 
4 .915 • .32S 

In each case the first canonical correlation is very strong while the second 
is comparatively weak. We therefore proceeded with the simplified c-vA� 
procedure. 'l'he first canonical function for the criterion variable set was 
used to produce a single canonical voriat,le tor eoch judge. 'l'he original 
of two criterion variable rankings was 'replaced by the •in9le canonical 
voriable. ,.,,. ·' ·•'·1 ' •• ,,._,,_,,, ,;•, 

The modified dota wer• -then anolyzed by mean• of the uAN 
procedure which eomputu .a re9re11ion •quation for each ;jucl9e 1nd then 
hierarchicdly cluatori tho 'judge• baaed ·o'n the homo9eneity ot thf>ir 
prediction equation,, i 9onoral idea of which jud9e1 will elu1ter together 
can to determined l'ly looking at 'l'11'h ,3 tihi_ch •howl the intercorrelations o 
the juc!9e1. 

1 
2 
3 
4 

'l'AllLL 23 
Intereorrelation1 of Judge'• P1tin91 

1 

1.00 
.4€ 
.39 
.49 

2 

.4Ei 
1.00 

,95 

,94 
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3 

,39 

,95 
1.00 
.ss 

,49 
.94 
,95 

1.00 



,.. 

stages of the JAN process are disp�ayed,in Table 24. 

TAliLE 24 
Stages of the JAN Procedure for the Four Judges 

,ge Judges System p2 Total System �2 Drop 

1, 2, 3, 4 .8507 
2 (2, 4), 1, 3 .8497 .0011 

(2, 3, 4), 1 .8472 .0035 
4 (1, 2, 3, 4) .6864 .1643 

ing an !_ priori criterion ot an J!2 drop of .os or DlOre as indicating a 
parture from linearity, the clustering of judges is easily determined, The 
op in overall system �2 for stages one through three are of little 
nsequence, Judges which cluster together are indicated by parentheses. The 
drop from stage 3 to 4 is,considerably larger than the ,OS criterion and 

dicates a substantial loss of predictive efficiency, We therefore conclude 
at two policies �ere present in the c0111D1ittee, Judge l has Policy I while 
,dgee 2, 3 and 4 have Policy II, 

To explain the two policies, all possible subsets regression �•s used, A 
,ugh idea of the profile variables the judges were attending to while making 
,eir ranking can l-,e gained from Tal:,le 25, 

Judge 

l 

'l'ABL! 25 

Correlation• Between Judge• and 
Pe1earch rroposal Profile Variables 

Fesearch 

2 3 

Proposal Variablea 

4 � 

l -.4f ,27 -.11 -.60 -.4e 
2 ,08 -,13 -.75 -.31 -,2(. 
3 -.13 -.24 -.75 -.26 -.26 
4 .04 -.17 -,72 -.33 -,29 

l'o explain Folicy I, the use of Table 26 is required. Table 26 indicates all

�ossihle combinations of profile variables ordered ry their P 2 values for
precicting the canonical variarles of Judg� 1. 
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�A�tit%'r�u: \� ,v�••:• ,, ,,)d.: 

Fesults from All Possible fubsets 
F�gre�'sion for, thf: Single -::i,ll,dge C.l uster (Judge l)

t; • 

, .. -M••e-·Profile Variables in Equation· 

1'.:,r;t, ,i 1, 2, 3; 4, 
1, 3, 4, 5 
1, 2, 4, 5 
1, ti, 5 
1, 2, 3, 4 

. 1, 3, 4
1, 2, 4 
1, 4 
2, 3, 4, 5 
2, 4, S 
3, 4, S 
4, S ,, . ;;,·, 
1,. 2, ,· 3, 5 
l 3 '5' 

2; , 3; '· 4 
2, 4 , I 

1, 2, :s 
3, 4 
4 
1, s 

.1, 2, 3 
l, 3 
2, 3, 5

2, 5 
1, 2 
3, 5 
1 
5 
2, 3 
2 
3 

5 

: \� ·1 

',: ... , .. 
;, '!l 1 

·,; r �. , Lt 
"'V ' , ft') 

' ' 

, I 

\. 

� ;� 

.,, < 
.,• 

·FSC 

.919 

.909 

.874 

.8Ee 

.817 

.810 

. 775 
• 771
,564
.577
,574
,567
,420
.411 
,390 
,387 
,'37,. 
,36€ 
,362 
,358 

. ,,293 
,278 
,272 
,255 

, 241? 
,229 
,22(: 
,211 
,082 
,072 
,012 

We agllin look for o jum1, in r2 using the a priori , 05 criterion, 'lhis jump 
occure when going trom the equntion with varia�lee 1, 4 and 5 to the equation 
with varhl·lcs 1, 2, 3, encl 4, Judg41 l wa11 atteridin11i to vuialles 1, 4 ancl 
S, ;;we can ale� see that major emphasis was placed on varia�le 4, In other 
words, tl>e Policy I j1.c'9e \.Slil primarily considN ing neE;d, quality of �.riting, 
end, originality while ranking the proposals anc.' eMentially ignoring 
feaei�ility anc cost tenetit. 
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,--r q 
;J<,,;,\ :';') tf;l i, �� 1

l'olicy· :i:I can be' explained in a similar manner using'''l'able'' ,,;. 
'l'able �7 shows the all 'pois'sible subaeta regreBBion tor Judges 2, 3 •ani3 4 ,1� 

bined aa a 11ingle c!ata set.' ·, • , r �-,;,.,,'!,·k•:f 
.1 

'l'AliU. 27 
Pesults from All Possible Subsets 

Feiression·for the 'l'hree Judge Clu&ter (Jucgea �, 3, 4) 

Profile Variab�ea in Equation RSti 

l, 2, 3, 4, 5 ,824 

2, 3,· 4, 5 .790 
l, 2, 3, 4 . 729 
1, 2, 3, 5 .716 

2, 3, 5 .709 
1, 3,· 4, s .708 
3, 4, 5 ,702 
2, 3, 4 ,667 
1, 3, � ,649 
3, 5 ,648 
1, �, 4 ,624 
1, 2, 3 ,612 
3, 4 ,603 
2, 3 .588 
1, 3 ,554 
3 ,547 
1, 2, 4, !, ,240 
2, 4, 5 ,239 
1, ,, 5 ,1C7 
4, 5 ,162 
1, 2, 4 ,155 
2, 4 ,149 
1, 2, 5 ,129 
2, 5 ,120 
1, 5 .oss 

1, 4 ,090 
4 ,090 
5 ,073 
1, 2 ,034 
2 ,033 
1 ,007 
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, . , . . a m:9 or ump 'i� 1i occurs when going from variables
t'4!b:'11t�'<.<t ane:.4/:'\lt :J,a.obviou6.that,variable 3 was of maJ' .;i._,r�'f):'"l�! ::-..ii:,.. .. ,.,. v ,,�. • .. ,, •• .1 c-: ... �.,, J,,i,110,•-.t.r�--.� -:, •• ,. , ... """ • • -� 4J, ,i,, '->'> or 

mpor_ �P.�� . �J:�1i.s,�f�� •• �,licyi,l} .�u-?.ge!'..J we:!J,;f.t\!ndi_ng,.1=0 ,feasibility, cos 
enefit/\q ).ty'of writing and origir,ality with a pr.imary,emphaais on cost , 

benet'rt.;Hie"iirikin9"'t:lie' proposal profilell. Need· w�s iiot viewed ae • -�. 
It is interesting to note that neither of the polic:1-· groups 
all the profile variables•� 1 l." \ :' 

3 . .. ,� .. ·'.,-),•:·,tu'• � :.1 .• "'ri;1i .(L. / ,-··1 i·;.'¾•{ 

Al though; JAN_ and C-;JAt. _are ,u11�ful ,fll]C innov11ti v� p:r�ct;ci':'re11, they cc, have 
" some general problems. As with any statistical procedure, it would oftentimes·· 

be advisable to validate the results by use of split sa�pl6 techniques or 
"replication",' Since the JAN procedure·ia based on regression, it suffers fron;· 
the same p;roblen,s encountered -"11th regreesion. ·.: For te>car.1Plti, . .:.�, n,ust ,bave a 
sufficient ratio of profiles to profile variables to avoid overfit which 
~results '"in"'ii,flateClind 'unstable f,2s. tincte 'JAN clusten ·on. the 1:asis of 
homogeneity .of prediction equations, multicollinearity of the· prof.ile 
variables us _also a se:r:ious p:r:ot.leDl. High multicollin�#!Zity' will lead to 
questionabl.e clustering results and make the. interprf;!tation of the captured 
policies quite difficult. f!owevei·, if utilized prop'er'iy, JAN and• c-Jan are 
prondsing .tools for evaluation methodologists to be used as «1dditional 
techniques �n. decision-making and policy-capturing sit._uat�ons_.

r • 

•· 
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Abstract 

<.:t1rtai11 reel.larch question11 found in educational studies 
requirt.1 partial interaction. dfects tu be tested. This paper 
presents an application of the method of using MLk modt!ls tu tt!lit 
a partial interaction hypothesis. 



lntroduction 

Newmnn, Ucilchman , Burkholder, Sanderi;, and J::rvin ( 197b) 

addressed the issue o[ the importance of 111atching the statii;tical 

anulysis with the. question posed by the researcher. The use of 

111ulti ple linear regression (MU<) models allows the researcher the 

flexibility of analysis needed to address research questions that 

require the testing of pa
1

rtial interaction (set.• McNeil, Kelly and 

McNeil; 1975), This paper presents the MLk models and the 

technique u�ed to test a partial inten.ict ion reliearch hypothesis 

posed in an educational study. 
f,J. 

'Research Design 

A study by 1'rushal ( 19�(>) exa111ined the impact ot various 

part1c1pat.ive decision making (Pl>M) techniques. The techniques 

examined in the study were Delphi Survey Technique (DST), Social, 

Judgm,rnl Analysh (SJA), Nominal Group Techniqut.i (NC.1'), and a 

control group. .Thti 1tud1rnts in the control group were not exposed 

to any of the l'UM technique,! 

Suminury 1tud�nt1 were randomly auigned to one of the four 

Through participation in a decision making •1 technique, 

1tudenu 1111lected the criteda' to be 1 consider11d, in making a

curriculum choice 'for a Sunday 1chool. • After el<periencing t thu 

assigned decision making technique, participants responded to the 

l'artidpalive Manag11ment Survey (PMS), • The PMS is a survey 

compust!d of research-based :Statements on leadership, trust, 



i���i�at'io n par li ci pal iv l• d ecis ion mak ing (scl• l.lr ushal,

l!Jtl�\·. J::ach stud e nt in t he s'�udy r�ct.'1Vl•d a to ta l  scort- on t hl! 
·( d �:!I: : ., •,; xi! 

: ,,,, 

PM S instrumen t. n,cse total. scorcs se r v ed a� the values o
f' t he 

Li:;J. .(.  
, ... · �  .. �•

,
,11 

:
:,) � 

, , depe ndent va riable! for the MU{ models used to· test the partial
int er acti on r est! ar ch que s tion pr ese n ted in the'' next se ctio n  'of

t his paper.

·_.· 
t 

.f ') 1." . ,! 

R e st!arch Hy poth cs is

Ont• of the resea r ch hypoth e ses of i nte re st· t o  th e  re st!a r c he r s

was: 
rl t �·; t j� '',k, :. :•, > t 'j 

1 , I 

Hl
: The difference bt!tWet!n the average of the mcan PMS

score11 tor female11 in the PDM groups a11d the mea nPMS score for femal es in the control grou·p w111·•· 
t!Xceed the diffe r ence between the average of the
m ean PMS scores for males in the l'DM groups and the

ii.
., mean 

P MS  
1c or11 for.males in the cont rol gr oup,

To • tett thi1 r eeu rc
h 

h ypot hu1i 11, a test of partial intera_cU on 
wa1 ,,ruquir11d, 'l' he con11truct1 on a_n

d 
a nal )' sil of M

�. models readily
a llo

w
ud

, the
I ru

u rc

h

ere to te 1t , thil parti
a
l in ter ac tio n

h
)' pot

h u h , 

F
u ll 

,M J..R  Model
Thci f ull MLR modul U IOd to teat thu parUal. in t er a ctio n

h)' pot
h

u
il ·conta

i
n• th u  

i
n
ter

a
ct

i
o n  

e!hc

t 

bc

t
w
c

en the t
w
o 

ind
epcndunt variablu •-i

n atructi
o nal tsc h niqu

u 
a n

d
_ g

end

t .'

r. 

1'

he rc 
w ers ·

four in 1truct
io n al tschniq us1 a nd the two level

• 
of gender.

'l 'he full MLR moda l, Which 11 a full intera c tio n  mod el, was:



where: 

y • l'MS score for each student , 
Xl - 1 if student in LIST group and female; 0 othcrwisl• 
":z -

1 1f student in SJA group and female; 0 otherwise
X3 • 1 it student in NGT group and female; 0 otherwise 
X4 • 1 if student in Control group and female; 0 otherwise 
X5 • 1 if student in DST group and male; O otherwise 
"b • 1 1f student in SJA group and male; 0 otherwise 
x7 • 1 if student in OOT group and male; 0 otherwise 
"8 - l 1f student in Control group and male; O otherwise 
a • constant term 
e • error term ! 

u • unit·· Vt!ctor 

lt is intert!sting to note that the R2 value of this full model 

will equal the R2 value generated by a oneway A�OVA of the scores 

of the eight groups. 

Since the computer program used to compute the parameters for 

the full MLk model include• a unit vector, the variable x
8 

was not

included in the model. Thus, the value for _!.-the constant' 

term-repreaents the mean PMS ,core for the males in· the co.ntroi' 

group, The bl vdue repruenu the difference betwue'n 'the -�ea�'· 
• I ' ' i \ i ; i' 1�: I " ,.f; 

l'MS 1cor11 for femalet in the DST group and the value tor the

con11tant turm .!.• which 11 thu mean PMS acore fo; 'm�lea :'.f�• th�
1 

control group, The other b valuH contained in the full MLR �odel 

would be interpreted in a aimilar fashion,· 

Rutriction 

Thu rutriction made on the full model to obtain the 

restricted MLk model ruquired that the difference between th� 

average of thti mean PMS acorn of tht! females in tht- PIJM groups 

and the mean PMS acore for feaialtis in the control group be equal 
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tht.• males in thti PIJM groups and:,thl.' m<'an PDM scorc for,maltei; ,in 
/ '\'•:i , ! ' ,, 

I $;!••; 

the control 'grou'p�' Thus";,,the ,'restriction was: , , 

The left-hand side of the restrict ion re prest."nts the 
•• ,( ;i-,... '"/ 

dif f ere nee' bt.>twecn' 'tht! l'MS mean scores of the females assigned_ to
I• 

tlw PI.IM groupi; and the mean score of, the females ,,in the control 

group. 
:,! 

right-hand side of the_ restriction represents the 

difference between thl." averag� of the mean PMS scores for males in 
$ .< i,,, 

the PllM groups and' the 111ean PUM score tor the males ·111 thl' control 

groue, 

Again, it, is interesting to note that in view of the fact 
• ,.,, ,I �' f. �).<''t � f,��,' t ·r

that th(,! R2 value of the full 111odcl corresponds to the k
:l 

value
'. j -'<,.�·; , ,, 'i ; ·L·1 

that would be generated by an MOVA of the 1cores, this 
'' J 

n1striction can be thought of H a contust of the eight group 
l' 

1111:ans, 11111 restriction 1pt1cUiea the contr1111t, Williams (1Y,7b 

and 1979) dillcu11111d the u111 uf HLk muduh tu conduct contrasts ot 

group 111111101, 

Thu rutr1ct1on can be mur., clearly ttxplll1n11d by referring to 

a gruph ol tht1 inttiraction effect tM!tw1111n th11 instructioncd 

muthod• and gendttr, which w.u e1timau1d by the regression 

cot:Cficienu of th,• fuU MU{ model, Gt!nd11r wu placed along thu X 

axis ot Jo'iguni I, kl'call that 11ach of till' regreuion coefticients 

of thc full Ml.I{ model r11pruaent1 the dif fercnces between the 111ean 
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PMS scorc'for a gi�cn instructional group and gender, and 

PMS scurc fot _nullcs in the ·control group. Thus, the y 

l'igurc I repn:sents the ditferences in the mean PMS scores of 

various combinations of groups and gender, and the value for 
,: 

constant term .!• which is the mt•an PMS score of the males in 

control groµp.
"' 

In Figure 1 the distance between average of'; points bl, b2
b3, and point\b4 represents the differt!nce bct�t.-en the mean ;PM�-,

' d 

scores tor females in the three PDM groups and the :int.-an PUM scort.- • 
� 

for femalt:li ,: in th� control group. The restric�ion .requires that . 
. •� ,,. . 

'-, 

this distance ·equ�l 'the distance betwt:en th� avt.-ragt.- oi points 
•' 

bt, 
11nd b 7

, J,nd the O point, which is tht.- difference between 
t I "'JI ,�· 

'\ 

average of the mean PMS scores o! the 111ales in �the
\ 

the mean 
'"'•,, ·\., "11a, 

,. 

PMS· aeon, for male• in ;the control 
'•,,\ ,. . 

keatricted HI.J( Model
�:, 

. 

� 
group.

PDM groups 

The rutriction Wail manipulated to fac:ili��te the placement 

of the reatriction on the full model•• followsi 

(b l + b2 + b3 - b� • b6 • b7 )/J • b4 

Thill' ·r.,at.riction. w111 phced 1,�t.� .. �.t.111
, 
,�u,11 modal .. as follows:

y • au +·b 1 x 1 + b� X2 + b3 x3 + ((b 1 +bi + b3 • 
b� • b0 • b 7 )/J) x4 + b� x� + b0 xb + b 7 x 7 + e 

Multiplying the restriction. by x4 and collecting like regression

coefficient• produced the following reatricted model: 



To fa�ilital� the analysis o1 the restricted HLk model by the
computer, the following variables were calculated: 

X9 • X l + X4/_J

X}O • Xz + X4 /J 

XJI • X3 + X4/J. 

X 12 • X5 - X4 /3 

X IJ • Xe, - X4/3 

X 14 • X 7 - X4
/3 

1�us, the restricted IIOdel took the form: 

Y • au + b9 X9 + bJO "10 + bll "11 + 
b12 "12 + bl3 "13 + b14 X14 + e 

Vue to the natur.i of the rntriction, thil re1tricted IIOdel 

nquiru that the difference between thil average PH� 1core1 for 

temalu in the l'IJH groupe and the •uan PMS 1core ,of the fe■alH in· 
I • ii, 

the control 1rwp be equal to the difhnnce between :the avtirqe 
' l, � ., ,' 

of thu 11,urn l'HS 1coru of trn= 111ale1 1n the Pl>t( sr�·P• !an��thJ➔.ean •• 

l'tlS •core of the ••lo in the co�trol group •• 
j »\ J ,; 

Telt of. th� HLk Hodd• '. 
. ! ' ·· ••· . . 

To dMt.rmine WhMther the.· data 1upported the'." tnearcher •
l l, " hypothHh , an P tut of the diUenmce between the: k2 valuei of

the tull and rutricted modell WH nquired,: '1'n4i1 reiultl of th� 

an11ly11h MU pr111tnted in 1·abh 1, SJ.net the ruearch hypothelia 

was diuctional, the critical •· va.lue of 2,75 for the alpha levd 

of ,O!> corre11ponded to the critical value of a directional or 
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one-tailed tl'llt. nw •· tti11t revt>aled that th,• calculattid t' value 

of 6.02 did exceed thl' critical F value of 2.1,. 

l:;vt..n though lhl' calculated Jo' valu,• exceeded thl' critical 

v11l ut•, the rese11rchers had to check the signs of the regreuion. ., . 
cocUicient11 contained in the restriction betore it could be 

d,•term1ned Wht!ther the directional research hypothesis was 

supported .by the data. That is, the difference between the 

averag ... of the mean PMS scores tor females in the PDM groups and 

the mean PMS score for tlw females in the control group had to 

exceed the dH terence between the average. of the D1ean 1'HS scores 

for males in the l'UM groups and the mun PDM score for the males 

in the control group. 

The regres11ion coefficient values for the full HLR model were 

H follows, 

b 1 • , 7ts 
b2 • 4,92 
b

J 
• 2,07 

b4 • •1 ,47 

b
5 • •1,59 

b
0 

• •3,22 
b

7 
• •l,07 

1·0 1u prort tho di recUonal 1uua1ent contained ln the ruearch 

hyPQthesil I th111 ldt•hand aid• of th• reatr1ct.ion had to be 

grut.ir t.han the right•hand aide of the rHtriction. That h 1 

(b l + b2 + bJ )/3 • b4 > (b5 + b0 +·b7 )/3 

1be regre111on coefficient• indicated that the value of 4,06 for 

the left-hand aide of the re1triction was indeed greater than the

value of -1,96 tor the right-hand sidti of the reatriction.

'l'herefore, the signs of the regreuion �oefficients as ·well as the
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Conducting an 86-variable Factor Analysis 
on a Small Computer and Presttrving the 

Mean Substitution Option 

Irvin Sam Schonfeld 
The City College of New York and 

New York State Psychiatric Institute 
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College of Physicians and Surgeons 

Abstract 

This paper shows how we overcame limitations imposed on us by the memory 
capacity of the relatively small mainframe we used in conducting a factor 
analysis in which means are substituted for missing values, Insufficient 
memory did not permit us to employ SPSSX, with its mean substitution feature, 
in conducting a factor analysis of 86 variables reflecting ways in.which. 
parents cope with the hospitalization of their children·::, 1Instead, we employed 

• a two-■tep ■olution 1 (1) we ran SPSSX Condescriptive to create J_-score
equivalents of the 86 variables and recoded the'!. ·variables' system missing
value■ to zeros; (2) the output of the Condescriptive run constituted the
input of a BMDP P4M factor analy■is run;', •• • • • ' • ;•'

.• 
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Frc4ucnlly researchers who choose to conduct fRctor analyses. will.,takl'. ;.,,. 

advnntngl' of software availnblc, in the, SPSSX (SPSSX) pnckngc. There ttr<',,,r .;i,lrt'.t 

Sl'Vernl advanl.ngcs thal the SPSSX pnckag<' offers over previous rclcusc•s, ''iti:i 

•� cnn handJ,i mon.• variables and it can substitute m('nns for missing

values, The latter feature is helpful because with it a cas<.> is not delt'ted

'when a missing variable is encountered.

A disadvantage of SPSSX is that it uses a great of deal of memory. This 

disadvantage came home to us when we attempted to factor analyze a data set 

consisting of 86 variables and 271 cases. The variables consisted of 

parents' responses to 86 of 173 questionnaire items descr.ibing behaviors 

adults use to cope with the problem of having a child in the hospital, 

',Subjects' response choices ranged from "not at all" (O) to "very much" (3). 

Examples of coping questionnaire items are presented in Figure 1. 

If we were to permit the program to delete cases with any missing. 

1values, our data set would have been reduced substantially. Of the 271 cases 

137 subjects, or 51%, had no mlslling values; therefore, we would hav� los�.,f42,% 

• of our subjects. The loss of subjects would have been extremely .wast.:,ful,
.. 

,, :' ., .. )., ,,.,,i() 

since about 27% o( the parents failed to complete only 1% of the questioqnaire 
1 , ,.,,, ,A ·,f>J .t • ',\..; 

itt.'11111; 4%, 2% o( tho items; and another 4%, '�% of the items, 

parents failed to complete between 4 and 14% of the items. We ther�f,o!e, ,,, ; 
1 .. • ,,' 

elected- to USC the menn substitution option in the SPSSX Factor procedure in 
-- , •• ,,., .. , "·'''',,f1 \ 

order to avoid subject loss. 

Unfortunately the four megnbyte IBM 4331 computer ve used at New York 
< ; •. -� ' ', 

P1:1ychtatric Institute did not provide sufficient memory to execute the
·l 

Th<' program listing returned the "insufficient storage" error m�ss�ge'. 

iWt• thlnk our solution to the problem might b(' of interest to readers who face 

. similar storage obstacles to running large factor analyses and other 

98 



statistical procedures on· small systems. : In order to deal effectively 

th_is problem we linearly. transformed our original values, and then submitt, ;jli '• , ... 

the new transformed values to a factor analysis program supplied by a 

package that uses computer memory more economically than SPSSX. 

The data originally resided in an SPSS system file (Nie et al., 

Since� reads SPSS system files, we wrote an� program to read ,the. 

system file, The program invoked a series of procedures the firat of whic 

the Condescriptive procedure, created a new set of 86 variables (ZVI to ,f • 

ZV86). The 86 new (ZV) variables corresponded one-to-one to variables (VI, 

V86) in the original data set. Each new variable was the equivalent to th 

!_-score transformation of the corresponding variable in the original data 

set, The Condescriptive procedure assigns a system missing value to any,: 

(ZV) variable when the corresponding old variable is missing, 

who did not respond to questionnaire item V30 would receive a 

value for new variable ZV30, Immediately after the Condescriptive routin 

invoked the Recode command was employed to·convert all system missing val' 

in the new (ZV) variables to zero, The Recode command in effect substitu 

means for ndaaing values 1ince zero is, necessarily, the mean of a set of· 

!..;,•corea, Next the Write Outfile procedure was called upon to write out; 

the now (ZV) variables into a raw data file, Figure 2 depicts 

program that operated upon the original 86 variables. 

IIMDI' {Drown ct ol,, 1983) provides the user an economical alternativ:�;11. 
�. When the user runs a .!!fil.!! job, one program out of the BMDP library of". -- '•'.1t:;�:.
programs is called up, By 'contrast, when� is run, the entire SPSSX ,Jf.�i,• 

library of programs is called up, The advantage inherent in the� {!:. 
approach is that multiple procedures can� be invoked in a single run• Th

� :-!:I 
disadvantage is that a great deal of membr'y' is required to store the prog�y · 
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Figur� 2
. ;' �' : ' t ; ·; •" SPSSX program to output data 

• COMMENT SPSSX PROGRAM TO OUTPUT DATA TO BE READ BY BMDP PROGRAM , 1 

. . ,· . • , ·, . 
FILE·HANDLE SYSFILE/NAME•'HOSP SYSFILE A'

FILE HANDLE ZDATA/NAME•'Z DATA A'

GET FILE SYSFILE

COMMENT .. ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••
,,;·, < • • ... 

THE _PUR�SE OF THE NEXT 6 STATEMENTS IS TO INCLUDE ONLY THOSE

•. SUBJECTS WHO' HAVE FEWER THAN 20% HISSING VALUES ON ALL 173 VARIABLE

DO REPEAT

COUNT

END REPEAT

A• Vl TO Vl73/B-CT1 TO CT173'

B • A (9) 

COHPUTE TOT9 • SUM (CTI TO CTI 73)

CO:-IPUTE TOT9PER • TOT9/,l 73

SELECT IF (TOT9PER LT ,20)

COM.'!ENT ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••
I I \,, � _\ 

THE PURPOSE OF OPJ'ION 3 OP THE CONDESCRIPJ'IVE PROCEDURE IS TO CREATE

SET OF NEW VARIABLES, ZVl TO ZV86, WHICH ARE !-SCORE TRANSFORMATIONS'O,,i
OLD VARIABLES, Vl TO V86, WHEN A SUBJF.CT RECEIVED _A MISSING, VALUE ��
ONE OF n1E OLD VARIABLES, S/HE IS ASSIGNED A SYSTEM HISSING VALUE O�.,

'.r,ffE
_._
·-"

_

·

_ 
, CORRESPONDING NEW VARIABLE, If

. 
• 

� 
............................................................................ :: 

CONDESCRIPJ'IVE

OPJ'IONS

Vl TO V86

3



':)i" Fi'g�re 2, 7cJnhnueci"' · /. · 1 

COMMENT •••••••••••••••••• .. �••••�••••�••:4'••••�••••••••••••••••••tt••••••••••• 

ntE PURPOSE OF THE RECODE' STATEMENT Is 'ro. <X>NVERT TitE SYSTEM MISSING 

VALUES FOR THE NEW ·•zv• VARIABLES /TO mos::·r1;,: ·r.· 
J 

·························�········� ......................................... . 

RECODE ZVl TO ZV86 (HISSING ;. 0) 

TitE PURJ>a3E OF THE WRITE OUTFILE STATOO'NENT IS TO WRITE OUT A 

, . 
............................................................................ 

WRITE OOTFILE • ZDATA TABLE 

/ZVl TO ZV6 

/ZV7 TO ZV12

/ZV13 TO ZV18

/ZV19 TO ZV24

/ZV25 TO ZV30 

/ZV31 TO ZV36 

/ZV37 TO ZV42 

/ZV43 TO ZV48 

/ZV49 TO ZV54 

/ZV55 TO ZV60 

/ZV61 TO ZV66 

/ZV67 TO ZV72

/ZV73 TO ZV78 

/ZV79 TO ZV84

/ZV85 TO ZV86 

EXECUTE 

FINISH 
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.. ,, ,f<·j_',:).�::.�::.:s; C',•,\i;,··� .. .:i' ! ·:;.:." .· � 

:lnsuff�:!,��tJ!'.tfJ,Hj.!?� A?�8
;:

fike ours that are 

onrl1i/ilY/iltems,(,,..�e,F9:�d,,�o�·su;:,���SPSSX.'d;riven: factor analysis even,..,' 
•','.''>/','..; :;'.•·--�..,. ,•_�· ''.·, ..... � :, •• ·.�--. ,,1. -� ... ··�;· •t ' .• ·�·· .. ,.·.,\ ... '••·· , .... - . 

1 i'«.: .. 
we cs,f�:t!� �;J��,.�:r:.1.� th,t�,tt'!,l,e&�,by.�� r�����La,iafh.i�!� ,�e. therefore, elect
to use t,he output of the SPSSX .�r�.�e Ou,t�il� proc:e��re, tha� .i�, the coping 
it�;� ,.;eSj:aled ·' as .!.:��or�s w:f.�h ��r�s h�ving replaced missing values' as .the 

. . , .,. ·�-
input for the BMPD Factor ·Analysis' programt''P4M .•• We successfully r�n BMDP p . _,. 

with storage defii1ed a:� i'.s JDegabytJs. Figure. 3 shows tlie BMDP factor 
·'·' 

analysis pr�gram. fl· ,_,,1, ,,. L� .. i · 
We thus overcame a disadvantage of the BMDP Factor Analysis program, 

l ;· .. �,, \/·.'_t-,';,/"Y ·,t. ·,·;1·t. /., J' j 1 �-.) < *it� ·1 \ , � 

. qamely t,���t.f:�,�9?��,�Q,tln;���: ,;�.i.!��� .,��bs�it����n,. �ption, , The 
' ' • 

the BMDP program provides a check on the adequacy o�_the procedure just 
• •'• ' ; t • ·� • 

; ,, ' ·, ,..... .,_ ¥ .  •.,. , 
: .: , r. •· 

employed, The listing included the means and standard deviations of each

variable, The listing showed that each of the ZV means was within rounding

error of zero, and that each standard deviation attained a value of one

would b� expected fr0111 the additional zero scores, values slightly less

one, 
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Figure 3 
!' ,I> 

COMMENT 

/PROBLEM 

/INPtrr 

BMDP PROGRAM TO BE RUN UNDER P4M. 

TITLE IS 'HOSPITALIZATION STUDY'. 

VARIABLES ARE 86. 

FORMAT IS FREE. 

CASE• 271. 

/VARIABLE NAMES ARE ZVl TO ZV86. 

/FACTOR 

/END 

USE• 1 TO 86, 

NUMB• 10. 

--------------------------DATA IS PLACED HERE-----------------------------
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Footnote 

We recognize that it would have been desirable to have perhaps 130 
•·· ',; I: I 'l. '\ '. ' 

additional subjects in conducting the factor analysis. Actuaily the factor

analysis was not our primary vehicle for studying the ways parents coped with

having children in the hospital, The factor ,analysis was conducted as an

adjunct 'to and a check on a more important aet of analyses we had performed

earlier, In the earlier analyses we constructed a priori scales by combining

items clinical experience suggested went together, Typically, the scales we

constructed had 1atiafactory internal conai1tency reliabilities as measured by

the coefficient alpha, Generally, the items factored in ways anticipated by

our a priori 1cale1,
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The Use of Multiple Regression In Evaluating 

Alternative Methods of Scoring Multiple Choice Tests 

Gerald J. Blumenfeld 

Isadore Newman 

The University of Akron 

Echternacht (1972) has reviewed a substantial body of lit­

erature in the field of confidence testing., Confidence testing 

refers to methods of weighing responses so as to reflect the 

examinee's belief in the correctness of the options selected. 

The intent is to maximize the amount of information gained from 

a.given set of test items. Lord and Novick (1968) state that

maximizing this information involves the manner in which the

examinees respond to the items, specifying an· item s;or'ing

rule, and combining items scores into a w�ighted total score.

Coombs, Milholland, and Womer (1956) and Ebel (1965) report 
· ,11- ; -�;'.\\ '•:/:•,\\1'-' 

higher reliabilities for the confidence testing methods they 
',��!� . ·: \ 

employed when compared to traditional scoring procedures. 
' ; / 'f' 1'� .. ,, j 

Echternacht's review (l972)suggests that while higher reliabili-

ties havo been found, some researchers have reported lower 

roliabilitios (llambloton, Roberts, and Traub, 19701 Jacobs, 

19711 and Koehler, 1971). 

In most studies only increase in reliability has been used 

to evaluate confidence testing. Minimdl attention has been 

Presented at the American Psychological Association Convention, 
at Montreal Canada, August, 1973 



f >i:t\\:,( (::·:.\?('./,.; 0 :. ' ::; ,> ··· '�·. ,' 1\."',} \ 
to validity�· Archer (1962) ''has· reported lower validity';f�; 
Hambleton, Rober�sf·:��tT�aub, (1970), have reported l"1,�--.·_:,1.·,1.!_·_ .. �_•_J. ."h/.if,•�,.ir�l.p,)!i•,:,t�t.l.7·,•t�f-,l•t:·.,,, .. ,v-i, , . • ··.: 

higher� vali�i ��. ·i!;�h,�:,P�f,��;:;J:�·f;J�{�
..,
:p�per; is·, to. _provide 

specific examples of how multiple regression analysis could �· •.\.,• ,·, :, ; ;·_' 
used to analyze item disc�imi�ation, item validity, and test 

validity when confidence testing is employed. Current prac­

tices tend to utilize apriori scoring formulas rather than 

maximize the predictiveness possible with the obtained data. 

We will also:�ciggest that the application of these methods 

may require the·d�v�lcipment of multivariate techniques for 

assessing test reliability. .: • • •. r 

Method: Data Collection 

Subjects and Measures. During the spring quarter, 

sections, 40 students per section, of one of the author's 
! ;;. �4,, ,·; .· :·� ':} /.f,' \.' 

i 
'j 

undergraduate test and.measurements classes were
. • • rr ,.. • ,. j 

, 

lect the data reported, Students were required to pass 25 

M-C item exams covering objectives from each of 6 instruc­

tional module,. Each module included initial and remedial
�j :1 

exams. A ,core of 80 percent correct was required. A teaching
·, r ' .:itt: 

projoct was also required, and two of the assignments associat,ed 
1 r . , '1 ,,,, ,:!'r,i,' .• ·\�l

with that project were used aa independent criteria for est1�1.

mates of validity, Only the initial exam of the first three it 
modules was used. 

Modules 1, 2, and 3 involved a) types of tests and 

fication of educational objectives, b) objective test items, 

and c) anecdotal records, rating scales , and check lists 
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,q·,' 
t,,' :,>:;.��'.-

(including the ana'lytic�l' scoring of es'sa'ys), '"re·spectivJi§'tti

The two assignments used as criteria for assessing, val!dity' , ) '• ·�::i • • '\' ' ,· - ., . � f1,,{' \ 

were 1) the precise sta.tement of a "higher-than-knowledge" 
,., , r ' ; ' ' ·' _, , ., , • 

behavioral objective; and 2) a three-column table containing 

a) a higher-than-knowledge b�havioral obj�ctive, b) .a descrip­

tion of an instructional procedure appropriate for the

objective, and c} a measurement .device which agreed with both

the objective and the specific instruction proposed.
, /• ,, ' '. 

Success in developing such a three-column table is one . , 

of the �ajor objectives of .the course. Therefore, use of these 

project scores as a criterion for assessing the validity of 

the exams is appropriate. 

Scoring Procedure. Students were required to respond to each 

four- or five-option multiple choice item twice. They indi­

cated the option they thought least likely to �e correct, If 

the correct option was selected as most likely to be correct, 
'., •• '< : 

• , ' .f ,1 )::( : < •)·· • , 1, ; 

tho item was scored, two poi,nts 1 if th.e correc�,.�,Pti�I\ �:�I
selected as least likely to be correct, the item was scored 

- ,.>' •• '· .·.� -)i' , ,,· ) ,-'� •• ),_,,,,,�\ /":- • • ;�tiirt"f.� ·; 

zero points, if the, correct option was neither.selected as 
, i . :.1, ;_. ;- :�·····,x1,:,.1:r> J.:i J·.-r·.· ,fJ1l(;l\Zt�·J;�1��·f ·-,-,:, 

most likely corre.ct nor least likely correct, the item was • • .  ". ..�)it:·· ·,�. • ·,.\rt•'·'>·,· �r·J¥>,:�.��f 't�J '"'. 

1cored one point. 

Tho 1tatement of a behavioral objective was scored on a 
'. ' � t • �Y) / 

' 
'·,: ,_ ,-/ (,,i</'! \ ' f 

zoro to five point acale, The objective had to be stated in 

be.havioral terms to receive at least one point, Inclusion of 

stimulus conditions and required standard of excellence added 

one point each. If the objective was ab the higher-than­

knowledge level, this received one point and the omission of 
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,;.aqy Jr�;,�r.�n,qe ... to i�st,ructiol}. i;ecei ve,d .on,e1 point. 

:,. ··• ::.t h::.v.. •• ,. : . . . � .. ' ..• 
The three-column table was scored on a zero to three) 

'r: .-re '" 

point scale. The objective had to ·describe 

knowledge level behavior or task to receive at least one• 

point. If the proposed instruction agreed with 

a second point was awarded. If the measurement procedure 

and device agreed with both the objective and the 

tional procedure, a third point was awarded. 

The authors scored the objectives' and the 

tables independently. Discrepancies were discussed 

common score could be agreed upon. The independent 

resulted in agreement on more than 80 percent of 

Discussion was needed on the_other 20 percent. 

Results and Discussion 
' 

, 

Vali�ity estimate� were calculated on two separate 

criteria. The first criterion �as objectives that the 

students wrote which received �rades i•nging from 0 through' 

S, The second criterion for validity estimates was the 

students project score. This project consisted of 

behavioral objoctive, doscribing how tho objective would be.· 

taught and how it would be tested.· ( See method section for 

more details). 

Validity estimates for each of the two criteria were 
'·, '.;� ' 

calculated four different ways. These four methods were 

applied to each of the three tests. The first method (the 
lC: , 
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traditional method).· simply correlated (r) the subject's total�' ,' 't": 
score on each test separately with the score they received 

on criterion one (objectives). Under this condition, the 

test scores were arrived by traditional grading. Each item was 

graded either 1 if �orrect, 0 otherwise. 

The second method was identical to the first except in 

this case each test item was graded in the experimental manner 

so that the subject could receive for any one item either O, 

1, or 2 points. (See method section for further details). 

Here;· as iri'the first method, r was used to obtain an estimate 

of the predictive val'idity. 

The third method used a multiple linear regression pro­

cedure to estimate ,t_h,e predictive validity for the experimental

procedure. Th�s method differed from the second in that in 

the second method, each student received only one total score 

for each of the tests. This score was arrived at by summing 

the total points earned on each test, separately. Iri�the third 

method, instead of having one predictor variable, the total• 

test score, three pr��ictor variables wer'� constructed· by 

taking a frequency c�'unt of the number of quest.ions each student 

received full credit (2 points) for, the number of questions 

on which each received partial credit ( l point) , • and ·.·the t ,., 

number of questions on which each received no credit (0 points). 

In this manner, information was collected on how many items ·:on 

each test each student received full, partial, or no credit 

for. This information then was utilized in the following 

equation: 

llO 



Y1 = the score received on the ,Q
l::>jective�':

- • � . ,.,,, 
' 

' X1 C: the number 
''-

} 
of ,O' s  each student 

',:�/}
received 

I' 

X 2  

= t he numbe r  Of l 's e ac h  studentrece ived 

X 3  = th e  number o f 

2 's each studentreceived 

U = 
l if th e  subject is in the sample, 0 if otherwise 

ao, a1, X3 =, p a rti al r egression
E i  • er ror vector (Y1- Y1)

: ' ' ' _!  ! ', , ,  •• ' ·) "r .,, '· 
Metho d four was exactly the same as the third method

·n i ,::, '\4' t.'t L r � r.1 ::·":\;•.� ... 1 • .r multiple regre ssi
o n formula. T h e s h rin

k

age f orm ul a  us ed

Whe r e: 

.N,:
1
,, • it,he number of· ind�pendent observa

tions

� • the n u mb er of pred ic tof variables

Meth od• one through four wore du pli cated exactly using
a e  the c riterion, 1core1 on the project in place of scores, ,�
ob tained on t he object ive,. T heae reaults are presented in
Tabl ee  l and 2.

1
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Inspection of Tables 1 and 2 indicates that method two 
' ,J. ;':' Ai,' ,, :: ; ,i ., ',,,' ;'. <·, •', ' �:; _,. I 

produced a higher pred�ptiv�, vali5iity estimate than did method 
� . :,_,� t,,:,v ,'>e•:•,'t,: t;�::;J ; ,, !,;:-: one, four out of six times. (This was found not to be sig-

·1, '"'I" ':.>( f /'.1 ;; t}"-''f''' f1"'-i'.fif'.f'j ,. t<�V�� _,,, '/:..' :·.J �i4""/�" ··1 ' , 
nificant as a Sign Test "was•;·used). , 'f.i'ethod···th'ree; the '·employ-

ment of the multipi� 'r�gres:�ri�· f�cih�fJife::;:•�a:�··�foliri'a :t6 
,�·.;, ·: '>·'JJ,,1�.;.) �·;,:'!:1;. '.:l ·�li.i.,}. if i.t.'f%Jn&':,-::•"·.ff:-.'i'''.. �;s,,..-�'.., produce higher predictive validity estimates tl:ian··ooth methods 

'i. - ;�, ..• : .. ·.: .. ·./:· ,,, . .:,.;,,.,) ft,_;:, � :-.:.' 
one and two, six out of six "'times; This was. considere'd' 

significant since the probability o:?'t�-� Sig;';rf;;tf1��; .i;,,,J' 
:i, .(t-. ;-.:, •t \:�:,):�:l ·.t :l�1-: ::t n), , :;,,�:>1:::tr.,:t� , ",p�;-:-r-' ; b r-:;,1¾( :::,�t;,. ;_ p = . 0156. Method four, in which the R was corrected for· 

shrinkage, was alse> fo�id to produce hi���f'·\�Jd1ct'i vei.{;Jfidi ty 
, , I ( • \ -� ','If; ' !, 1 J. '� •._,� 

estimates than method one, six out of six times (p = .0156) and 
' '. •. ,,, ·. ·• ,. 

higher validity estimates than method two, five out of six' 

times (p • .0938). This was found to be non-signifi�ant at 
!\ 

alpha= ,05, However, one should keep.in mind that the 

Sign Test is highly conservative. 

Seventy-five additional analyses were computed in which 

each item (25 items per test, on three tests) was used as 

the predictor variable, predicting the scores on the objectives 

using methods one and three (traditional scoring and'experi­

mental scoring o, 1, or 2, respectively). Another seventy-

fivo analyses were computed exactly the same way predicting 

tho projoct score,' The results of these analyses can be found 

in Appendix A, They wore not presontod in tho body of the 

paper because Tables 1 and 2 are conceptually a composite of 

all of the separate analyses which are of most theoretical 

and practical importance, 
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I
n the validi ty of

�.� gradi ng pr o ce du res comp ar ed to the tradi t i on a l  pro cedure iri ·• ..
predictin g  the two crit eria (obje ctve and proj

e ct scores)·>ifti'
item discr im

i

na ti

on s we re calcul ate d for e a ch of th e ite��i lf: 1 1firo n  
e
ac h o f t

he t
h

r e
e te st

s, comp a r
i

n g  both t he tradi t iona '
an d expe r ime nta l gr a �ing .

Item dis c r
i

m
i nation fo r  the tr a dit ional m et hod was cal cu ­

late d 

by cor r e
l

a t
ing {r) the scor e  o n e a ch item (g r aded {' '!f:i,'. C  

wi t h  the total s co re on the te st gr ade d in
} '� 

ma nne r. Ther e
f ore, the r e w ere twenty-five 

estimate s fo r eac h . of th e t hr e e te s ts.

It em di s cri m inatio n 
w
a s  calc ul a ted for the

J metho d by us in g mu lt i

p
l

e r egr e s sion·an alysis t
o 

' .c 
to�al score for each sep a rate test. Th e s e  total scor e s were

' t) ' ,,:;.!,arriv e
d a t b y  us in g the experim ent a l grad in g  s y s tem (0, l,:;�10f

2 points) and s u m m ing these s c o res fo r al l  i te ms to

tota l to

r each tea t . The predictor

mental acore ,or O, 1, or 2

f

or e �c h item,w as pl ac ed
of threo voc tora a a  s h ow n in Mod e l 2.

Model 21 Y2 • ao U + a
1
X4 + a2

X 5 + a3
X

6 + E2

Whe r e1 Y2 • the total score f o r Test 1
t

he e xperim ental g rad in g
" • ;· . • • {"I' 

X 4 • 1 if the subject recei ved no points·�
for i te m # 1 on Test 1, 0 oth erw is e 
! � ' ,  I ,' • 1 

' 

X5 • 1 if the subjec t recei v ed one point

f

or i te m  

#

1 on 

T

est 1, 0 othe rwise�

x6 = 1 if the subject rece ived two poinst
fo r  i te m  

#

1 on Test 1, O othe r wis e 

U = 1 if the subj ect was in the s ample,
0 ot he rwis e  
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•lo, a1, a2,. a3,::=,Partial;�1:!gression,�eights

E2 • error ·vector,:, (Y2 1::;. )(2) ,, ::t1f.tVo;c:;. ,

,./r,}�J(:, <t<J, �i ffrf'7:'J�·',j .::,\, � : J 

Seventy-five such models were calculated, one for each 
'. J -��!',' .,�1,)�'.'t•'.'.�ti)'J.:-:JiJH:.:J!1ftJ�;_t;1.1t.;·,.Jl \), , . ., of the twenty-five items on each of the three tests. 

··: �'. .. � J�<�t;.:: 1 ''\{�t�\1:\< }I �f?),'!1; i-;�}iW.:.''.,,iJ;,;;��,x::.·P:\� '\).f""," ', 

The results of the item discriiination·�nalyses ��lcu-
.>,�� :'ft� ti ·\;,:t,J_; Li· .:,) ; ::, -. - : ;.➔ •· , lated for both the traditional and experim_ental grading systems 

,:,.�/;• '-� ., r',,.·, '\.i,-,,·,.; ,; �·,;., ,;.:};'J!t�'.··.\,'· \:·,. !•i<J::.·,,' f',,:, 

are presented in Tables 3, 4, and 5. Tabl�.3 presents the· 

item di�cr·i�inations fo�''' th!''t.;,·�ilt�
1
:tlt�;i ll���

1

l1fi
t.

¥�s't1
'i�

e
; ;As 

1., ·, ,. , __ ;�-! . :w ,-1--:-i:·r _,, ·'.td·.�t .� t'!r,; ¥ :f!'J'f;.tr,.;Ler,:,1:"111i'.> >can be seen, when comparing these methods, the experimental 
·� ;' : "t JJ' ,!". < •"/ ,-:•t.., :1_,-\ \ t ,1};�;;;• ,, ::•:,:r:i �x .�'.J}.;J,:•«;.�;; I 

method produced higher absolute item discrimination values 

not significant), 

Table 4 presents the item discriminations for Test 2. 
' . 

Here the experimental ·method only produced higher absolute 

item discrimination values ten out of the twenty-five times. 

(Sign Test not significant). Table 5 presents item discri-·

minations for Teat 3. In twenty out of twenty·-five item 

discrimination,, the absolute value was higher for the experi-
' 

. ' 

mental scoring procedure, Unfortunately, one cannot truly 

interpret these item discrimination results 1ince the computer 

program employed for calculating R only prints out R2 • To 

arrive at R, the square root of R2 was taken1 therefore, all 

of the R presented in Tables 3, 4, and 5 are positive values 

and we did not determine if any of these values should have 

been negative. Since negative item discrimination values are 

not desirable, and since we could not discern which items, if 

any, should have been negative for the experimental method of 
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grading, the results in 'Tables •• 3, 4, and 5 should be looked 

at cautiously. (However, one should note that only 2 i terns. 6f 
,_1-;_..,, 

the 75 score� trad�tionally produc� negative values). 
<'!1 

Since the experimental method of grading required that't± ' ' '' • ' ;··•.•ticthe students respond twice to every test item, it was felt >w;, 
-.•,�,

that this method may have produced a different testing sit�:�
,ij 

tion which would result in different overall test scores. • '(, 
.,Ji 

This was originally hypothesized by one of the authors whii;{ • 
'lf' admin_istering the test. He observed students verbal and '.;j�,;. 

·:�fnon-verbal behavior indicating that they found the experi- i::S:,i 
r'iqi{· 

In the:,,mental testing procedure to be much more difficult. 
, r£j,_/ summer, 1973, to check on this possible effect, the authors•,,/!' 

randomly assigned the two different grading procedures to 'f�i;., 
', 1 ._t, ,<./ • • ; .f,:.'�! 

each of half of the two class sections of undergraduate test·; 
'l\',:;'u..:.;-.:tf1,A.,!::' ·•,<,. r 

.' '' , '"i I ; , ·  ' > ;'Jfjt._ 
and measurements. In each section, half of the students we"•:, 

" IHJ�;;1�r,} ',/b t;,V, i ' · 

taking _the test traditionally and the other half of the 

students were taking it experimentally. Both tests were 
' ' 

graded, using the traditional g�ading procedures. These 

results are presented in Table .6�

Tho moan number of right answer• for both procedures was 

approximately 18, and the atandard deviation for the tradi­

tional procedure was approximately 3.4, and 3.� for the 
�· � 

experimental. Those results indicate that the two procedures 

are not producing different testi�g situations. 

The results of this study may have been unable to 

demonstrate the potential increase in effectiveness of the 
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experimental grading· over , the ,�tradi tionaL method, because some 
.. " ) ., ,,,,. , ' .  _, ' ' ,, ...,, 

of the validity ,.criteria ,(opjectives., 1and, pr9.je�.t ).; .�ere.�lA�_t ., 1 

This loss was partially.due to,,the stuci�nts p�Jng giy�n ".,.; i• 

access to their projects,�p.ich ,resµlt�d ,�r1;cs9,II\E1 1 j\l.�t., t�_ki!19.:i,,
their project . A quick. eval:uation :inciic:a.ted.,:,t:h!':t::tt.he;lpz:;pj_e<::��

• that tended to be ta.ken were the .Ol!eS .. ireceiviA9 1t11e i;t����t

test grades. This may have seriously affected ou,r r.a.!1SJ�, �!.

scores. Since our theoretical· position .was ,that . the.�experi.:. ' ' • ,, • • ' • ' � ' •, ·� •' ,,,, .... "" ,.,J '<,j' " ' ,. • 

mental method would.be .more sensitive ,.in detectin9.partial
"' • ,¥ • •Jt' ·" ... ,t'•'; -· ,$ .;,.\.Ji..�•"" (j' 

knowledge and would therefore be better. able to detect.dif�• • • • 1 ,,, 
I " .� �- ,.,J ,;.: 

fering a bility levels , .then restricted ranges WO\lld 1seye,r'r,J;;Y ,i 

handicap the experimental method's a bility to demonstrate

its effectiveness .. '! 

One should note when reading the results .that ,shrinkage 

estimates were employed for ,.the total test validity results,, 

but they were not calculated for item validities that were 

repo;ted. Thie should be taken .into account when inter­

preting the results. The item validities can be found in 

Appendix A, and it was felt that the total test validities 

wore of greater importance. 

one should also note that the item discrimination using 

tho multiple regression procedures were not corrected for 

ehrinkage. Thi• was not done because of a time factor but they 

theoretically should be calculated, However, one should also 

consider that the stardard method ( r ) used to calculate item , 

discrimination and item validities have npt been, and gen�rally 

are not corrected for shrinkage . 
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.i ·\</:'.{lt.{·:;j.:·\i:}:.-'::;� ,.,· ,<._ .. • _ . . .. ,:· . ... : . . .. , ,, 
•ir.,· •• ;t, AricH:l{e'f1.ton�lder,t"11>�i'�%��:io1nted 

: <---" ,-::.,.,!: '·t·'·-;:/{i:f,;:.�·h??t'•;.,;-i-?r:_.;<:·; ,'.'.> 
Eisenberg" t:,c 19 7 0 )�''aria., Ne'wman�'f( 19 7 3) , is 

out by Uhl and 

that there are vari}*> 

ations betw�en shrinkag� 1e'stimate' formulas. :: Wherry's formuif 

which is most commonly ;used, was >employed for calculating :J.

shrinkage estlniates for·!this study. One should consider 

using Lord's(l950) formula for a shrinkage estimate for 

both Rand r. 

Iri this study, an 'attempt was made to develop a 

variabfe' approach for improving·item validities. It 

that •if such· an 'approach is ·further explored one 

have to'develop niultivarlable and multivariatel methods for. 

determining reliability.' ·If 'one developed a multivariate 

technique for improving item discrimination and item 

and stilf 1·;used'1the' 1traditional univariable technique for

calculating reliability, 'this would be highly inconsistent.' 

We would like to auggest•�that a modification 

correlation procedure· may be appropriate for developing a ,. 

multivariate techniquo for ostim,ating reliability which 

be conaiatent with the approach auggeated in the paper 

improving validity. 

In conclusion, we believe that multiple regression 

procedures will allow one to maximally use the available 

existing information produced by the probabilistic responses'· 

from examinees to determine validity estimates. 

ally�used univariabla technique will only produce one weight� 

which is calculated to maximize it's prediction. Therefore,. 
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it is potentially much less· effeclive than a technique th.it 

is capable. of calculati!19 a num�er of separate wei?h
,�

s �/fr . ;:
maximizing prediction. In addition, wo�king wi �h !:1nJ-.v��i­

able techniques may tend to fixate researchers to·thinking 

in univariable terms, while in our estimation, multivariate 

and multivariable techniques are less confining and therefore 

• are more likely to facilitate more creative and potentially

more useful research. We believe multiple regression gave

us the freedom which helped us conceptually derive a poten­

tially useful method of grading and analyzing our results.
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Valid
i

ty 

Te st Me thod l 

(Trad .  r) 
l (N=5 4) .n o

2 (N=5 2 ) .
0 41  

3 (N=S S) .2 3 7  

Crit
e
rion (Pr

ojec t '1: 

,

; 
L
I 

, 

!; 
. 

, 

·'.t Scores ) 

;:;�:,rit,-
�1,1,

:; '.

Method 2 Method.f�
(Exp. r) (E.>cp.·

R

)

.3 7  .2 6 7  
.
2

0

4 .
299

.. 

. 1 9 8  .315 

,"
'. .' -i  

t 'i'' 
Note: Se e Table #1 for descr

i
ptions of .methods 



:. "I; 
Table f3

Item Discriminations �ox:,f�st·#l
� ", ' , ,:,. (, 

Traditional Experimental Traditional' Experimental 
Scoring Scoring Scoring· Scoring .. 

� (r) pt. Bis (R) � (r) pt. Bis. . . (R) 

1 .339 .309 14 .421 .489 

2 .159 .143 15 .404 .381 

3 .265 .301 16 .157 .261 

4 .202 .297 17 .066 .103 

5 .430 .356 18 .076 .238 

6 .218 .281 19 .275 .427 

7 .437 .. 317 20 .066 .179 

8 .437 .340 21 .J47 .320 

9 .260 .087 22 .456 .394 

10 .212 .214 23 .479 .547 
' . 

ll .282 .293 24 . 360
l ...

.432 
'· . 

/:. ' •l,' 

12 ,. 454 .484 
,j 

25 , .. 390 .354 

13 .425 .441 t?Ct ,. f ' 
, . ..l. H 

Notes N•75 
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1:: . !,j_.a'f>l
e 

#4 

;'W<l1•11em' besci:i�lnati o

n s  for Test #2
{ 

. ,. _.,,. ,  ) ,; ' , ,,., :' '  Exper.irn e nU
l 

T
ra di

ti onal
Traditional Ex

perirScor ing Sc o r
i ng Scor ing Sc o rj 

Ite m s  (r) p t. B is.
( R) 

It e m s  • (r) p t. B is. 
:

J

J
R) 

· ,>:��t1 .0 55 .4 44 1 4  .1 0 1  .4 12 
) 

2 • 3 5!?. .3 3 4  1 5  .1 5 0  .2 4 4  
3 .35 8 .3 09 1 6  .3 9 2  .2 2 2  
4 .4 3 7 .3 91 17 -.0 4 0  .2 4 6  
5 . 4

3 8  .3 80 1 8  .4 3 6  .3 15 
6 .4 3 5  .1 8 1  1 9  -:3 1 9  .3':i.i
7 .0 5 a  .2 00 2 0  .4 3 3  .3 6 7  
8 .22 6  .2 1

4 

2 1  .5 8 5  .408
(
:( .. 

9 '�5'17
' .  .3 37 2 2  .4 3 1  .5 2 0  ·r:.,

10
t ' � ,, ii 

2 3  .4 1 7  .21 8.'3 7 5  .3 4 8

·11
uh

:11 . 3 5 2  2 4  .48 1  
'1 2

C•: ')

54
C . 2 6 0  2 5  .1 3 3  

1 3  .1 3 1 .3 0 9  

Noto I N•75
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Item 

Traditional 
Scoring 

Items (r) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

Noto: N•75 

pt. Bis 

.185 

.148 

.188 

.279 

.112· 

.402 

-229

.370 

.523 

.604 

.054 

.478 

.155 

Table #5 
Discriminations for 

Experimental 
Scoring 

(R) Items

.180 14

.786 15 

.183 16 

.553 17 

. 757 18 

.353 19 

.794 20 

.766 21 
,It 

.796 "22 

.527 23 

.783 24 

·,:r • 520 25 

.798 

124 

Test #3 

Traditional Experimental 
Scoring Scoring 

(r) pt. Bis. (R) 

.206 .441 

.o .649 

.285 .333 

.294 .413 

.315 .248 

.379 .670 

.431 .49j 

.069 .232 

:n2 .626 

.370 .637 

.323 .653 

.. 306 • Jc .• 669



s 

X 

N 

Table #6 

Data from Summer Session l, 1973� 
Controlling for Testing Situation Effect 

for Sections 1 and 2 Combined1 

• , Traditional Testing
Situation 

3.4280 

18.4137 

29, 

Experi�entaJ•Testing 
Situation 

;,< 

3.0220' 

18.1515 

33, I ..

. ,·' ________________________________ ___.:.•�, 
, · ) , 

t·,; ,Note, No test· of significance was run since the,data 
obviously would be nonsignificant at our.alpha 
level of ,OS. 
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APPENDIX A 
1,J' 

Item Validity-Criterion: Objective 

'Test'3 

Pt. Bis. r R R2 
# Pt. Bis. r R R2 

-.1702 -.1773 .178 .0315 14 .1024 .1544 .195 I' �0380' 

-.1201 -.1201 .120 .0144 15 . 0. 0 o.o o.o

-.0380 .0306 .135 .0182 16 .1376 .0721 .233 .0541 
( .,. , 

I"' '. "' � 

t 
.1847 .0854 .316 .0988 17 .1007 .0383 .201 .0403 

�-

� .0863 .0863 .087 .0075 18 -.0208 -.0143 .027 .0007 
. �. ,, 

6 -.0334 -.0806 .120 .0143 19 .1365 .1365 .136 .0186 

7 .1169 . 0764 .136 .0185 20 .2015 .1244 .264 .0700 

8 -:-. 084 7 -.1354 .176 .0311 21 -.0156 .1287 .148 .0219 ',. 
(.I;;, I 

9 .1913 .2576 .363 .1314 22 .3117 .3117 .312 .0972 
i . 

0 _.1782 .1226 .180 .0325 23 .1278 .0277 . 292 .0854 

1 -.0388 •.03�8 .039_ .. 0015 24 .1058 .0226 .149 .0223 
f '11 � 

2 -.0169 .0657 .178 .0317 25 .1807 .1975 .174 .0327
• ''(', 

J .0072 .0072 .010 .0001 

, ' , : r:, � 

127 



# Pt. Bis. 

l -.0644

2 -.2544

3 -.0203 

4 -.2570 

5 .1941 

6 .1368 

7 ,0456 
i·.I,, �:· ; ::: 

8 -.0156 
;, •.':l ,1•� /: 

9 • 0714 
f :: ·,:. ;') < ,\ ! "

10 .0465 

11 -.0538 

12 ,1315 

13 ,3629 

r 

-.0661 

-.2489 

-.0203 

.2470 

.2628 

.2256 

• 0971
' ,  ( 

-,0228 

.1053 

.0223 
t' < f-' 

-.0296 

,1817 

,3324 

'/'};:,. 

APPENDIX A 

Item Validity-Criterion

Test l 

R2 ", • d, . R # Pt. Bis. R ··(r
., 

.006 .0044 14 .2081 .16'7'g'L .. •· . 223· 5; t. 04

.256 .0657 15 .2294 .19'5g'O .. .236 (t1.·95

.02 -. 0004 16 .9363 .2ofl1i. . 360 1H.,12
,, 

,(· '"'0: . 050 DO:oo 
.257 .0661 17 -.0503 -. 0462 
.313 .0980 18 .0455 . 28fSO," .01 t\,oo

--�·,rj
<'
.; 

'.- /' r; 
.315 .0991 19 .0156 .9483t,, .06 ·�:oo

.0503 \ ,, ,- :r: ¢ ,, I) 
,224 20 -.1191 -,1326'', ,134 • :01:

\"' ,::)r,:;. 
,, ,05 .0025 21 -.0201 -.0775:,· ,157 ·-;02,

.32 .0074 22 -,0610 -.0175 .110 :· :oi; 

'-.OJ19'50,-.� '· ' "t ., .035 .0073 23 -,0063 .018· 1 :ooE·, 1 ,i }'._, 

.1 H'1❖� . 2 3 2 - ;> : B 5 3
,082 ,0067 24 ,2235 
,242 ,0583 25 ,2514 

•' •''fl . 3249 ,! . 353 ,,, ; 124
,364 ,1322 



• APPENi5fif 1A

Item'-Validity-Critei'ion: Objective 

Test 2 

Pt. Bis. r R 
' 2 
R # Pt. Bis. r i·

R
i a • :!"R2.

� • '.• . . ' J. 
.3314 .3314 .365 .1332 14 .1884 . 0411 .151 .0227 

\ ,0 '' 

-.1254 -.0683 .121 .0146 15 -.0993 .1890 .137 . 0109' 
\: t (!, • :· '· , 

-.1502 -.144 .250 .0627 16 -.0021 -.0539 .335 .1123 
!\ ;'.' ;, f � �,: • •• 

. 0324 .1031 .248 .0615 17 -.0394 -.0394 .074 .0054 
\ '\ l, .� .i i ... "'' 

-.0569 -.0537 .106 .0113 18 -.0638 -.1038 .303 .0917 
' ' � ' '' f',J 

.0587, .0836 .107 .0148 19 .0213 .0849 .210 .0441 
t '· t 

.·0116 -.0199 -.0072 ,076 .0057 20 -.2729 -.2019 .10s· 
' ( J'I ;� fr, � /,,;:. _\ ·" 

,gt','',)' i ''iJ i}" i' 
-.0246 .0761 .187 .0350 21 -.0747 .0130 ,161 .0260 

\.'.,, r .'. 1''. "._ t' 1'' ,:: rt ,; ?· ,· ( ,
.:, ·, 

.1696 ,1233 .0·52 ,0027 22 .1820 .0830 .166 .0277 
''· 

;1527 -.2151 -.1690 .112 .0126 23 .2537 .2010 .391 
d (' · ·• 'l ,. 

.0089 -.1639 .204 .0411 24 -.0605 -.0904 .047 ; 0022 
' ,, 1 1'.i t\ ,fr,1t')' :., t ( lt , 

-.1261 -.1525 .135 .0183 25 -.1850 -.1403 .201'' :0404 
·,, ·: !�, '.) :· �

.0090 -.1351 .273 .0743 

' '  
-•;,' 

·,\
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# Pt. Bis. 

1 .1947 

2 -.0677 

3 .1104 

4 -.1374 

5 .1804 

6 . 0719 

7,,' .3221 
;.,,i,' ' 

8 .• oi09 
;)1-)\I}.,•• ;;,.;, 

-�

10,: 
ll 

12 

13 

.1336 

,7• 210� 

":'• 0599 
I 1 

.0036 
l 

.0899 

r 

.1115 

-.0064 

.1104 

-.1765 

.1804 

. 0719 

.3222 

.0528 
' :;:;,; '" ·;:' 

.0928 

-.1630 
U.,� 1:.. :-�· 

-.0566 

• 0114

.0862 

. A�PENI>IX_ A 

.Item Validity-Criterion: Projects

Test 1 

R R2
# Pt. Bis. r

R 

.310 .0963 14 .2463 .2463 .246 .1 

.201 .0405 15 .0189 .0398 .075 .( 

.110 .0122 16 . 2119 .2342 .234 . ( 

.227 .0515 17 -.2748 -.2415 .";;., 
.201···�c 

.181 .0326 18 .1383 .1223 .140 •• C
'
i
··:,f ,1.t{1 

JC;"• .072 .0052 19 -.1033 .0063 .179 .o 

.326 .1062 20 .1080 .1495 .182 ". 0 

.140 .0196 21 .0947 .0939 . 09.6
1 

:;·:. 0 
.033 .0011 22 .0509 .0860 .111 • •. 0 ', /• 

.232 .0538 23 -.1100 -.0822 .105 
'i. ,. 

.o

·,tf . ·:o
.060 .0036 24 .0220 .0666 .llo ";, 

.0002 .0006 25 -.0111 -.0017 �J : .003 •. 0( 
' .090 • 0081 ) ' ,, ..



APPENDIX A 

Item Validity-Criterion: Projects 

Test 2 

Pt, Bis, r R R2 
# Pt, Bis, r 

.2512 .2361 .318 .1001 14 .1201 .0884 .098 �0096' 

-.0341 .0635 .296 .0874 ' 15 .1423 .1923 . l 7 9 , ,, . 0 3 21 

.1357 .1232 ,094 . f.,0088 · ·16 .0275 .0275 .0027 ,_;0007, 

.2010 . 2119 .224 ,0501 17 -.0038 -.0038 .047 ... 0022 

.1623 .1524 .171 .0291 18 -.2535 -.1848 .189., .0357 

.2450 . 2555 .242 .0586 19 -.1313 -.0570 .179 •• � 0321 '. 

.1423 .1423 .179 · ·;0321 20 ... 1710 -.2092 .164 n. ,0268 

l -.0340 ,0239 . 233 .0540 21 -.1167 -.0251 .284 ;�•�0808. 

.3040 .2774' .180 .0325 22 .1175 ."0612 .098 ·•�0096 

) -.0965 -.1528:,, .172 -.,0297 .23 .1486 .1683 .127,:>,�162), 

L -.2525 -.3512 .230 .0527 24 -.0747 -.1095 .106 .0112 �.t 

.>. -.0596 -.1635 .193 .0372 25 -.0384 -.2323 �217c!S�04701; 

.1222 .0075 .321 .1031 f •:



APPENDIX 'A 

Item Validity-Criterion:

Test 3 

# 'Pt. Bis. r R R2 
# Pt. Bis. r. R .. : 2 ·R .l . ·1656 .353 .201 .0405 .14 .3654 .3678 . 373 13 2 _;�1187 -.1416 .148 .0219 15 0 0 ; �\,; {O .o 3 . 0166 0 .033 ... 0011 .16 .2160 .1397 .307 .J. 094, .0431 -.0325, . 211 .0445 17 /2274 .2561 ,. .260 .• :;;. 06.5 ··.1017 .1017 .101 :0103 18 , 1929. ,· .0791 .335 '•.,.11;6 • -. 0371 -. 0441 .045 .0020 19 •• 1744 .1744 .174 , . 03 C7� -�1783 -,1009 ,232. .0538 ·20 ,1944 .2111:·. .219 ! • 04 'i8 ,, -.0967 -.1169 ,148 • •, 0222 21 -,0455 , 0651 ;) . .065 '• 0049 '·•: -�'0352 ,0946 ,143 1,0205 22 ,1744 • 1744 .. ,, .174 . .030 10, )�\2474 :· · .,2095 ,250, ,i·:0624 23 ,1379 , 0052 : .. ,, •' .186 '• 034 ll: • ,1744 ,1744:, ,174,,� ;·0304 ,· \ .24 -,0755 -.0290 ,' 

·- ,066 .004 12 ·,1258 ,0858 ,178 ,0315 25 ,0422 -.0020 ,108 ,011 13 -,0455 -,0455 ,213 ,0455 
,, ., � 
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ABSTRACT 

Hulttple linear regresston may be WJed to determine whether an independent 
·'..i,, ,, ;,, ' t ·r' • 'f.,:f(:?'-

varta ble of interest has a difftrential effect on two or mo;e depende�t
, '' 1,1 ,, ��. :.1._-1�,t-il:Y�;J;:(

}..'.
.·tJt\'.'"t:t�J� 

variable., The lnittal etep tnvolves the separate standardlzatiori"'ot<eact/i i 
�i •':,:t ;•��.\' ½ .. "\ J % {�,,J'. ,� � � lfl;�•i.{• ·f(•ll··��>, .. � .::��!;��, d��j�fl:��i-�:1,�{}\(\\., ,

dependent viarlable, The vduee of. the etand.rdized dependent :•iv ' "·' • 
,. ,, ·�"/ '/:" "{ ··tf,.'<:;t'.:\ ';,,.t�\-�-.�J\i{ ,; 

pooled and treated for purpoeea of,·; tbe ,,analyeia ,,ae .teo' " >:,:;: ;; :: � :�-'��t�.�,��,-�ff/:: i?�:u,:_;:�?\!;'.'"}\�:::.?.�!if • 
tiependent vu1able, A wt thin 1ubject1 • 1.ndependent: 1 variabl. 

lovele of the variable are .. 
uae�

.
•;
.
1:

.
0
.
,;� ;i;:$�{•iif,;,_�

;:
�·�e.

;�,::rii;;:
•. 1,i. ·or, 'l,t•�l'l'>t•l'i)i;, ,:,,,1•,,.·,·'if' �il 

,:_ .. : :;<,.;:1,�1::·tt • \'. ,, ':•i�.',3f, .<:ffff� ;,({ 
The tio1ta are •n�lvze,d wit,�� � 1�ftJt;;f�\ ,:�l;;,��"��

o

i
:f , .. :M�tf 

independent variable of intereet • 11 'the . between '; groups ;,:factor .•end 1'.:�he., . 
' ,,.'. fi ' ·:\�!,�::. ;f"\_�k�,�h::;?, /i,;�;f:s+:¥,,,,a:.Jtt1'a�:'·�·-,��·::yit�f�/1f'.::�{�:�ff;,��i.'-��'.:lff:�t:�:0·\i>. · 

lnrtependent variable which dhtinguiahe11. the .. dependent variable• ia the',withtn, 
!� �/ 1 �J�'.'}f

'.
' ·¾•·')· '<, _t .�/ ,•cv. ·�\

1 

/· (J \�jf•i)�,�� ,::;1��: '.-�}·.,,:i·\:·t?•.��·: ,t,,t��r,�� �ltJ::��•f}
111Jbject1 factor, The teet of the intero1ct1on ot these two factors provide■ ,a, 

,,, ', :, ;' �·� ,·:, •'·: ',.',:�-.-
,,,

f'J; ;\'.{·,·�;,\�· 1{,'., �·:·??/ .. :::1,'.::J!:�'••'1:{).si} 
11tatl11t1c"1 '1etermin1t1on of whether the indepentient variable of interest has

·, •• ,v, .. , ;•, : ; t '·." < >, .., ,,/,,, ,:, .. •,.,,. "i-':':-t/', �.:�/-,tl : 
11 <\lfferenth1 effect tin the two or more riependent vutab1.eA.

�.• { I 
' ,, 

�• ' a ,; \. / .,• 

134 

.:<t.t ·?J
J ,-l,rl,, 

·,•�

,_ 

. 

' 

;i 
·.,,li

}J 
Jr/i. 
··�· -Ot 



A proble111 w! have encounted ,1;>0 seveT.'al occassions .cao be dealt with eastli:
by using an .. interesting "twist" .on multiple linear regression pr.oceciures, . 'rl¼_�ti: .. 

r ., , 

proble111 involves the .deter1Dination of whether a gtven independent variable has 

different effects on several dependent 111easures. For exa111ple, 1Dost recently� 

we were asked to deter111ine tf the dosage of a gtven drug admtntstered to 

animals injected with tu111or cells had different effects on tumor size and body 

weight, To 111ake this deter111inatton, we separately stanciardtzeti each of the 

two dependent variables, tu1Dor size and bociy weight, pooteti these stanciardtzed 

values, and treated the two stanciardized variables &A if they constituted oi;ie 

dependent measure. The .two ata.ndartiized dependent variables were distinguished 

via a within subjects, independent variable (called Outcome Measure), which,?� 

created for the purpose. Thia within subjects, independent variable had two 

levda which denoted the two standardized dependent var1a�l�s 1 . respecti-:,.ety. 

A split-plot ana1ya1.a of variance (ANOVA) was performe,:l and" the teat of ,t 
: 

' '  • •  ",'""'• ·: -, < ,J..,,},«4,;. 

Dosage X Outcome Measure tnteractfon pr�vidP.d a ,simple, t�!'�w o�1W.h,!!ther . D� 

had differl'lnt .effecta on. t;he, �lofO. outcome. me11.11ur��•, tu,,,(!.Ji,�\l�� ;,an�,,,.�ody weig 
'"·'," ·J'.t ,' 

The procedure can be 

11th1uhte "aotuttona" for 

1t•i J�; ,(ibJ�:..-'H({ilf\tl-�-
• ,,;\:,,,'.':,·,;?<: 

PROCEDURE •. ·•. ·· / ,,
,:.· ··:·:•c:1;:;J'4,,;\, 

·.;,f:r\(·i},.
1 Uustrate.

f
,\with'; a -�e'f , o 

I'' ·,';t\?J\·:,·.,�-:,.,\".<tY>i;�\:•,'.i' �)tii,f/t·
diacuas:l.on . purpose11 ;,at 4:a •i� 

' 
'' \,•·'i;,;,;_:1 

R•gte1111ion Specia'L .Interut Group. 1 ,s�_a.•J!>.n JI.eJ�!l!\i:',�:J.9�6)-,t": .. ��i'.r�PP,end�lf.- • ,' : , ,; .\::\�1:?•:,(}t;!\il�t{f ;, 1 ,:
Data wer11 1enerated for n �- , 30, hypoth��!�al.,i,1,sub.J,e.s;�.f..i��J(UY� ?,ont�, 

'' 
,y ,.,,/ ,,,',' ,.,:t�-.i'.{1), .�i , 

vulablu (Y, X, 1J, V and W) and three d�111mv v�dab,,l,es ,.(D��i:D,� 1�nd 03) • ;, 

the put'poae of illuetr11ting the p_rocedure,,tjle.,ftve,conAiA�Pu� .variables,?�

reguded as dependl'lnt var tables, 
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sta\idardtzed i'var1.!tbles vere· subsequently treated for pu�oses of the"·an~alysts 

al1'repre'se�ftrig'orie dependent variable. 1 The "five variables were distinguished 

by 1loti�ide'rfoi each variable as if it represented one level of an -artificially

created "fndeperident:variable, Outco111e Measure. 

The three dummy variables,· t>l, D2, and D3, were treated as if ·they 

represented one independent variable called Treat111ent with levels represented 

by ··the· binary code expressed by the three du111111ies. • Using this procedure the' 

ind'ependent 'variable· was found to have four. levels represented by the binary 

cod�·s;'il'000,1 ?, 010, ,, 100;' 'arid 111 ;'. Thu'111, the four levels of the Treatment 

iriilep�ndent 'variable'''were 'b, \•2,' 4�' and 8,' 

"' 'A '4 X 5 split..:plot analysis of vutance with one between s11h 1ects variable 

(Treatment with' four levels, 0, 2, 4, ariii 8) and one within subjects variable 

(Outcorae Measure with five levels, Y, X, U, V, 11nd W) wa11 perforrae,t on the 

dniulated •• data, Treatment J repreaentert the independent vari4ble of interest 

11nd Outcoaie Measure repruented the tnrtependent variable uaed to distinguillh 

the ftve 1tandardtzed dependent var111blea, 

RESULTS 

The ruult1 1howed t lignitic,1nt Treatment X Outcome Meuure interaction,· 

indtc,1ttng that Tre11t111ent. hilrt different effect• on the different outcome 

muauru, F(12,104) • 2,211 p • 0,0448. !litnp1.a tnteractfon effecu· teats 

1nowed th11t the effect or Treatment on the dependent vsriable W di.ffered 

1ignificantly frora the effecta of Treatment on the other four· dependent 

v11riables, Y, X, U, 11nd V, and that the effects of Treatment on the four 
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dependent varillb1ea,.Y, X, U, and V, did not differ signtficantlv, A gr.aph of 

the relation11hip • between"J Treat111ent And the five dependent variables ts 

presenteii tn Figure 1, . which shows that variable W decreased from Treatment 

level Oto level 2 to level 4 and remained fatrtv stable fr.0111 level 4 to level 

8. Variables Y, X, U, and V decreased from level Oto level 2, increased from

level 2 to level 4 to level 8,

•

n 

;,j :i� 
":, n 

�Ml$ 
.. •:'..n

•· rc'\y l! �;{. 

♦••·····••+••••+••••+••••+•••-+••••♦••-•♦••-•+•••-+• 

Figure 1 

1,S + 

The results 1howe'1 that the'•, independent:· variable;·. rTreatment; hlld • 

stgntfiCAntlv itifferent effects on•the five dependent variables, Y, X, U, V,  

and W. To give s11bstancf! to this -example, suppose that the Treatment
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'·,·f;�{,.i tWI\�r�rI·::,,· 
,,!,\ ' 

independent variable with four levels represented the dosage of some drug a'uch ,. 

as ethanol, epinepherine, streptoldnease, etc. and that ,the four dosages . wEire'. 

0,, 2;-f4, and 8 units. Further suppose that the five dependent variable� .we're 

as follows: Y, systolic blood pressure; X, diastolic blood pressures;\,U, 

pulsatility indeiq V, :ejection fractlon; and W, heart rate. The research: 

hypothesis, then, would state that drug dosage has a differential effect/��. 

the five dependent variables, and the null hy-pothesis would be Ho'='

cr 2(interact1.on) • cr2 (error). Our results, then, showed that the effect of

drug dosage on heart rate differed significantly fro111 the effects of dosage on 

systolic and diastolic blood pressure, pulsatilitv tnder, and ejection 

fraction but that the effects of dosage on systolic and diastolic blood 

pressure, pulsatility index, and ejection fraction did not differ significantly 

from one another. 

Th� test for aper1city ahould be employed with this teat to determine if 

the computed F 1tatiatic1 tollow the F dtatributton, and an appropriate 

adjustment ahould be erap\oved tf the apertctty a1&um1>tton ii vfotated (Kirlt; 

1982), Although the teats tor apertcity should be eo11>loyed routinalv wtth any 

spl1t-plot ANOVA, the teat would 11eem to be of par.ticular iraport11nc111 tn the 

pruent context gtven that 11evera1 dependant varh,blea ,1re 1epar11tc,ly 

11t11nd11t•dized &l'ld auhaequently treated III con11t1.tuttnR a 111.nglfl dependent 

variable, 

The reader wlll ,wtouhtedly nottca the atmUarttv between the procedure 

outlined here 11n,t the more com111onlv ltnolffl proUle an.tlv•h (Morriaon, 1967), 

The difference 1n empf11111ts and orient11t ton between th111 procedure anri profile 

•nalylia, however, wni1ld seem to w11rr11nt aeparate consideration of thEI

procedure deacr.l�eri here, Profile analysis focuses on the compartson of.
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profiles of. mean� '.oi•;�everal variables for two or more groups. The typical 
�:�./J 

exa111ple involves ·the comparison of profiles of means on psychological tests in 

a test battery for groups of patients with '1ifferent psychiatric diagnoses. 

The typical graphic representation depicts 
' ' '! • ., ' � ' ·: ' 

' 
a profile of test (dependent 

variable) means plotted separately for each group. The procedure outlined 

here, on the other hand, involves the co111parison of the effects of an 

independent variable on several dependent variables, with a graphic represen­

Ution that depicts the effect of the independent variable on each dependent 
: '.-•:_ ','.,:.,,t !1fn.·_1\, 

variable separately (see Figure 1). 

The procedure outlined here can be extendert to desi,gns with 111'?re than one 
•' l/ 

between group11, independent variable and can be used to determine if a within 

subjects independent variable has a differential effect on 

variables. In either case, the several dependent variables 

truted aa constituting II single dependent vari�ble, and .dist:t�guished by ,
. . 

· .�:·.'. .! , -�} .. • · -1·;·,,1\iti✓il{\•i: : •,: .• 
levela of a within· aubjects independent variab.le cr.eat.e4 

! ., . .:', . . ',' '.' •. }., ,,�:.:·: .. <\:�:;.;The interacUon of thiil fcr.eated, withiii�aubje�t• 
• i!i,�,"�;f:(:}; (�;i,l�I! r,,t;, ·;'.'.,,ft*�·.

independent va rlable'iof '•)�tereat wtii •: in
:AS:;� ;t►f&�,::·j�"),((;· ;� . .• .. ·,> ·:·· :/·.;:.};·:variable 1141 a differential 'effect on 
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