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JLTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 18, NUMBER 1, SPRING 1988

A Perspective on Applications of Maximum
Likelihood and Weighted Least Squares
Procedures in the Context of Categoriel

| Data Analysls

.é, A

Andrew J adeh
Baptist Memorie! Hospital
- Memphis, Tenn,

H

Ploneerinq technlcelucontrlbutlons to the epplled‘
statistical lltereture by Grizzle.‘stermer, end Koch
(1969), Blehop (1969)._F1enberq (1970). Goodnen (1970),
Koch and Relnfurt (1971). end. more recently. dldectlc'.
contributlone by Forthofer &_Lehnen (19681) and by
Kennedy (1963) heve helped focee gﬂe‘ettention ot neny
research prectltlonere 1n theibehevlorel eclencee on
the potentjal for sophisticated analysis of cetoqorlcel
response data.- In coneequence. there is a growing

awareness that a richer analysis can be performed on

. responses measured on the nominal or ordinal scale than

is customarily permitted by simple crosstabulation and

chi-square partitioning. v



This awareness has led to the ever Iincreasing

popularltv of strategies for the analvsis of

asymmetrxc, categorical data models--that i{s, mnodels

‘having at ledsti‘one VQriable ldentified as 'a response”

R E 3

.varjable. ‘In partlcular, strategies that foilow eithe{;

¥ . \,..t

the method of. maximum likelihood (ML) in the Goodmdnw”@

tradition, such as logﬁlinear (loglt) and logistic
regression analysis, or the method of weighted least
ol 1o o Bl

squares {n the Grizzle,@Starmer,“andkxoch (GSK)

tradition have been strongly gaining' in acceptance.

Parenthetlcally. two points need now be made .

g HESES s arytd ot ey i

5 )

before proceeding to the maln course of the narratlve.m”_'l

E o e [ G sy f"'.‘ o g ——

First, the ltrategles mentioned above also allow for

‘u‘ [ & ] B ; 1t & S ..(_,.,:'\'~

the analyais of aymmetric models--that ls, modelc for
R r S e v
which a dopendont or responoo voriablo has not boon
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1dentifled. Howovor,'for tho purpose of dlacuasion,””

2’

the tocus hore wlll bo on asymmotric models.

1 © ot

50condly, the GSK strategy §ubsumeb ah\apbkouch

that Is known by some as Minimum Chi-Square Estimatlon

(c€. Aldrich and Nelson, 1984) and is a specific,

direct, weighted least-squares approach emplBYing’

categorlcdl_lndependent variables only. fhio:polnt is

made to call attention to the fact that the lﬁbel,



weighted least-squares, is a general descriptor for any
weighted regression procédufeﬁhsina.pny wéightihg
factor whatsoever. Since differential selection of
weighting schemes will produce diffetentgfegréssion"

results, all weighte& regression probeddred'are not

equivalently effective. But, because of an unfortunate

tendency to group any and all wéighted7b§oceddtés under
a single label, the GSK prdééddfé'hésmhddjééﬁéf
undeserved bad press, in the form of guilt by
assoéiatldn;.froh'those ivhbﬁ-gdrisp&fége“thé\i"e.é'x"essiérl\=

analysis of categorlcal data’ in general. The upshot of: 

¥ ’f . -‘ A

this digression is to odmit thot the GSK approach is a

welghted regression approach wlth the turther cdnissionl 

that {t ls tundamentally sound.

: ' :vﬂ*“ “

As mlght be oxpocted slnco the ML and the GSK

approaches use dlttorent mathematlcal bases in thelrl
foundation, and thuo cen load to difforlng ltatlltlcal
judgments, some dispute rogarding their relative merits

has begun to appear. Advocates ot ML based strategies

typically highly value log-lli near and lqglitlc

regression analysis but look askance at the use of

linear regression for the _analyuls of categorical
outcomes. This. position |s partlcﬁlarly likely to |
develop amongst analysts who pursue lo«-linear problems
from the mental framework of the Deming-Stephan
iterative proportional fitting (IPF) algorithm (see

Kennedy, 1983, for a particularly lucid description of



'the a1gor1thm) e D LA anan T o sRe i asal
| f By employing the IPF technique, a soundkstrategy
”in and of itself, it is unfortunately qulte possible to
‘miss the pointﬁthat;logﬁlinear”analysis: is essentially
a linear modeling}arocess,_T)More“eoepigically, it is
altogethermtoo easy to oyerlook-the:tautoloquthat logT:
i-linear models really are,‘ in fact,:linear models, and
as such they can be structurally coded and resolyed as
linear models. _‘Thosedfamiliargwith the”altergativeﬁto )
IPF, the Newton;Raphgon w’iteratively reweighted;

regression algorithm i'orw achieving ML estimates (seeﬁ

Haberman, 1978, tor a full description), recoqnize the
“3 DRI TR I BRI T S A YRR & NPT

truth ot this perspective much more readily.

In realityjn—that thzhr‘:eparate:f ML from GSK
_ analysis is not that one employs linearﬁmodels.andkthe
other does not, nor iszitrthat’one emoloy;*a&regression
strategy and the othzr“Idoes”not,;ﬂcaothvwi;i}act, aref
rooted Iin a regrEhifbh basis. what!reallyyseparates:'
the two {s that their methods of i:m;;'leme?nting the
regression strateqy difrer. - o

On the one hand, GSK seecks' to'achieve'barametor
estimates through minimizing. a model's residual chi-
square, It does so noniteratively under'lthe mechanism
- of weighted least 'squares regression by adopting a
weighting matrix formed as the inverse of the variance
of a researcher speci{flied response ‘function' (see

Forthofer and Lehnen, 1981, for a very thorough



description). = =

ML, on the other hand,-seeks‘to'achleve'porameter
estimates byl maximizing. the 1likelihood ‘function and
does so {teratively under the mechanism of reweighted
least squares reoresslon. Per force, the weighting
matrix; the basis matrix, and the form of the response

variable for ML dlffer from those used under GSK.

.Both strategles avold the ‘well- known problems thatkj'
plague ordlnary least squares ln thls context by not
making untenable dlstrlbutlonal assumptlons. Nelther
assumes normality nor honooene1t§ of varlanro:”' ‘e
residual. Both aasume !ndependence and both typically

A

assume a product-multlnomial parent data distrlbutlon'

Sabn B

tor asymmetrlc problems.-'~

PO

A Technical Overview Of The GSK And ML Categorical Data

"Analysis Strategies

B

To help flx the idea that both the GSK and ML
procedures for analyzing categorical data are, in fact,
| regression based technlques, & summary overview of both
.prooedures is otfered on the followlng four pages. The
technical description of each is hdghly condensed and
is meant to glue a reference'polnt to the reader rather

than a full, didactic exposition. The text underscores



'that'both procedures rest solidly on the foundation.of

‘wgightéd'least squares (WLS). . pages six and seven

““descyibe major aspects of the GSK strategv while pages

~ eight and nine deal with the ML approach.

The GSK Approach e syt el

Weighted Least Squares (WLS) analysis, employs a mathematical ‘ ‘model that

- adopts the following notatjon:

(' LLE Ny

L S sy Wy
1. p a vector of proportions. Each pd is computed &s the
ratio of a response frequency fi, lo [, = z (TIR

. =1 _ _
where the subscript | indexes a particular .independent variable
level or combination of levels, the subscript j addresses a
particular level of the response measure, and r denoles the =
- number of levels present in the response measure. The elements of
p are arranged 0 that the £ proportions corresponding Lo a -

value of | are contiguous and in ascending order of J
2. A a vector of contrast coefficients with elements a, .

3. Y a vector of contrasts such that Y = Ap for 3dditive models.

Each Y, is formed as Y, = Z 3 P, - Alternatively

intrinsically multiplicative models can be formulated by first
taking the nalural lTog ol the Py - In this case, the vector Y is

formed as Y = A In(p). For such models, Y, = z 3 ln(pul.

4. X an independent variable coding matrix. For, WLS results to
approximate those of a log-linear analysis, the matrix X is
coded using effect codes ({.e., 1,0,~1) :

5. B a vector of regression weights.
6. € a vector of residuals.

7. W a matrix of weights such that. W = V()™



In the case of an a addjtive model, V(Y,) = i’l,' [i‘ aj ’u t aj pu)]

Should r=2 and A = {1 0] or A = [0 1}, V[Y) = A pl ror' fl or ,t-z

b o i L

In the case of a multiplicative model, V(Y,) = %- (# e,) Here
should r=2 and A = (I -1] or A = [-1 1], (the logit runctlon] then i follows

that V[Y;] = ?—nl——] for either i'l or 1-2 .
RV PRI

Using these conventions, the regression model can he wrltten as:
v - Xp+e€ S R R
(x'wx1' lx‘wv)
vtb) = (X'wx)™’
v =%

| V(Y) = X [XTWX]'l x A W
The Lﬁ&!ﬂ!_l chl-squere for such models ls:

- (Y - Xo)'W(Y - Xbl
with dr ek-m

where k = the number of Independent cells
(l.e, rows in X) - -

and m = the number of peremeterl
(l.e., columns in X)

Given a contrast matrix C that has dimensions ¢ X m, component
chi-squares (i.e. corresponding to the general linear mmmﬂr&’ﬂ)
can be computed as:

B Y -

- (Co)"lcwx) e " cb
with df = c

Approximations to component chi-squares, can also be computed by taking the
- difference in residual chi-squares for competing models with df equal to

the difference in the respective number of parameters. This approximation
method is not as effective here as it is in log-linear analyses since the
chi-square estimates are the classical Pearsonian rathes than the maximum
likelihood ratio chi-squares developed by Fisher and are, consequently, not
precisely additive.



The ML Approach

_’Iterative Weighted Least Squares (WLS) can be used to achieve Maximum
_]upod M.) estimates. The strategy assumes the following notauonal \

L A diagonal matrix F of dimensionality (kr x kr) where k is the
mmber of independent variable cells and [ is the number of
response variable levels. The elements of F are individual
f, where | <= | <= kr. They are arranged on the major djagonal
so that the order of rotaton is through the response levels for

a particular independent variable cell before the next cell ls
represented.

2. A diagonal matrix £ whose entries e, are the expected A
frequencies for a given model in corresmndence to the f,.

3. A design matrix X of dimensionality (kr x m) where @ is equal S
to the sum (k-1)+(r-1)+(k-1)o(r-1). Note that m represents the
total component degrees of freedom in a given model excluding the
intercept (or grand mean) which is not coded The design matrix
X is composed of effect codes (1.0,-1) and {s formed as:

a The first k-1 columns of X are effect codes on the
independent variables-- each row of which is repllcated
contiguously r times. i

b. The next r-1 columns of X are formed by block
replicating effect codes on the response measure k tlmes
Each .block is of dimensionality r x r-l.

c. The remaining (k-))s(r~1) columns represent the
independent-dependent variable interaction terms and

are formed by multiplication of the corresponding prior
columns.

4. The subscript ¢ represents the currcnt {teration and the subscrlpt
p represents the prior lteration

TP

S. Vector Y = diag (In[El +(F-E )E"] On the first lterauon.

this procedure (s replaced by compuung each element Y to be
Y, = In(e) where ¢, = f, + .05.

6. A matrix ) of the same dimensionalily as X formed by -
row replicates of the vector d with elements d, (I <= § <= m)

Sm, :

where

ol
given the ¢ are from the prior iteration



The {terative process, given X and F, is as follows:
1. Compute Y as described

. 2 Compute D as described

3. Generate the matrix A = X:- D,

4. Estimate the regression welgl)ts f as

b = (AT E, AJ" ATE, Y,

a = In

z’-

)

I=}

;‘:’u

5. Estimate the i element of Et as e

6. If the estimates b converge on b then etOp {teration
otherwise return to step 1. S -

Given convergence, the following additional estimates can be made:

1. V(b) = (A] E, A)"
2. Standardized residuals are (f, - ¢)/[&

3. Residual L* « 2 i f, Inf {t )

2
4, Residual x’ 2 fice,

~ both with df = kr -



Comparing ‘GSK And ML Methods =

As the reader can readijy see, both approaches

permit point and interval estlnatlon of regresslon

- parameters. To help profile how the strategies compare

with one another, their relative nerit from the
author 8 polnt of view will now be examined along

several dimensions. - Those dlmens;ons are:

1) Abllity to deal with symmetric models.
2) Facillty for testing hypdtheses.
3) Statistical proparties of astimators.

’- mf 1 f x~i ® 5‘,“ N2 .‘.E,

q) Relqtive computatlonal requirenonts.
11; * ; m\ -

5) Ease ot interpretation of ost!n@fora.
6) Robustness with reqpqcp_tq_qxpgemgmxz;ues.

7) Cabaclty for handling 4ntef§q; var;ables.

Svopmetrjic Models. With regard to doing data

analysis where no individual variable is ‘parceivod to
be a response (dependent) va;iable,.the ML method has a
clear edge{ In:fact}‘log~11ﬁear‘analysls. having its
roots in the fleld of soclological methodology, a field
that does not often enjoy the luxury of experimental
manipulation of independent variables, is exceptionally
well-geared for coping with marginal and partial

associations among var{ables.



Ih.cbntrasf, tHe GSK approdbh, aﬁlhppfo;éh tﬁat
emanates from the blostat{stical world, is focused
directly on exploring the gffects’of one or more
independent on one or more dependént erlabies: Unlike
the log linear strategy, GSK forces séléctlon of a
response varlable This does not mean that thé GSK
approach.can not handle symmetrlc problems--lt can.
However, an analyst must systematlcally rotate throuqh
a pfoblem”shvariables choosing different variables,
individually, as the response measire. ECdﬁééQuéHfiQ;

the GSK method {s not as desirable in such a context.

Eacility for_Testing .Hypq.th 808, Assuming the
asymmetric environment for the remainder of this
narfotlve, how do the strategies compare on the bhasis
of teitlng hypothéses? In this writer's opinion, the
GSK approdch 1s.prob;bly'otrong6r but not
overpoweringly so., GSK, on the surface, appears to
have far greater flexibllity because the anolyat ls
pormitted to establish nearly any linear combination on
nearly any transformation of the response meaédfe{
Such flexibillty permits definition of a respouse
function {n terms of raw proportfohs, or logqged

'

proportions (the latter leading directly to odds

ratios), or even exponentiated proportions.

11



Sy In',comporlson, .the log -linear opprooch forces a
= &;!{; o

x_i.deflnitlon of the response functlon in terms of logged

S I

l'fproportlons. However, what ls often overlooked during

'uo log llnear onolysls ls thot expected frequencies are

‘generated and that the analyst i{s free to establish any

deslred tronsformotlon and linear combination on those
frequencies he'or she wishes. This lmplles that the ML
"methodhcgn be as rich onalytlcully as the GsK method
(cf. Hober, 1984). | In' folrness,l though the more

extended mode of analysls under ML 1is not typical and

is more mechanlcally difficult,

Statistical Propertles.r | Wlth respect to the

stotlstlcol propertles of th: eotlmatoro produced by -
GSK and ML, a slight edge. hos to be awarded ML since
the ML estlmators are _wellfknown to be asymptotically
consistent and .relatluoly efficlent, What 18 not as
well known {s that the GSK estimators are simjlarly
asymptotically conslltent and, for that matter,
aysmptotically oqulvalont to ML eatlmatoro. They are,

in fact, best asymptotic normol estimators (BAN),

~ For fully saturated models of any sample size, the
two methods deliver identical results, For unsaturated
models on large samples, differences in the estimators

tend to be trivial. However, as sample sizes decrease,

12



the GSK and the ML estimators can be disparate with the
ML estimators tending to have smaller variance: the
question'of how large ‘iszaarge enough to feel fairly
comfortable that similar results will be Iafforded by_
both strategies is not precisely known. .however, it is
generally recommended that samples ‘be of sufficient
siie':pefore wemploying either'approach;‘:éorlspeciric
guidelines 'under‘ CSK}: the reader is referred '£¢
Forthofer and Lehnen (1981) and for guidelines under“

ML, to Haberman (1978).

Computational‘Reguirements.. Ffbh' a computational
. 1 - . e
perspective, GSK has a clear edge. In the first place,

it is non-iterative. 1In the second its basls'matrix

*

is a‘ factor of rvr smaller where r denotes the number'

¥

of categories present in the response varlab]e. 'For
problems involving polytomous | responsei measures;
computational resource requirements heavily favor‘GSk.
While such considerations may not Jbe critical for
mainframe appiications. the resource implications for)

microcomputing are clear.

Ease of Interpretation. With regard to estimator

interpretability, ML estimates are glightly easier for
a novice to make sense of |f a canned log-linear

strategy Is being employed. This is the case because

13



v g

#theparanetersﬁfare conceptually well identified in the

*L,paradigm of analysis of_;variance effects on 1ogged

expected cell frequencies If, 'however, the more

flexible ;egréssion coding scheme afforded by the

Newton- Raphson strategy is' employed to deviate from

traditional effect definitions, this edge evaporate |
SR et

and both ML and GSK estimates must _be carefuily

identified by the analyst.

Robustness for Extreme Values} From the

perspective of extreme values. the_ GSK and the ML
strategies ehare common problems. Both must cope with
empty celle. by either..making a numeric replacement or

)

collapsing categories. Further, both reiv on having
larqe -amplel to ettect robuetnell in the etatistical
propertiee ot their ‘eetimatore. From this author s
viewpoint. neither procedure haa an edge with regard to
this probiem.: However. it should be noted that 1t ls
recommended that the GSK approach engage a 1logq
tranetormation'hon proportione when proportione. are
extreme rather than operating upon.them in their.native
metric (see Forthofer & Lehnen, 1981). Intultively,

the same caveat should apply to followup contrasts on

ML estimates.

14



" Interval Independent Variables. With regard to
interval independent ‘variables, ‘one variant of ML,
namely logistic regression ana}YSIS; has a distinctive
advantage. It has the capacity for coping with a mix
of both categorical and continuous variables with the

provision that the response measure be a dichotomous

variable.

Neither the GSK rmot traditional log-linear ML - °
wethods ‘can’ dupl idits “this apacity. "Even %5, Ei
analyst could approach’ the'situationcf interval’
variables with either logd-1inear or GSK analysis hy
meaningfully categorizing all interval variables

present.

.Synghgglg."GiVen this profile, which procedure
then 1s preferable? From the author's perspective
nelther complotely dominates the other. Both are

powerful and are well worth mastering.

Should the research purposo be to examine marginal
and partial assoclations symmetrically, the ML approach
embodied bv log-linear analysis is preferable. Should
the researéh purpdée be £6 test hypotheses on response
level proportions or on complexIQunctidns. the GSK

approach s preferable. If interval level independent

15



arisbles are present and recoding is not desirable,

RS R e G 2 VA

théfﬁid@}égig‘jregress}on_ ML approach 1is promising--

bré&ihihé_npi more than two levels are present in the

response variable.

" should computing facilities be highly restricted,
the GSK approach can be preferable. If the analyst is
unsophisticated with respect to the analyéls of linear
models, a traditional log-linear analysis will be
easler to pursue. If sample sizes are small or empty
cells _arg‘-presgnt.‘cneither syggtegy_}s particularly
safe,  If _extreme proportions arelipresent. “both

apprpachgs,qhquld,makq appropriate adjustments.

In the final analysis, both approaches have
specific strengths as well as detractions, Both offer
strong analytic capabilities and both belong i(n our

repertoire.
An Analysais of Hypothetical Data By ML And By GSK

For the purpose of illustrating the similarity ot
the two methods fh ah‘uappiled scenario and for the
purpose of demonstrating thelr versatility, the
following simple numeric example is offered. The data

shown below were constructed by John J. Kennedy, of The

16



Ohio State University, as"a_didactic example to show
how effect contrasts might be estimated through chi-
square partitioning. With. his kind permission, the
data will be employed here to show (1) how both ‘ML and
GSK can be used to estimate linear and quadratic

effects and (2) how both the ML and GSK procedures can

pursue traditional log-linear effects.

The data are giveﬁ in Table 1 and consist of
frequency counts that have been.crossfabﬁlatedffon the
basis of student sex (A;= ‘'Males,!” Ap= Females), an
unspecified treatment = variable (B;= Treatment, B8jp=
Control), &nd a trichotomous outcome measure (Cj= Poor,

Co= Satisfactory, and Cy= Good).

Table 1. A Hypothetical 2x2x3 Data Example.

_._Outcome Description:
Poor Satisfactory Good Sum

Sex Treatmoent
M
M

T 8 © 19 4 20

c 3 6 13 22

F T 6 - 16 6 28
F c 2 8 ' 12 22
Sum 16 49 33 100

17



Page 19 demonstrates a linear and quadratic effect
coding setup used ,as _input to an author prepared
Newton-Raphson ML program thqt has been  designed to
teach the flow of the ML procedure. The inpu% consists
of (1) the number of rows {in the regression basis
matrix, (2) the number of columns in that matrix--note

the omission of a unit vector for the grand mean, (3)

" the basis matrix, itself, arranged in column order:

a) Sex vector.,.:-

b) Treatment vector.
~c) .Sex X Treatment.

d) Linear Response Contrast, .

e) Quadratic Response Contraét.

f) Linear Effect of Sex.

'g) Quadratic Effect of Sex.

h) Linegr\Eﬁfggpwéf;T:eatmgnt._

1) .Quadrathgggtgptﬁpt Treatment.

J) Linear Effect of Sex x Treatment.

k) Quadratic Effect of Sex x Treatment .
and (4) the raw: frequencies .themselves with the
response variable rotating most rapidly,. followed by
treatment, and sex {n thﬁt.order. Pages 20 and 21 show
the ML analysis with page 21 being the more interestiﬁg
since it delivers parameter estimates. Pages 22 and 23
show the corresponding GSK analysis with page 22

delivering the linear analysis and 23, the quadratic.

18



ML Analysis of 2x2*$ Data Sewasing‘tineérﬂéquadfatic Codingé

12 ,
1 .
11 1 1 -,5-,3333383 ~-.5 -.333333 -.5 -,333333 -.5 -.333333
1 1 1 0O .666667 ‘ O .666667 O .666667 O .666667
1 1 1 .5 -,333333 .5 -,333333 .5 -,333333 .5 -.,333333
{-1-1-,5 -.333333 -.5 -,333333 .5 ,333333 .5 .333333
1 -1 -1 0O .666667 0 .,666667 O -.666667 0 -.666667
{1 -1-1 .5 -,333333 . % -.,333333. -.5 ,333333 -.5 ,333333
-1 1 -1-,5 -,333333. .8 ,333333 -.5 -,333333 .5 .,333333
-1 1 -1 0 ,666667 . 0O -.666667 - 0 ,666667 - 0 .-,666667
-4 1 -1 ,5-,333333 ° -.5 ,333333 ¢ =,333333 -.5 .333333
‘-1{’-1 1 -,5 -,333333 .8 ,333333. .5 ,333333 +-,5 -,333333
-1 -1 1 0O .666667 - 0 -,666667 0O -.666667 . . 0..,666667
Fff—l 1 ,5 -,333333 ; -.8 ,333333 -, ,333333.  ,5 -.,333333

19
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Cell Ffequencies Iteration is ¢

obs
obs
obs
obs
obs
obs
obs
obs
obs
obs
obs
obs

freq
freq
freq
freq
freq
freq
freq
freq
freq
freq
freq
freq

is

value
value
value
value
value
value
value
value
. value
value
value

Amatrix Iteration s

1.000
1.000
1.000
1.000
1.000
1.000
-1.000
-1.000
-1.000
-1.000
-1.000
-1.000

0.880
0.880
0.880
-1.120
-1.120
-1.120
0.880
0.880
0.880
-1.120
-1.120
-1.120

1.000
1.000
1.000
-1.000
-1.000
-1.000
-1.000
-1.000
'=-1,000
1.000
1.000
1.000

=> 5.0000
=> 19.0000
=> 4.0000
=> 3.0000
=> 6.0000
=> 13.0000
=> 6.0000
=> 16.0000
=> 6.0000
=> 2.0000
=> 8.0000
=> 12.0000
4
=) -0.0000
"> 0.1200
"> 0.0000
-> 0.0980
-> 0.1867
u> -0.0080
-> 0.0100
=) -0.1080
- 0.1700
-> -0.0050
"> 0.0500
4
'00696 -0.490
-0.098 0.810 -
0.405 -0.490
-01696 -0.490
-0.095%5 0.810
0.405 -0.490
-0.595 -0.490
-0.095 0.6810
0.405 -0.490
-0.595 -0.490
-0.095 0.510
0.405 =0.490

exp
exp
exp
exp
exp
_@Xp
exp
exp
exp
exp
exp

exp

'00496
0.008

0.808

-00496
0.008
0.808
0.805
0.005

-0.498
0.505
0.005

-0.495
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freq
freq
freq
freq
freq
freq

freq

freq

-freq
freq
‘freq

freq

=)

=>
=)
=>
=>
=>
=>

=>
=>
=>
=>

-0.343
0.657

=0.343
0.687
-0.343
0.323
-0.677
0.323
0.323
-0.677
0.323

-0.395
0.108
0.608
'0.608
0.105
-0.39%8
-0.395
0.10%
0.605
0.605
0.105
-0.395

Set Using Linear & Quadratic Codings

5.0000
19.0000
4.0000
3.0000
6.0000
13.0000
6.0000
16.0000
6.0000
2.0000

8.0000

12,0000

-00503
0.497
-0.803
0.163
-0.837
0.163
-0.503
0.497
-0.503
0.163
-0.837
0.163

=0.495
0.005
0.508%
0.505
0.005%
-0.495
0.505%
0.005%
-0.495
-0.495%
0.005
0.5%05%

-Q

-0

-0

-C

-C

-C



inalysis of 2x2x3 Data Set Using Linear & Quadratic Codings

;s Iteration is 4

arcept 1is 1.917424 old value was 1.917424

mn => 1 A value => -0.018176 Change 0.000000
imn => 2 B value => 0.131958 Change *0.000000
mn => 3 AB value => - -0,051147 -Change - -0,000000
mn => 4 C1 value => 0.758738 Change 0.000000
mn => 5 C2 value => 0.719449 Change 0.000000
mn => 6 ACl value => -0.137141 Change -0.000000
mn => 7 AC2 value => -0,016173 Change -0.000000
mn => 8 BC1 value => -0.870310 Change -0.000000
mn => 9 BC2 value => 0.494252 Change -0.000000

mn => 10 ABCl1 value => ~0,028870 “'Change " * 0.000000
mn => 11 ABC2 value => 0.24904§ »Change 0.000000

of changes 0.000000
iance Iteration is ¢

)182 0.0017-0.0027 00,0044 0.0013-0.0130-0.0100-0.,0023-0.0041 0,0151-0,00158
017 0.,0152-0.0002 0.0151-0.0018-0.,0023-0,0041-0.0130~-0.0100 0.0044 0.0013
)027-0.0002 0.0152-0.0023-0.0041 0.0151-0.00185 0.0044 0.0013-0.0130-0.0100
044 0,0151-0.0023 0.1111 0.0195-0,0035-0.0066-0.0131~0.0226 0.0181 0.0034
013-0.,0015-0.0041 0.019% 0.0832-0.0066 0.0011-0.0226-0.0143 0.0034 0.0013
)130-0,0023 0.01851-0,0035-0.,0066 0.1111 0.0195 0.0181 0.0034-0.0131-0.0226
)100-0.0041-0.0015-0,0066 00,0011 0.01985 0.0832 0.0034 0.0013-0.,0226-0.0143
)023-0,0130 0,0044-0,0131-0,0226 00,0181 0.0034 0.1111 0.0195-0,0035-0.0066
)041-0,0100 0.0013-0.0226-0.0143 0.0034 0.0013 0,0198 0.08532-0,0066 0.001x
J181 0,0044-0.0130 0,0181 0.0034-0.0131-0,0226-0.0035-0,0066 0.1111 0.0198
015 0.,0013-0.0100 0.0034 0.0013-0,0226-0.0143-0.0066 0.0011 0.0195%5 0.0832

[teration is ¢

mn => 1 value => 3.2242
mn => 2 value => 12,4921
amn => 3 value => 4.1241
umn => 4 . value => 6.0796
umn => § value => 14.6828
umn => @ value => 0.7101
umn => 7 value => 2.3169
umn => 8 value => -6.2753 '
umn => 9 value => 20.3232
umn => 10 value => -0.9058
amn => 11 value => 4.%616
r'sonian 0,0000

herian 0.0000
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GSK Linear Analysis Page 22

B The Pattern Matrix x as Entered

: 1,00 1.00
1. 00 pf1 00 -1.,00 =-1.00
1;00“5-1 00 ‘1,00 -1.00
1, oojﬁ;z 00 -1.00 - 1.00

| c ' The Parameter Coefficient Matrix:
0.25"70.25 0.25 0.25

0.25 " 0,25 =-0.25 -0,25

0}2577;0,25 -0.25 0.25

The Fre@ﬁencies aé,Entéred

CATEGORY:

1 2 K)
5 19 4
: < 6 - 13
;o 6 16 v 6 .
e R 2 - 8., 12 .
SO PR S Co S
CONTRAST: =1,00 0,00 - :1,00. . e L R
PARAMETER - LOG EST LOG SE = ODDS EST ODDS SE 2Z ESTIMATE
INTERCEPT "0.789 - 0.333 2,136 = 1,396 2.277
AC1 ' : -0.137 © 0,333 o.872 1,396 =0.412
BCl -0.870 0.333 0,419 1,396 -2,612

ABCl 0.026 0,333 1.026 1,396 0.077
PERFECT FIT --- SATURATED MODEL
RESIDUAL CHI-SQUARE = ., 0.000 DF = O ALPHA = 1.00

LOG-P FUNCTION PREDICTED RESIDUAL
-0,223 -0,223 0.000
1,466 1.466 0,000
0.000 0.000  0.000
1.792 1.792 " 0.000
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GSK Quadratic Analysis p 23

The Pattern Matrix X as Entered

00 1.00 1.00 1.00
‘OO 1-00 -1.00 -1000
00 -1.00 1.00 -1.00
00 -1.00 -1.00 1.00
The Parameter Coéfticient Matrix:
.25 0.25 0.25 0.2%
.25 0.25 -0.25 -0.25
25 -0.25 0.25 -0.25
25 -0.25 -0.25 ' 0.25%
' The Frequencies as Entered
" CATEGORY:
Sy e 1' 4 2 3 i A : -
8 19 4
3 6 13
) 16 6
| 2 8 12
RAST: <-0,80 1.00 . =0,50 : ,
METER LOG EST LOQ SE ODDS EST ODDS SE Z ESTIMATE
RCEPT " 0.719 0.231 2,053 1.259 3.120
0.494 0.231 1.639 1,259 - 2,143
0.249 0.231 1,283 1,259 1.080
PERFECT PFIT --- SATURATED MODEL
RESIDUAL CHI-SQUARE = 0.000 DF = O ALPHA = 1.00
LOG=-P PUNCTION PREDICTED RESIDUAL
1.447 1,447 0.000
-OOO‘O -00040 0.000
0.981 _ 0.981 _ 0.000
0.490 0.490 o ' 0.000
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_Cpllecting the effect estimates from the runs just
}presented lets us produce Table 2, Note .that two
iseparate analyses had to be performed by GSK to produce

first‘the linear and then the quadratic results.

Table 2. Summary of ML & GSK Analysis of Linear &

Quadratic Effects In ths gxzxa_Example.

Y A . ..GSK
Effect b SE Page b SE Page
AC,  -.14 .33 2{f_' -.14 .33 22
AC, -.02 .23 21 ~-,02 .23 23
BC,** -.87 .33 21 - -i87 .33 22
BC,* .49 .23 21 . .49 .23 23
ABC, 03 .33 21 03 .33 22
ABC, .25 .23 21 28 .23 23
"% p L01
*p o . 08

Clearly the two sets of results are isomorphic with
each revealing both a linear and quadratic effect Cfor
the treathenﬁ variable on the respsnse frequencies,
With respect to the linear trend, the odds favoring a
response of "good" over a response of "poor" are better

in the control group than In the treatment.
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With respect to the quadratic trend, ﬁhe tré;tdeﬁt
group average odds favoring a "satisfactory'" response
over the other two response qategarles are bettgr than
the “correspondlng odds for the <control coﬁdltlon.
Obvlousiy, if this were a true fesearch situation, an
analyst would suddenly get gray hair but the data do

serve the purpose of l;lustratloh.

Repeéting tﬁe exerclsé .wlth linear - codings
established to produce traditional log-linear
parameters, the ML input file is shown on page 26 and
follows exactly the same pattern as before. This tinme,
however, the linear and quadratic codes give way to

average effect codes,

Pages 27 and 28 reproduce the regulta from the Ml
analysis with page 28 being the more tnteresting. The
GSK output {8 eshown on pages 29, 30, and 31. This time
three runs were made under GSK {n order to directly
estimato the parametors associated with the third level
of the response ‘variable. These could, admittedly,
have been determined by subtraction. However, the
variance estimates for the parometers'on page 31 would
have had to have been inferred rather than obtained

from inspection.
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:nalysis of 2x2x3 Data Set Using Lod-tine&f‘Codiﬁés

el

Cell Frequencies Iteration is ¢

exp
exp
exp
exp
exp

exp

exp
exp
exp
exp
exp

0.990
-0.010
-1.010

0.990
-0.010
-1.010
-1.010
-0.010

0.990
-1.010
-0.010

0.990

C=> 1 obs freq => 5.0000
oo=> 2 obs freq => 19,0000
. => 3 obs freq => 4.0000
. => 4 obs freq => 3.0000
.=m> 8§ obs freq => 6.0000
. => 6 obs freq => 13.0000
.=> 7 obs freq => 6.0000
_=> 8 obs freq => 16,0000
. => 9 obs freq => 6.0000
. => 10 obs freq => 2.0000
. => 11 obs freq => 8.0000
Co=> 12 obs freq => 12,0000
‘tor Iteration is 4

mn => 1 value => -0.0000
mn => 2 value => 0.1200 .
mn => 3 value => 0.0000
mn => ¢ value => -0.1900
mn => § value => 0.1400
mn => 6 value => 0.0100
mn => 7 value => 0.0200
mn => @ value => 0.2100
mn => 9 value => 00,3600
mn => 10 value => 0.0100
mn => 11 value => 0,00600
triX Iteration s ¢

.000 0.880 1,000 1,190 =-0.140
.000 0.880 1.000 0.190 0.6860
.000 0.880 1.000 -0.810 -1,140
000 -1,120 -1,000 1.190 -0.140
.000 -1.,120 -1.000 0.190 0.860
000 -1,120 -1.000 -0.810 -1.,140
000 0.880 -1.000 1.190 -0.140
000 0.880 -1.000 0.190 0.860
000 0.880 -1.000 -0.810 -1.140
000 -1,120 1,000 1.190 -0.140
000 -1,120 1.000 0.190 0.860
000 -1,120 1.000 -0.810 -1.140

exp’

=)
=)

freq
freq
freq
freq
freq
freq
freq
freq
freq
~freq
-freq
freq

‘-
=>

=)
=)
=>
-)>

-0 1020
0.980
-1.020
=-0.020
0.980
-1.020
-0.02q
-1.020
0.980
-0.020
-1.020
0.980
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=>
=) .

=)>

= .

5.0000
-19,0000

4.0000
3.0000

6.0000

~.13.0000

- 6.,0000

16,0000 -

. 2,0000 - ..
. 8,0000 -
12,0000

0.790
-0.210
-1.210
-1.210
-0.210

0.790

0.790
-0.210
-1 0210
-1 0210
-0.210

0.790

-0.360
0.640
-1.360
=0.360
-1.360
0.640
-0.360
0.640
-1 0360
-0.360
-1.360
0.640

0.990
-0.010
-1.010

-1.010

-0.010
0.990
-1.010
-0.010
0.990
0.990
-0.010
-1.010

-0.080
0.920
-1.080
-0.080
-1.080
0.920
-0.080
-1.080
0.920

=0.080

0.920
-1.080



ML Analysis of 2x2x3 Data Set Using Log-Linear Codings

' Bwts Iteration is 4

intercept is 1.917425 old value was 1.917425

column => 1 A value => -0.,018176 Change 0.000000
column => 2 B value = 0.131955 Change 0.000000
column => 3 AB value => -0.051147 Change -0.000000
column => 4 C1 value = -0.619185 Change -0.000000
column => :§ C2 value => 0.479633 Change 0.000000
column => .6 ACl value => 0.073962 Change 0.000000
column => 7 AC2 value => -0.010782 Change -0.000000
column = 8 BC1 value => 0.270404 Change" 0.000000

9

column => BC2 value => 0.329501 Change -0.000000
column => 10 ABC1 value => -0.095800 Change -0.000000
column => 11 ABC2 value => 0.166030 Change 0.000000
Sum of changes 0.000000

Variance Iteration is 4

‘0.0152 0.0017-0.0027-0,0026 0.0008 0,0098-0.0067 0.0028-0,0027-0.0070-0.

0.0017 0.0152-0.0002-0.0070-0.0010 0,0025-0.0027 0.0098-0,0087-0.0026 O.
-0.0027-0.0002 0.0182 0.0028-0.0027-0.0070-0.0010~0.0026 '0.0008 0.0098-0.
-0.0026-0,0070 0.0025 0.0402-0,0183-0,0029 0,0019-0,0124 0.0107 0,0088-0.

0.,0008-0,0010-0.0027-0.0183 0,0236 0.0019 0,0008 0,0107-0,0064-0.0014 O.

0.0098 0,00285-0.0070-0.0029 0.0019 0.0402-0.0183 0.0088-0,0014-0.0124 O.
-0,0067-0,0027-0.0010 0.0019 0.0005-0,0183 0.0236-0,0014 0,0006 0.0107-0.

0.0028 0.0098-0.0026-0.0124 0.0107 0.0088-0.0014 0.0402-0.0183~-0.0029 0.
-0.0027-0.0067 0.0008 0.0107-0.0064-0,0014 0,0006-0,0183 0,0236 0.,0019 0.
-0.0070-0.0026 0.0098 0.0088-0.0014-0.0124 0.0107-0.0029 0.0019 0.,0402-0.
-0.0010 0.0008-0.0067-0.0014 0.0006 0.0107-0.0064 0.0019 0.0005-0,0183 O

XY Iteration is 4

column => | value => 3.2242
column s> 2 value => 12,4921
column => 3 value => 4.1241
column => ¢ value => =12,1692
column => 8 value => 15.9446
~column => @ value => -1.4202
column => 7 value => - 2.7682.
column => 8 value => 12,5807
column => 9 value => 36.7601
column => 10 value => 1.8116
column => 11 value => 7.7483
Pearsonian 0.0000

Fisherian 0.0000
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GSK Log-linear: Cl1 odds p 29
The Pattern Matrix X as Entered
0 1.00 1.00 1.00
0 1.00 -1,00 -1.00
0 =-1.00 1.00 -1.00
% =1.00 -1.,00 1.00

The Parameter Coefficient Matrix;

15 0.25 0.25  0.25 E e
25 0.25 -0.25 -0.25
The Frequencies as Entered
CATEGORY;
1 2 -3
5 19 4
3 6 13
6 16 6
” 2 8 12
AST: 0,67 =-0.33 =-0.33 R S
YETER ~LOG EST  LOG SE ~ ODDS EST ODDS SE Z ESTIMATE
ACEPT -0.619 0.200 . ' '0.%538 1,222 ~ =3.090
) © 0.074 0.200 1,077 ¢ 1.222 0.369
i 0.270 © 0,200 1,310 1,222 1,349
& -0.0986 0.200 0.909 1,222  -0.478
PERFECT FIT --- SATURATED MODEL
RESIDUAL CHI-SQUARE = = 0,000 DF = O ALPHA = 1,00
LOG-P FUNCTION PREDICTED RESIDUAL
i -0.371 ‘ -0.371 0.000
W -0.720 -0.720 0.000
= . =0.327 : -0.327 -~ 0.000
e -1.089 - =1.059 0.000
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GSK Log-linear: C2 odds p 30
The Pattern Matrix X as Entered

1.00 ~
-1.00
-1.00

1.00

The Parameter Coefficient Matrix:

0.25 ,0.25 0.25 0.25
0.25 - 0.25 -0.25 -0,25
0.25 =-0.25 0.25 -0.25
0.25 ~-0.25 -0.25 0.25

The frequehbiés as Enteredﬁ

" CATEGORY:
1 2 3
5 19 4
3 .6 13
| 6 .16 . 6
s 2 %23 12
' CONTRAST: =0.33 0.67 =0.33 e
PARAMETER LOG EST  LOG SE oDDS EST 0DDS SE .
INTERCEPT 0.480 . 0,184 .. 1,616 . . 1,166
AC2 . -0.011 ° | 0.184  0.989 1,166
BC2 0.330 0,184 . 1,390 1,166
ABC2 . ~ 0.166  0.184 ., 1,181 1.166
PERFECT FIT ~--- SATURATED MODEL
RESIDUAL CHI-SQUARE = 0,000 DF = O ALPHA
LOG-P PUNCTION PREDICTED
0.964  0.964
-0.027 -0.027
0.654 0.684¢
0.327 - 0.3217
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Z ESTIMATE
.. 3,120
R -00070

2.143
1.080

- 1.00
RESIDUAL

0.000
0.000
0.000
0.000



Again collecting fhé 6ombuted results pfdduces

Table 3. Once more the profile is consistent.

— - 4 A DT W - T s o ¢ — T — — T - G— 0 ot T s W V72 4 Bt ® D T GE) A WD Bam > N O -,

Table 3. Summary of ML & GSK Analysis of Log-linear

"Effects in the 2x2x3 Example.

ML © L esK

Effect b SE Page b SE Page
AC, .07 .20 28 ,07 .20 29
AC, -.01 .13 28 " -,01 .15 30
AC,  -.06 .16 - -.06 .16 3l
BC, .27 .20 28 27 .20 29
BC,* .33 .15 .28 . .33 .15 30
BC,*% -.60. .16 -.60 .16 31
ABC, -.10 .20 28 -,.10 .20 29
ABC, .17 .15 28 17 .18 30
ABC, -.07 .16 -,07 .16 3l

x* p ¢ ,01

*p'¢ ,098

‘Once more we clearly have identICQi results but now
In terms of log-linear estlmateg. By way of

interpretation, the significant BC, term indicatey that

2
the geometric average odds favoring a "satisfactory"

response over all possible response categories are
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0. 25 O 25

0. 25 "0,25
0. 25 '-o 25,

. 1.00
" -1.00
-1000

‘00 -1.00 1.00

GSK'L&QQlinear-

C3 odds p 31

‘ The Pattern Matrix X as Enterea

The Parameter Coefficient Matrix:

0.25 0.25
-0.25 -0.25
0.25 =-0,25
-C.25 0.25

The Frequencies as Entered

[

NDOOLO

Z:WT’AS -0,33  =-0.33 0.67 .

pnnamzrzny
INTERCEPT
AC3

BC3

ABC3

LOG EST LOG SE
0.140. 0.168

-0,063 0.168
-0.,600 0,168
-0,070 0.168

CATEGORY:
2 3
19 4
6 13
- 16 6
I 12

ODDS EST ODDS SE . Z ESTIMATE

1,180
0.939
0.849
0.932

1,179 - 0,846
1,179 -0.383
1,179 -3,639
1,179 -00‘26

PERFECT FIT =--- SATURATED MODEL

RESIDUAL CHI~-SQUARE =

LOG~P FUNCTION

=0.594
0.747
-0.327
0.732

0.000 D¥ = O ALPHA = 1,00
PREDICTED RESIDUAL
-0.894 0.000

0.747 0.000
-0.327 0.000
0.732 0.000
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stronger for the treatment group than the controls.
The significant BCj rge:p ;indigates ﬁthat’ the average )
odds favoring -a '"good" ~response are befter in the
control condition., The results are conslstent_with the

findings from  the linear-quadratic analysis but reveal

a slightly different aspect of the data based on the

ol U

differential <coding. Again, thankfully, the results

C b

are fictitious.

‘anc}uglng Remarks
The author hopes -that a relatiye;y convlnc(ng case
.has been built for ‘'embracing both the ML and GSK
technologlep and_i‘for appreglattngfi ;hg§, bpth are
tundaméntally_regression bqsed strateg}es. ‘Further, he
hopes that the polint has been adequately made that to
argue which is better ia, at best, a:contoxtually bound

Issue which begs the question for a unlversal answer.

Certainly, much more could have been dlscussed
regarding relqtlve applications, for example,  w};h
respect to nested and 'blocking design - or with respecp
to followups to omnibus tests. These matters are
relevant and important .but beyond tﬁe__scope of the
material presented here. Obviously the applicatlion

arena |s large and the applicatlion tools are superb.
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MULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 18, NUMBER 1, SPRING 080

- Predicting Statistics Achievement:
A Prototypical Regression Analysis

Rodney J. Presley and Carl Huberty
University of Georgia

The purposes of the current study are: :(a)‘to_demonstrate a
?1ab1e approach to the conduct of a multiple regression/correla-
fon analysis; and (b) to f1lustrate the approach in the context
f? predicting achievement in an introductory statistical methods
ourse. The analysis is proposed as being appropriate {f the

asic intent of a study is that of prediction as opposed to that

/

} explanatifon. That is, the intent is to arrive at a model for

}edicting a criterion in as efficient a manner as the data on

and will allow. No model, causal or otherwise, is being bdsited

'+ verified.



pf ﬂThére are five dimensions of the suggested approach: 1)
rdesigning the study; 2) examining the data; 3) searching for an
efficient prediction model; 4) using regres:zion diagnostics; and
5)-assessjhg the model(s). Each.dimension of the study is
presented in sections ‘below, each of which ‘includes an
application in the context of predicting statistics achievement.
[This 11st does not necessarily imply a sequential step-by-step
analysis.] | o

An effective model for predicting statistics achievement may
be useful in addressing three questions related to instruction
and curriculum: 1) Can a fairly accurate rule be determined for

predicting achievement in introductory statistics courses?

2) How effective are easily obtained graduate-level student test
scores In pred1ct1ng'"h1gh-achievers"? 3) In‘ﬁfedfcting "Tow-

achievers"? Having some knowledge of predicted achievement

)

A special thanks is extended to Stephen Olejnik, David Payne,
and John Stauffer (at The University of Georgia) for their
cooperation in this study.
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may be helpful in an obvious way “to instructors Furthermore.
having rules for accurately predicting high and low achievers:
would possibly suggest either a special advanced" section or’
some remedial pre- course experience

‘Previous studies predicting achievement in introductory sta-
"tistics courses have varied in’ predictor models used and in o
subject sample- characteristics . Predictor variable domains
employed 1in previous studies include computation skills. -
mathematics symbolism, previous mathematical experience, logical
thinking, attitudes. anxiety. self appraisal. impulsiveness.
arithmetic/mathematics achievement, and other biographical
" characteristics’ (e g. gender. age. college maJor) Such
predictor domafns ‘and others may ‘be found in the studies by
Bending and Hughes (1954), Bledsoe and Perains (1976). Elmore and
Vasu (1980), FeiJy (1976), Feinberg and Halperin (1978), Harvey.
Plake, and Wise (1985), and Pruzek (1964). The size of the
sample studied and the academic level of the students in the
sample varied somewhat in these studies. For example, Bending
and Hughes employed 71 undergraduate level students, while Elmore
and Vasu (N+#188) and Pruzek (N-112)‘employed graduate studentsi
Feinberg and Halperin employed undergraduate (209) as well as
graduate (94) leve) students, while Harvey et al. (1985l“employed
47 and 4] undergraduate and graduate level.students.
respectively.

As might be expected most of the studies reviewed used a
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_multiple regression/correlation analysis. Typically, squared
.&Ng oy g fiiﬁ“ PRt ST e .

u;tiple oorre}a}ion coefficfents were reported (along with some
. type of "variable selection” results and some kind of regression
_?neights) The percent of variance shared between statistics
iachievement and one or more variables (from predictor variable
hfdomains as 11sted above) has generally been in the range of 30 to

:45 ( based on unadiusted squared multfp]e correlation

ooefficients).

o e ans Ab w ame w— -——

In conducting a multfple regress1on/correlat1on study one
must clearly define the population for which the prediction mode!
is 1ntended. select 2 mean1ngful criterion. and select a useful

b

_set of pred1ctors.ﬂ
The target pooulatton of 1nterest in this study 1s graduate
students enrolled'1n the introductory statistical methads course.
Students in eight sections of an introductory statistical methods
course offered in The University of Georgia College of Education
=served as the experimental units., The first class enrolled in
Summer Quarter }984 and the last in Fall Quarter 1986, Most of
the students were in College of Education graduate degree pro-
grams, [It {is the opinion of the junfor author, who has taught
this course for several years, that.these classes are
representative of previous and subsequent classes in the same
course.] Students in six of the classes .(five of which were

taught by the Jjunior author) were administered equivalent tests
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and examinations. Students from these classes constituted the
design sample. , Students from the two remaining classes
constituted the "model assessment" sample.
| Some descriptive information on all students_whp completed
the course in the eight classes is g{yen in Table 1. Only those
students who had taken the Graduate Record_Examinations prior to
enrolliment were. considered in the final analysis. There were 122
students in the design sample (classes 1-6) and 51 students in
the model assessment sample (classes 7 & 8). .
Criterion ; | | L
Since 1t is difficult to maintain contact with students
after they complete the course, we decided to focus on an
immediate critgrfonﬁqs opposed to an 1ntqrﬁéﬁidte or:ultimate
criterion (Crocker & Algina, 1986, p. 225). The immediate
criterion is end-of-course achievement in the introductory
statistics class.  Specifically the criterion variable, SCORE, is
defined as a linear composite of Z transformations of the student
scores on the in-class midterm and final examinations. The
weights for midterm and final examination are 1.0 and 1.5,
respectively: "SCORE = 1.0 * ZMIDTERM + 1,5 * ZFINALEXAM. The
raw-to-standard score transformation employed the mean and stan-
dard deviation based on classes 1-6.

Although four different textbooks (Glass & Hopkins, 1984;

. Hinkle, Wiersma, & Jurs, 1979; Iman & Conover, 1983; MWright,

1976) were used with the eight classes, the material covered in
the course on introductory statistical methods was Quite
comparable across the classes. In classes 1-6 the midterm test

(35 multiple-choice items) covered graphical and numerical
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descriptors'for'data distributions.” " 1In the same six classes,

:}the“thEfﬂéxéhihatiOn (45 multiple-choice items) covered =

*f}*&?ﬁ%ﬁ%?ﬁT&jﬂﬁbrb%ébﬁl1ty distributions, estimation, and introduc-

tion to statistical testing. (Some test and examination {tems
pertained to computation; however, the focus was on concepts and
“higher-level cognitive performance.) It may be argued that
instructional performance was fairly constant, and that the six
midterm and final examinations had comparable difficulty and
internal consistency levels. For one administration of the’

- midterm, the mean number of correct réSpohses (total score of
35) was 21,8 and fhe Cronbach alpha value was .84; the respective
values for one administration of the final examination (total
score of 45) were 27.7 and .83. In essence it 1s assumed that a
common scale of measurement was used for all six midterm
exahinat1on$ and'fbr all six final examinations.

Predictors

In selectihg predictor variables, Pedhazur (1982, p. 138)
suggests attending to theoretical considerations and previous
research evidence., There is some empirical evidence (e.g.,
Bledsoe & Perkins, 1976; Brown, 1933(!); Woelke & Leitner, 1980)
that basic mathematical abilities can contribute to the
prediction of introductory statistics achievement. Educators
generally believe that previous relevant knowledge and ski11 will
affect student achievement 1n new learning situations. Elmore
and Vasu (1980) conducted a study examining the relationship
between several affective variables and achievement 1in

statistics. In their review of previous studies they noted that

41



the correlation between statistics achievement and affective
variables was generally low. Elmore and Vasu did not consider
measures of specific arithmetic and algebra skills in their study
but did report siénificant correlations between two attitudinal
variables and statistics achievement. Some type of specific
arithmetic/algebra skill measures were included in most of the
studies reviewed by these authors which reported low correlation
between affective measures and statistics achievement. The
present authors interpret this as indicating that affective
variables contribute little to the prediction of statistics
achievement when measures of specific arithmetic/algebra skills
are also included as predictors. Based on previous research and
instructional ‘considerations, the current authors decided to
consider predictor variables designed to measure mathematics/
algebra achievement or skill level in preference to affective
predictors,

- Various algebra and arithmetic achievement skills were
sampled by a locally developed pre-statistics inventory.  The
seven scales of this inventory , the abbreviation as used
throughout this paper, the content areas, and maximum number of
points are listed below:

1) S1. Operations with integers, common fractions, and
decimal fractions (25 points maximum),

- 2) S2. Proportions and percents (8 points),

3) S3. Squaring and extracting square roots (6 points),
4) S4, Operations with signed numberg (8 points),
5) S5. Operations with simple formulas and construction

of simple formulas (8 points),
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| etc.. (13 points). ... .

The sum of these seven scale scores, labeled TOTAL (74 points),
was also considered as a predictor measure.

In addition to the seven scale scores and TOTAL score, three
predictor measures were obtained from the Graduate Record
Examinations; the Verbal score (GREV), Quantitative score (GREQ),
and the product of the Verbé]wand Quantitative scores (GREVQ).
Cohen (1978) has suggested the use of product scores in
regression models to represent nonadditive or interaction effects
between two variables, Because many statistics problems are
presented in narrative form, the present authors believe that
verbal and quantitative,achievemengfmay interact .to effect
achlevement 1in statistics. tlt'is‘interesting to note that in ten
studies reviewed, the Gradudte Record Examinitions scores were
used as predictor measures only by Elmore & Vusu (1986) and by
Noble (1986). These scores are readily available for most
students, being an admission requirement in many programs, and
seem a natural choice for predictors with statistics achievement
as the criterion, The GRE scores were selected because of their
avajlability and their apparent relevance.

A matrix of correlations (see Table 2) among the predictors
and between the predictors and the criterion may be useful in
screening initially chosen measures. Predictors having near zero
correlation with the criterion would be suspect as useful

predictors. For the current study correlations of the predictors
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t1ith the criterion range from a minimum of r=, 20 for GREV to a
)aximum of r=, SO for GREQ Therefore no potential predictor§ 11a3ng
ere eliminated atithis point«because of low correlation with the 3w
-riterion. Predictors which correlate\highly with one another -
1ay indicate redundancy of information. antwo such variables
re detected one may be eliminated from the analysis or when
ogically appropriate the items used to measure the two.variables
iay be combined.  For the current study the highest predictor
ntercorrelation was between GREV and GREVQ (r=.79), This is not ~
surprisingly strong correlation considering that GREVQ 1s a ¢

unction of GREV. Nosother predictor.intercorrelation‘approached-:i
his magnitude. Therefore no variables were eliminated at this: i
tage because of redundancy .

Pedhazur (1982._pp 32-36) discusses the assumptions
nderlying multiple regression analysis He describes this
nalysis technique as robust Stevens (1984, p. 335) has
uggested plotting the criterion values as 2 visual means of as-

essing approximate normalcy. Such a plot of the criterion ;
TR A A |

easures in this study suggest approximate normalcy (see Figure

Loy
). In addition, Stevens suggests plotting the predictor
ariables. not to check for normalcy, but as a visual aid 1in
etecting outliers in the predictor space

i 6

5 Examining the Data o
%i Errors in the data may seriously distort efforts at
r%diction. Recording of data, transposing the data, and

n?ering the data into the computer are all opportunities for
'ﬁors. We used the computer to 1ist the data as they were
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land _.ixhis listing with the original data. Also,
hmfindithe use; of frequency histograms and stem-and-leaf plots
-ofjpredictor.and,criterion measures useful in detecting extreme
35Valuesgwhich may be errors. In addition, these plots help to
-“{dentify segments of the predictor range which are sparsely
represented by the data sampled.. If the data set is quite large
and variables can only assume restricted values, then one may
write computer statements to isolate all observations with
variable raiues:out.of the allowed range of.values. This
approach may still.allow errors into the data set. The best
“approach, though time consuming,:is to list the data and make
comparisons to the original observation records.

PRER Y

Searching for an Efficient Model

Two questions must be answered before the parameters of a

‘i’ R w, < *s

;-z,g

linear regressionsmodel are estimated. First. what is the

optimum number of the avaiiabie predictors tnat should be

retained in the modei? Secondiy. what is the best combination of
predictors for a subset of chosen size? [This brings up a

related question: How 15§ one mode] deemed better than another?
Cross-validation results may be the ultimate test of the
appropriateness of a prediction model, The use of a validation

or assessment sample in the current study is discussed later.]
Three indices of model effectiveness-wili be examined at this
time. A better model will account for more of the varifability inﬁ
the criterion variable and reduce the error in the predicted ”

scores. Since the adjusted R-squared value reflects the

proportion of variance in the criterion accounted for by the
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model, one "index of3a.good mode] 1s the edjusted R-squahed-vaiueﬁif
The higher the adjusted R-squared value thebetter'themoeel fits
the sample data. The RSQUARE procedure in SAS (SAS Institute

Inc., 1985) was used to calculate the adjusted R-squared values

for all possibie combinations of the predictor variables in all

possible size subsets of the predictor varfables. The adjustment

formula used by SAS is
adjusted‘RfSQUaree‘a l-(l;R-squared)(n-l)/(n-p)

vhere n is the number of units sampled and p 1s the number of .
)arameters in the model 1nclud1ng the 1ntercept._ The highest
'djusted R-squared value for each predictor subset sige mfy be w7t
lotted against the subset size (see Figure 2) :ééeﬁ $€*'

A second index 1s the Mean-Square Error which is equal to "o
Sum-of-Squares Error)/(n-p). The model with the lTowest Mean-'
quare Error value has minimized the error and reflects a good
it of the model to the sample data. The lowest Mean-Square
rror for each subset size may be plotted against the subset size
see Figure 3). A third index, Mallows' Cp statistic, is a
aasure of bias in estimating the parameters of the regression
adel (Chatterjee & Price,: 1977, pp. 198-199). A model that f{s
70 simple (omits important predictors) may result in biased
:gression weights and biased prediction, while an overly
ymplicated model (including predictors that add little or
ything in addition to the predictors already in the model) may
'sult in large variance both in the regression.weights and the

~edicted values (Myers, 1986, pp. 112-114). As Cp exceeds p the
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1n{ﬁi}é the‘bies)of est1mat1ng the model parameters. The values
_{df Cp against p may also be plotted (see Figure 4). A good mode
"w111 have a "low” value of Cp and one that fs "close" to D.

‘_ These three indices, adjusted R-squared value, Mean Square
Error, and Mal]ows' Cp, may be examined simultaneously to
determine a geod subset size, The three indices may not point to
e#actly'the seme sﬁbsef size; After e1mu1taneously tonsidering
the three 1hdices one may decideﬂte retain two or more predictor
subset sizes. Examinafion of Figure 2 reveals that a model with
three predictors will aqhieve the largest adjusted R-squared
value. The smallest Mean-Square Error value is associated with a
model of three predictors.as can be seen in Figure 3.

Examination of Figure 4 suggest that a model with more than three
predictors may. be desirab]é. As the predictor subset size is
increased the value of Cp approaches p. But, at the same time
the value of adjusted Re~square begins to fall and the value of
Mean-Square Error increases. It should be noted, as often
happens.lthat neither:-of the three statistics indicates a
predictor subset size that is greatlyISuperior to others.
~Accordingly, we considered models of five and six predictors.
[(One additiona) model was considered; TOTAL score along with
GREV and GREQ constituted the predictors of a third model. This
model is simple and may reveal the advantages or disadvantages of
summing the scale scores of the pre-statistics inventory into one
score, ]

Now that we have decided to look at models of five and six
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predictors, we must decide which particular subset of v&riables
to use in our model} In‘thé SAS cohpufer printout (see Table 3—,?»
for subset of §1x predictors) the combinations of variables in
each subset size are ordered in accordance with the adjusted R-
squared value. One might feel compelled to select the best
combination of variables as indicated by'the highest adjusted R-
squared value (lowest Mean-Square Error, or Cp value closest to
p). Examination of the actuql values will .reveal negligible
difference in the adjusted R-squared value for the best and
second best combinatioh of Qar{ables in each subset size., Since:
the regression procedube capitalizes on sample specific
relationships one need not feel bound to select the :subset of
;ariables with the highest adjusted R-squared value realizing
-hat when the difference between the adjusted R-sqharedkvalhe for
-he best and second best subsets 15 negligible, the order of the
)est and second best set of variables of a given subset size may
rery well be reversed when a different sample is.examined. With
his in mind the present authors chose the models retaining the
ollowing variables for the five and six predictor variables
odels, respectively; 5S4, 55, 56, GREV, GREVQ and 51, 5S4, §5, §6,
REV, GREVQ. It was desirable from a substantive viewpoint to
etafn a variable subset with the GREV and GREVQ variables.

g Using Regqression Diagnostics

Regression: diagnostic methodology is relatively new and the
ury is still out on the relative usefulness of indices to detect

L]
nfluential data points and outliers. We restricted our
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‘5Hﬁﬁ§dbsl1?5€¥bfékamin&t1on.of the ‘influence of single data

.bbintéi thé?stu&y of the fnfluenée of groups of data points 1s 1in
fts {nfancy,.w1th very l1ittle practical guidance having been
offered--see discussion by Atkinson and by Hoaglin and Kempthorne
in Chatterjee and Hadi (1986). Also, little guidance has been
suggested for the simultaneous consideratibn of predictor
variable selection and outlier detection. [We selected
predictors first and diagnosed second with an admission of
potentially misleading results.]

In this section we will discuss the practical application of
some of thése techniques. After selecting the variables for
models of five and six predictors the SAS PROC REG (regression
procedure) was ‘used to estimate a linear model relating the
predictors to the criterion. Options were selected fo print the
.actual criterion value and the predicted criterion value for each
observation, The difference betweén the predicted value and the
observed value is the simple residual value, These values were
examined en masse and individually.

Assumptions Check

A plot of the residuals against the predicted sScore may
reveal model underspecification (omission of important pred1ctor
variables), violation of the assumption of homogeneity of vari-
ance, departure from normalcy in the model errors,_and.extreme or
suspect data points (Draper & Smith, 1981, pp. 141-147; Myers,
1986, p. 138). Consider the hypothetical plots in Figure 5.

With an appropriately fitted linear regression model, the plot o
the residual values against the predicted scores should look

similar to plot 1 in Figure 5. A graph such as plot 2 in Figure
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5 indicates that the variances are not constant suggesting a need
for a weighted ]eqst_;quqres analysis or a transformation of the
criterion variable{ A graph such as plot 3 in_Figure 5 indicates
an error in analysis;_the departure from the fitted equation is
systematic. This effect can also be caused by incorrectly
omitting an intercept term in the model, A graph such as plot 4
in Figure 5 indicates an inadequate model--need for extra terms
in the model (e.g, squares or crossproducts) or need for a
transformation on the criterion values before analysis. After
visually inspecting Fjgure?6,_the graphIOf resjdualségains; |
predicted scores for the ije varigb]e;model, concergs:of_the
type Just discussed were set aside. B |
Qutliers _ , |

An outlier {s defined as an individual observationﬂQifh a
relatively large absolute value of residual score. We proceed to
examine outliers individually, Since any model {is an
approxiﬁation of the data, obtliers are not uncommon, Qutlier
observations may represent data error or they may be units the-
for some reason represent a population different than the
majority of units in the sample, Outliers may have some
characteristic in common that determines a different functiona’
relationship between the predictor and criterion variables for
them than for the majority of the sample; I[f this 1s so then nne
-can search for the characteristic and determihe 1f it is an
~important variable that should be included in future predictor
gmodels. Outliers may have an excessively sErong influence on thw

@estimation of regression weights compared to.the influence of
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"@gfhéf.dafsagq?igilﬁy?:this.is the case the outlier is also an
fh%iuehtialhdbgérVétioh'boinf. étévéns (1984) (and others; e.g.
Draper & Smith, 1981, p. 169, Weisberg, 1985, pp. 114-125,
Chaterjee & Hadi, 1986, p. 380) point out that an outlier may or
may not be an influential observation in determining estimates o
regression parameters.‘ Conversely, an observation may be
inf]uentia] and not'be an outlier. We will identify outlier
observations mindful of their impact on fit of the model to the
sample data and their influence on estimation of the regression
parameters. Also, observations which are not outliers but whicr
are influential will be identified and exam1ned.‘ This will be
discussed below. For a more technical discussion of regression
diagnostics pertaining to outliers and influential data points
see Cook and Weisberg (1982).

The simple residual, the standardized residual, and the
studentized residual all are indicators of outliers in the crit
rion space. We accept the argument of Stuvens (1984, p. 336)
that the studentized residual is a more sensitive detector of
outliers. For more discussion on this and alternate names for
these statistics, see.ChatterJee and Hadi (1986). A studentize
residual i3 referenced to the Student t distribution with N-p-:
degrees of freedom (Chatterjee & Hadi, 1986 p. 380). As the
choice of albha level in hypothesis'testing s arbitrary, so 1
the choice of a critical value for studentized residuals. A
stem-and-leaf plot of residuals may be constructed to identify
data points which are outliers relative to other data points i

the sample.

Observations may be outliers in the predictor space
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(Stevens. 1984.‘p 337) because of extreme values on one or more
predictor measures or because they represent a rare combination
of predictor values. Such observations will have a relatively
large diagonal element in the so-called HAT matrix, h sub 11,
These observations are also called high leverage points. High
leverage points mav or may not be influential. How large fs‘a
relatively large ﬂAT djagonal e]ement?_ A critical value of 2p/n
~has been suggested (Chatterjee & Hadi, 1986). For a discussion
of critical values for 1nf1uence indicators in general see .
Belsley, Kuh, and welsh (1980) We prefer to consider the h sub
11 values 1n context with the values for all observations by
constructing a stem and leaf plot. An example will follow 1n the
subsection, Illustration |

Infiuence Indicators

Several indicators of 1nfluence are reviewednby Chatterjee
~and Hadf (1986). Seven excellent comment “eviews follow that
article., There is some confusion about Just what 1s being
influenced in the influence measure. In addition there are only
{rule-of-thumb’guidelines for the analyst to use in deciding when
tan 1nfluence measure 1s large enough to warrant concern., In
fregard to the latter, 1nstead of adopting a rule-of-thumb

;critical value a stem-and-leaf plot may be constructed for each

ﬁ}nfluence indicator. A visual inspection of those plots will

ﬁreveal observations with influence indicator va]ues;that are
#large relative to others in the sample. This approach may be
cr1t1c1zed as being arbitrary, as are the rule-of-thumb

gapproaches. It is believed that these graphical approaches will
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eWGHé ;eﬁegiche_”.igﬁii§fﬁ}ééi'?6rfhis/her data'ihah employing
rulg of thumb values.}‘fﬁe influence 1nd1cétors considered here
4}éflect 1nf1uence on ‘the b vector of regression weight estimates,
the variance/covariance of the b vector, or a combination of
both, and the influence on a single b value estimating a single
model predictor parameter.

Cook's D or Cook's distance, sometimes abbreviated D sub i
and C sub 1 (Chatterjee & Hadi, 1986, p. 383) measures the change
in distance between the b vector as estimated with the ith obser-
vation in the model and the b vector as estimated with the 1ith
observation removed from the model.r It therefore indicates the
influence of the ith observation on the pafameter estimates of
all the predictor Qéights (see comments by Hoaglin in Chatterjee
and Hadi, 1986). The same information 1s also provided by
Welsh's distance,}énd a modified Cook's distance. Different
rule-~of-thumb Critical values are suggested fdf these influence
indfcators (Chatterdee & Hadi, 1986), Each of these indicators
should identify influential observations in the same rank order,

The covariance ratio (CVR) and the Cook-Weisberg statistic
provide information on the influence of the ith observation on
the variability of the parameter estimates of the b vector
‘elements. An index called DFFITS indicates influence on both the
estimates of the b vector and the variance/covariance of the
predictor parameter estimates.

Finally an observation may have strong influence on only one
of the b values, This is indicated by an index called DFBETA.

Plots of DFBETA against observation number are also referred to

as partial regression leverage plots.
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The numerous plots referred to above are not all reproduced

herein. They are easily obtained from popular computer software
packages such as SAS and SPSS. Regression diagnostics were
conducted for the three models considered in this paper. For
economy of space, only the diagnostics for the five variable
model are discussed in detail. At the end of this discussion the
reader is appraised of which observations we decided to eliminate
from each model. Other researchers examining the exact same data’
and indicators of influence and outliers may reach slightly

“ g

different decisions about eliminating observations Finally it

should be noted that observations which are outliers in the- o
predictor space bff:-Wh1Ch are not excessively influential. may _
represent areas in which the sample data are sparse. ‘Such
observations may prompt the researcher to collect more data.

[1lustration

We turn now to the predictor models studied in the context
of predicting statistics achievement. Outliers and influential
data points will be identified for one model (Model 2) and the
decision to delete or not delete the assocfated observation will
be addressed. The three models and their adjusted R-squared

values are listed below;

Model 1 SCORE=GREV GREQ TOTAL adj R**2s,2983
Model 2 SCORE=S4 55 S6 GREV GREVQ adj R**2s=, 3138
Model 3 SCORE=S1 S4 S5 S6 GREV GREVQ adJ R**Z- 3093

[}
The stem-and-leaf plot of the studentized residual
(RSTUDENT) for Model 2 is given in Figure 7 (each stem-and-leaf

pPlot is accompanied with a tabular 1isting of extreme

54



and_their values) It is apparent that observation
r-i«,i-‘-"“ L &-p o '~::‘

t:215 and 176 have high studentized residual va]ues relative to the

~observat10n

'l sample'; Observations 88 and 148 have relatively low studentized
residual values. A small studentized residual value implies that
the predicted criterion value for that observation is lower than
- the actual criterion yalue. Of these four observations only 215
is a relative outlier in the predictor space as indicated by the
stem-and-leaf plot of h sub 1 in Figure 8. At this point one
may wonder 1f observation 215 is representative of the population
from which 1t is be]ieved the samp]e was drawn. In this study
specifically, is there something about observation 215 that makes
this person not representative of students enrolled in
introductory statistics courses? This question is not addressed
in this paper. Merely the'point 1s made that regression
diagnostics may‘lead‘tne researcher to identify data points which
have some characteristic different from the majority of the
sample,

We now examine the influence indicators to identify
observations which have an unusually strong influence on the
paramaterization of the model, Examination of the stem-and-lea*
plot of Cook's D (Figure 9) reveals that observation 215 and 176
are relatively influential in determining the estimates in the b
vector, The stem-and-leaf plot for the DFFITS indicator is given
in Figure 10. This suggests that observation 215 and 176 are
influential in determining the b vector and/or the variance of
the estimates in the b vector. Examination of the stem-and-leaf

plot of COVRATIO (see Figure 11) reveals observation 215 but not
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176 to be influential in increasing the variance of the b vector.
In essence observation 215 receives a double indictment for its
1nf1uential role in determining the b vector and 1ts relatively
strong contribution to lack of fit of the model to the sample
data. Elimination of these two observation points and
recalculation of the regression equation should improve the
predictive accuracy of the model. In addition, the removal of
observation 215 and to a lesser extent 176 should increase the
fit of the model to the sample data.

In examining Figure 9:and Figure 10 the reader may have
noticed that observationel44 is relatively.influential 1in deter-.
mining the b vector and/or the variance of the b vector.

However, this obsefv;tion 1s not a relative outlier in the ..
criterion space or the predictor space. Examination of:stem;and-
leaf plots and frequency histograms of all the model variables
does not indicate that observation 144 came from a sparse region
)f the data. No further consideration is given to deleting this
)bservation at this time.

Plotting DFBETA for each predictor against observation
number, the so-called partial regression leverage plot, did not
indicate observations which were excessively influential in
'stimating the b value for one predictor,

Observation 215 and 176 were removed from the sample data
ind the regression equation for Model 2 was recalculated. The
1dJus£ed R-squared value rose from .3138 to .3759, an increase of
wver 6% explained variance. '

After examining stem-and-leaf plots of the outlier measures

ind influence indicators for the other two models we decided to
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*drbp observation 215 and 176 from Model 1 and observation 215,
5‘176‘ and 1#4 from Model 3 -The change in adjusted R-squared for
Model 1 was from .2983 to .3761 and for Model 3 from .3093 to

.4047.,

Information was gathered from classes 7 and 8 (N=29 and 22,
respectively) 1in order to assess theAu§efu{ness of the models.
Because the same criterion was not available for these two
classes, this assessment differs from the traditional "cross
validation” study. The instructors in these two classes were
asked to rank-order their students based on performance. The
regression models were applied to the predictor values for each
student in these classes to obtain a predicted criterion score.
These predicted criterion scores were rank-ordered and
correlated with rankings assigned by each i‘nstructor. Using
Model 2.!the one discussed most extensively in this paper, the
correlation for class 7 was r=,524 and for class 8 r#,607. Using
Model '1 and Model 3 the respective correlations were all at leas!

.60,

" Finally we examined the use of Model 2 to predict high
achievers who might benefit from accelerated instruction and low
achievers who might bgnefit.form_remedial instruction. The
junior author (five classes)uplus the 1nstrudtor‘of one Othef
class {dentified those students who were judged to have been
capable to benefit from an accelerated instructional experience

in statistical methods. The judgments were based on such things
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as completed work, perceived maturity in quantitative methods,'
work habits, persistence, etc., as well as on test performance.
The judgments weré made not knowing the predicted or actual SCORE
value for each student,

Of the 122 design-sample students, 11 were judged to have
been capable of succeeding ‘in an éccelerated course. [The junior
author had taught two such course sequences prior to 1984.] Of
these 11, nine obtained a predicted SCORE value.(via Model 2)
above +1.75, [The use of a cut-off value of +1,75 was Jjudged
reasonable, based on the junior author's use of SCORE with many
other classes.] There was one false-positive, i.e., one studenr
was empirically predicted to have been capable but was not judged
capable by the instructor. And there were two false-negatives.
[See Table 4,] With a false-positive error judged as being more
serious, the resulting "hit-rate" was .82 (9/11). On the othe~
hand, the hit-rate for predicting those students who might
benefit from some remedfal experience was extremely low (less
than chance). It appears that Model 2, at least, has reasonable
predictive validity in the sense that it is potentially useful
for {dentifying those students who would be capable of benefitirg
from an accelerated course experience, whereas model validity 1s

lacking for predicting remedial-instruction student candidates.

Discussion

In general one may question the representativeness of
students enrolled in introductory statistical methods courses
offered by the College of Education at The University of Georgia.

The mean scores on the Graduate Record Examinations for these
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§nggngs;wgngéﬁéqﬁgfbé;ﬁqt1on61,ayerage. The variability 1in end-
“"ﬁfﬁé;d?§3ifhfh?e?e;eﬁt_sEoFe; not dEcBUhted for by the models {s
. typical of, {f not lower than, that found in other studies with a
similar purpose. One might hypothesize various factors that
could account for this remaining variance--e.g;. motivation,
study habits, test taking skills, academic persistance, academic
maturity, and research experience. . It _was_assumed in this study
that a serious effort was put forth in completing the pre-
statistics inventory, and‘that the reported GRE scores were
correct.

Predictive measures used in the models are readily

—————a——

obtainable and all contributed significantly to the obtained

pred1ct{ve acuracy. The effectiveness of each model was assesed
~1in three ways: (1) an adjusted R-squared value; (2) correlation
of instructor-judged rank orderinds of two assesment classes
against rank orderings of predicted SCORE; 'nd (3) prediction ot
those students who might be advised to enroll in an accelerated
course, The three assessment measures were considered
"respectable"”: (1) adjusted R-squared values (after deletion of
observations identified as outliers and/or influential) of .376,
.376, and .405 for Models 1 through 3, respectively; (2) rank
correlations of about .6; (3) and a ratio of 9 out of 11 students
Judged by instructors as capable of benefiting from an
accelerated instructional experience correctly fdentified. Thus
of the three questions posed at the outset of the paper
concerning regression and statistics achievement, the first two

may be answered in the affirmitive and the lattter negatively for
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this study.

60



- References

Kuh, E., & Welsch, R. E. (1980). Regression
: 1dentifying influential data and sources o
y. New York: WiTey.

Bendig, A. W., & Hughes, J. B. (1954), Student attitude and
achievement in a course in introductory statistics. Jourpal
of Educational Psychology, 45, 268-276.

Bledsoe, J. C., & Perkins, M. L. (1976). Prediction of success
in elementary statistics: Three replications. Psychological

Brown, R, (1933), ﬂathehatical difficulties of students of

educational statistics. Contributions to Education, No.

i e s

569, New York: Teachers College, Columbia University.

Chatterjee, S., & Hadi, A, S. (1986), Influent1al observations,
high leverage points, and outliers in 1linear regression
(with comments). Statistical Science, 1, 379-416,

Chatterjee, S., & Price, B. (1977). Regression analysis by
example, New York: Wiley,

Cohen, J. (1978). Partialed products are interactions;
Partialed powers are curve components, Psychological
Bulletin, 85, 858-8%6,

Cook, R, D., & Weisberg, S. (1982), Resi
regression, New York: Chapman and Ha

1

in

1u and influence in
T TTToTTTTTTTTT T

- »

Crocker, L, & Algina, J. (1986). Introduction to classical &
modern test theory. New York: AoTt, RTneRart ¥ HTnston.

Oraper, N, R,, & Smith, H, (1981), Applied regression analysis
(2nd ed.). New York: Wiley,

Elmore, P: B., & Vasu, E. S. (1980). Relationship between
selected variables and statistics achievement: Building a
theoretical model, Journal of Educational Psycholoqy, 72,
457-467. -

Elmore, P, 8., & Vasu, E. S. (1986). A model of statistics
achievement using spatial ability, feminist attitudes and
mathematics-related variables as predictors. Educational
and Psychological Measurement, 46, 215-222,

Feid, J. A. (1976). Field independence, impulsiveness, high
school training, and academic achievement, Journal of
Educational Psychology, 68, 793-799,

61



Feinberg, L. B., & Halperin, S. (1978). Affective and cognitive
correlates of course performance in introductory statistics.
Journal of Experimental Education, 46, 11-18.

Glass, G. V., & Hopkins, K. D. (1984). Statistical metho
ﬁg¥%gglgﬂ and psychology. Englewood CTTffs, NJ: Pren
all,

Harvey, A. L., Plake, B. S., & Wise, S. L. (1985, April). The
validity of six beliefs about factors related to statistics
achievement. Paper presented at the annual meeting of the
American Educational Research Association, Chicago.

ds in
tice-

Hinkle, D. E., Wiersma, W., & Jdurs, S. G. (1979). Ag%ligd
statistics for the behavioral sciences. Boston: Houghton
MITTTITn. ;

Iman, R. L., & Conover, W. J. (1983). A modern approach to
statistics. New York: Wiley.

Myers, R. H.  (1986). <Classical and modern regression with
applications. Boston: Duxbury.

Voble, R. F. (1986, April). ﬂglgiglg ge§rg§§igg analysis of six
predictor variables of academ{c ach
Introduction to research. Paper presented at the annual

meeting of the Americal Educational Research Association,
San Francisco.

behavioral
art and Winston.

St—=
1 Y=
-

‘adhazur, €. J. (1982). Multiple regressio-
research (2nd ed.).” New York? Holt, ~

- e T WP T e -

‘ruzek, R. M, (1964), Prediction of success in elementary
statistics. Journal of Educational Measurement, 1, 165-167.

AS Institute Inc., (1985). SAS user's quide: Statistics, versiun
5 editfion. Cary, NC: SAS Tnstitute Tnc.

tevens, J. P, (1984), Outliers and influential data points 1in
regression analysis. Psychological Bulletin, 95, 334-344,

eifsberg, S. (1985). Applied linear regression (2nd ed.). New
York: Wiley. _

oelke; P. L., & Leitner, D. W, (1980). Gender differences 1in
performance on variables related to achievement in graduate-
level statistics. Psychological Reports,* 47, 1119-1125.

right, R. L. D. (1976). Understanding statistics. New York:

o T ———— ——— — i P it . —— oty — ik



'~ Table 1

Gender and Degree Program for

Subjects
Design Sample Assessment Sample

Class(es) 1-6 7 8
Gender

F 87 13 20

M 35 9 9
Degree

Master 87 15 18

Specialist 7 1 0

Doctorate 28 6 li
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le 2

ﬂctor/Criterion Correlations, Means, and Standard Deviations

Sl S2  s3  s4 S5 S6  S7 GREV GREQ _ GREVQ Mean SD_
1,000 20.7 3.45
1,387 1.000 5.8 2.65
.569 335 1.000 3.6 1.95
,422 ,287 .423 1,000 6.7 1,43
.289 .268 .222 .339 1,000 6.8 1.5l
364,204 .343  .474  ,293 1,000 3.3 1.90
.536 .279 .430 .594 _ .521  .576 1.000 9.8 2,55
115 048 .142 -.019 -.008 -.086 .027 1,000 516.0 98,80
.527 .307 .538  .448 .267 520 .541  ,003 1.000 535.2 84.10
).488 .233 .427 .259 .168 ,263 .356 .791 ,598 1,000  276200.8 72il5.17
©,355 L2101 .330  .328  .228 417 378,204 497 472 0.0 .08

64



Fitteen "Best' Subsets of Sire Five, Six, and Serven . .-

R-SOQUATE ADJUSTED MY F CUP) VARTAHEL "~ 1% MU
IN
4 0N 338203 0 3159577 2 96871 -0.03907 51 S6 GREw GREVY
4 0.3388%5 0.J316282 2.96565 -.154462 SS S6 GRLO GREVA
4 O J33896]3 O 316363 2 96530 -.167647 S4 SG (REN GRIVQ
4 O 339483 0.316902 2.96296 -.299735 51 S6 GRIV GRFVQ
4 0 339583 O 317005 2.96252 -.272582 SS S6 GRFV GRFVQ
4 0 340993 0 317532 2.96023 - 358917 SA4 S6 GREV GRI VY
S O 339834 0 311379 2.98GY92 1t 68491 45 SG6 57 GRIV GKIVy
9 O 339940 0.311490 2 YBRGAd 1. .66694 S S6G S/ KTV GRLV
S 0 330016 0.311600 2.9Y8596 1 649 St S2 S6 GHIV GRFVY
S O 3300%5 0.311609 2 98592 1 61758 SJI SS 56 GRFV GRFVe
% 0.340077 0.311632 2.98%82 1.6438 S2 S5 S GREV GRtv:
S (0 310153 O 311712 2.985947 1 63J0RG 5.3 36 GRIV GRFQ OEFL.;
9 O 340236 0.311798 2.98510 1 6169 SJ3 St S oREV GRE .
S O 3140344 0 311910 2.9846G1 1 59BG8 S3 SG S7 GREV GREVe
S 0 340616 O 312194 2.98338 1 55267 S2 S4 SG GHNEV GPFVe
S € 340668 0.7112249 2.98315 1 5438 St S3 S6 GREQ GREVey
i S 0.3408G9 0.312459 2.98224 1.50978 St S5 56 GRED GREYY
S 0.341267 O 312873 2.98044 1 44252 S3 SS SG GREQ GRFVy
! S 0.331824 0.313454 2.97792 1.34833 St SS S6 GREV GREVWQ
. S 0.331938 0.313573 2.97740 t 32902 S1 S4 S6& GREV GRELVOQ
S 0.342108 0.313751 2.97663 1 30017 S4 S5 S6 GREV GREVQ
| e e e e e e e e e e e e e e mm e eemm e e me e mme—an.
' 6 .341591 O 307239 3.00488 3.38775 S2 S4 SS S6 GREQ GRFY#") s
! € 0.341828 0.307488 3.00379 3.34767 St SS S6 %7 GREV GREvVY ©
i 6 O 341838 0.307499 J.00375 3.34591 St S3 3% 5. GREV GrLvVe
! € 0.331839 O 307553 3 0035t . 3 3I3728R St 595 36 GRFV GRfQ RFEY
i 6 0.331347 9.307613 3.00325 3 .32757 St S3 26 eV GREGC GREYr
: & 0 331951 9. .307618 3.02323 3 32681 S1 53 S3 S6 GREV «REYD
1 6 0.341958 0.307625 3.0032 3 372968 S1 54 56 57 GRLv GRFvVE
6 O 242072 0 307745 3J3.00268 3 3068138 St S2 595 %G GRFV GREVY
1 6 0.342111 0.30778& 3.002%0 3.29973 S3 SS S6 57 GREY wREVQ
\ 6 0 342215 0.307896 13.00203 3.28212 S4 55 SG GKFV ' ED GRFvy
6 0.312221t 0.307902 3.0C200 3 28118 SJI SI % L GR:V GREVED
) 6 0.342236 0.307918 J D0193 3.2785% 51 S22 S3 3 GREV GRFwy
. 6 0.342357 0 308045 3 02138 3 2SBt11 ST 53 SH 0O GREV GREvy
6 0.342550 0.308248 3.00050 3 22952 S! S3 55 %G GRIQ GREVQ
6 O 3143555 0.309306 2.9959t 3 05546 S1 S3 5% S6 GRIY GRFVU

.342227 C.301838 3.02830 S 28006 S3J3 S SS 36 S7 GREV GREVY)
0332251 0.301863 3 02870 S 27609 St S2 S4 S6 GREV GREU (KBEVQ
.3342252 0.301864 2.02819 S 27593 St S2 5S4 S6& 57 GREV GRIVO
342271 O 301884 3.02810 S5 27263 St S2 53 54 S6 GRIV GRFVY)
.342292 0.301907 3.0280C 5.26901 S3I %3 SH 5é GREV GRED GRE we:
.342359 0.301978 3.02770 S 25768 S2? S1 SH L& ST GREV GRTve
.342422 0.302045 3.027341 5 24706 52 53 S S%H S6 GREV GREve
2342471 0.302097 3.02718 S 23875 SZ S3 %5 56 GREV GRF) GREVY
.342603 0.302237 3.02657 5.2164 St S3 T3 595 S6 GRFO GEEVQ
310681 0.302319 3.02622 S5 20333 St S4 SH Ht. ST GHF SREVG
312742 O 2202384 3.02533 S 193 St 82 i % 56 GRFY GRE Ve
0313965 0.303257 3.022!'5 S 05378 S1 S3 T8 3 S6 GRIV BRIV
.343589 0.303283 3.02704 H 0437 ST S4 5% %G GREV GRFY GRf VD
343682 0.303382 2J3.02t61 5 0339t 1 SA 3G s, L7 GFEY GPFLV)
343684 0.303384 3.02'60 S 03353 =f 52 531 %7 L6 CGREV O GRFY-.




Table 4

Number of Students Predicted to Benefit from Accelerated Course

" ‘Model 2

Pfediction

Yes No
Instructor Xes 9 2 11
Judgment . No | 1 [ 110 [ 111

10 112 122

Note. Judgments/predictions are for the six design-sample classes.
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Figure 2. Plot of adjusted R2 against sub set size.
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Figure 3. FPlot of mean squire error dg.uilismi sun sue =ico.
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 Figure 4. Plot of Cp against n.
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VARIABLE=RSTUDENT

STUDENTIZED RESIDUAL

MOMENTS
N 122 SUM WGTS 122
MEAN 0.00442784 SUM 0.540197
STO DEV 1.01898 VARIANCE .1.03831
SKEWNESS -0.158568 KURTOSIS -0.0695343
uss 125.638 CSS 125.636
cv 23012.9 STD MEAN 0.Q922538
T:MEAN=0 0.0479963 PROB>|T 0.961798
SGN RANK 162.5 PROB>|S 0.67894 1
NUM ~= O 122
QUANTILES(DEF=4)
100% MAX - 3.10708 99% - 2.87259
75% Q3 0.704903 9s% . 1.60965
SO% MED 0.179083 90% 1.16035
25% 01 ~0.661022 10% -1.47887
O% MIN -2.5126 s%¥ - -1.82563 &)
1% -2.40553 =
RANGE . 5.61968
03-01 1.36592
MODE -2.5126
EXTREMES
LOWEST iD HIGHEST 10
% -2.5126( 88) 1.736(" 216)
_ -2.04709( 148) 1.75613( 17)
: -1.92431( 212) 1.79609( 144)
~-1.92394( 151) 2.08756( 176)
-1.88357( 207) 3.10708( 215)
* .STEM:LEAF » 80OXPLOT
< FE ' 1 (o)
' .
6
8
32 B———— -+ -
’8 [P
17 ! I
15 oo *
9




Fié“&;igu' Diad9onal elements of the HAT matrix.

VARIABLE=H

STEM
2s
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10

aNWaAaUOSIDW

LEAF
2

7
0

16
3

.8
- 67788

03133345677

011137889

000222456899
1922222223345567788
0G111222222234456677888899

-01111122354245555678888

2356788953

----4,--&4-—--&-—-—;-‘---4_

MULTIPLY STEM.LEAF 8Y 10*+*-02

H LEVERAGE

VARIABLE=H

12)

H LEVERAGE
MOMENTS
N 122 SUR WGTS 122
MEAN 0.0491803 SUm [
STD DEV 0.0339644 VARIANCE 0©.00115358
SKEWNESS 2.85553 KURTOSIS 12.3066
uUss 0.434665 C5S * $.138583
cv 69.0609 STD NfaN 0.00307489
T:MEAN=O T 15.9937 Paos>lrl ©.0001%
SGN RANK 37S1.S PROB>|S 0.0001
_NUM —~= O 122 ‘
OQUANTILES(DEF=4}
1Q0% wMaAX 0.252143 SI% 0.238775
75% Q3 0.06079235 9s% 0. 109586
SCYNMNED 0.Ca139S °90% 0.0866573
25X Ot 0.0283217 10% 0.0205%24
OX MIN ©0.0121976 1> 4 0.0178821
) 1% 0.0123143
RANGE 0.239%91S
93-01 0.0324718
MOOE 0.0121976
EXTREMES
LOVEST 1D HIGHEST D
-0.0121976( 23) O.115984( 172)
0.0127051( 15) 0. 129566( 168}
0_0147533( S) O.1470%( 144)
0.0162169¢{ 178) O.198024( 157
0_0173934( 0.252143( 215}
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Figure 9. Cook's D.

VARIABLE =COOKD

COOK’S D INFLUENCE STATISTIC VARIABLE =COOKD COOK 'S D INFLUENCE STATISTIC
HISTOGRAY o
0.51ee i MOMENTS
N 122 SUM WGTS 122
) MEAN 0.0119153 SUm 1.4535S
o 4,; . STO DEV 0.046790C3 VARIANCE 0.00218933
) SKEUNESS 9.87782 wWURTOSIS 103.964
i ussS 0.282228 CSS 0.26491
- cv 392.723 STD MEAN 0.0042362
. T:MEAN=D 2.8125% PROB>{Y] ©.00573749 .
0.31+ SGN RAMK 3751.5 Pnos>lsl 0.0001 z
- NRS ~= Q 22 :
C QUANTILES(DEF=4a)
0.21+ 100% MAX  0.504815 s9% 0.409618
; 75X Q3 0.00979867 95% 0.0341537 i
* SOX ¥ED 0.00351305 907 0.0229737
<k : : . 25X 01 _DO08S49%1 0% 000172662
o. 11+ : O% MIiN S_T70SE-O8 5% .D00016249
o - % €. 1SBE-08
-t 1 RANGE 0.504815
- " - ' 1. Q3-01 0.00844372
T ow T 1 MNGOE 5.703¢-08 w
Lo .reen - . 11 b~
. ""AO_V.O“-G-".‘-..--tt'ttQ.‘.t’.t“‘tt.l'.'.l.‘ttt 107 ’
- B il O S S PO - EXTREMES
* MAY REPRESENT. UP TO 3 COUNTS
LOVEST 1 ¢ T HIGHEST 10
S.TO9E-O8( 133) 0.0387193( 41)
7.660€-08( 12) ©.04&B4&15( 81)
7._4342-07( 169) 0©0.0680216( 176)
} - 00000104 ( 150) 0.09%09179( 144)

9.2357e-06{ 137) 0.504815( 215)




Figure 10. DFFITS.

VARIABLE=DFFITS OIFFERENCt IN FIT INFLUENCE VARIABLE=DFFITS DIFFERENCE IN FIT INFLUENCE
STEM LEAF ”
18.0 ! MOMENTS
17
16 . N 122 SUM WGTS 122
15 MEAN 0.0210004 SUM . 2.56205
14 : . STD DEV 0.272165 VARIANCE 0.0740736
13 ' SKEWNESS 2.32027 XURTOSIS 14.5353
2. uss 9.01671 CSS 8.96291
11 cv 1296 STC WMEAN 0.0246406
10 . T -MEAN=O 0.852268 vaos.spl 0.395749
9 - SGN RANK 228.5 PROB>|S 0.560204
8 NUM ~= 0 122
75 . 1 .
6 S .- 1 :
5 L - . QUANTILES(DEF=4)
4 16 . 2
3 268 . v 3 100% MAX 1.80812 99% 1.56057
2:00124444465 12 75% 03 0. 14309 95% 0.374837
1..11122233333445555677889 23 SOZ MED 0.0322685 . 90% 0.2402134
O 1122333344455577778888899 25 - 25% Q1 -0.14751% 1G% -0.286331
-0 9999777666554330000 19 0% ®IN -0.522705 SY% -0.4000C 1
-1.,99998876554320 = 14 1% -0.514371
-2, 9765143320 10 RANGE 2.32683 ©
=3.65400 S 03-01 0.290601 ~
-4 96211 s - MOOE -0.522705
-5.2 a 3 . .
P QS Y . :
MULTIPLY STEM.LEAF BY 10**-0O1 EXTREMES
LOVEST 10 HIGHEST 10
-0.522705( 81) 0.413054( 26)
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Figure 11.

VARIABLE=-COVRATIO
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VARIABLE~-COVRATIO

NN =
NaWbae OO ==NO

COVARIANCE RATIO INFLUENCE
BOMENTS
N 122 M WGTS 122
MEAN 1.05385 SUM 128.569
STD DEV 0.07249S8 VARIANCE 0.00525622
SKEWNESS -0.602008 KURTOSIS 2.0435
USS 136_128 CSS 0.636003
cv 6_87955 STD MEAN 0.00656383
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SO RANK 3751.S PROB>|S 0.0001
NS ~= O 122
CUANTILES(DEF=4)
100% maX 1.30205 99% 1.28085
75X 03 1.039568 95% 1.14665
SOX MED 1.06704 90% 1.12601
25% Oft.. 1.01606 10% - 0.946154
O MIN 0.789554 £y 4 0.91327S
1% 0.807677
RANGE 0.512S%
Q01 0.0796142
. MODE 0.789554
EXTREMES
LOWEST 10 HIGHEST 1D
0.789554( 88) 1_15635( 219)
0.868347( 215) 1_17045( 155)
0.872611( 148) 1. 19007( 172)
0.891833¢( 212) 1.20989( 168)
0.899888( 207) 1.30205( 157)
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ULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 16, NUMBER 1, SPRING 1988

Some Parallels Between Predictive Discriminant
Analysis and Multiple Regression

Dan Morris, Florida Atlantic University,
and Carl Huberty, University of Georgia

The purpose of this paper is to outline some important
similarities in, and differences between, predictive discriminant
analysis (DA) and multiple regression (MR). The areas covered are
e;timatee of model accuracy, hypothesis testing, and non-least
squares models. Some of the parallels are well known, some are
less well known, and aome appear to have not yet been considered
at all,

It is well known that when (1) only two groups are involved,
(2) the two population predictor covariance matrices are assumed
equal, and (3) the two prior probabilitics of group membership are
taken to be equal, the popular "minimum chi-square rule"
(Tatsuoka, 1971, p. 218) associated with discriminant analysis
(DA) 18 equivalent to p;odicting a dichotomous criterion via
multiple regression (MR) methods and classifying a subject into

the group for which the predicted criterion is mearer the actual.
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An especially enlightening examination of this and some other
multivariate techniques from the general perspective of MR is
providédlby Flury aqa Riedwyl (1985).

However, A precaﬁtion about the.eqﬁivalence of two-group
classification and mul;iple regression with a dichotomous
criterioﬁ is appropriaﬁe;’-ln;a_twé-group éitﬁation, there is one
linear discriminant function (LDF) and there are two linear
.classification functions (LCFs); an LDF and an LCF are simply
linear cbmpbsites of the predictors, It is true in a two-group
context that the regression weights are proportional to the single
set of LDF weights. When a linear regression function (LRF) or an
DLF is used for classification purposes a cut-off criterion needs
to be determined--with an LRF it i8 midway between the two values
by which the dichotomous criterion is coded, with an LDF it ia
midway between the LDF means for the two groups. With the use of
ILCFs, there ias not cut-off per se; rather a unit is classified
into the group with which is aesociated the larger LCF score, It
turns out that the respective LCF woight differences are propor-
tional to the corresponding LDF and (therefore) tha LRF welghta.

Input acores for an LRF, and LDF, and and LCF are typically
predictor variable measures. [As stated above, any of the threec
linear composite types may be used for a two-group classification

problem.] It turns out that another, still equivalent, approach
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to two-group classification may be emp;oyed. Here, one uses LDF
scores for each unit as inpﬁt for aﬁ tCF; we thus have, 1in
essence, a single prediceor score for each unit.

When generalizing from a two-group problem to a k-group
problem, it’is advisabie to forgef'the LRF and LDF approaches and
focus on the LCF approach, Qith predictor measures as input
scores., |

Estimates of Model Accuracy

Estimation of the cross-validated accuracy of the prediction
model offers similarities and differences between MR and DA
methods. In both DA and MR the researcher must decide what type
of cross-validated accuracy is of concern. For instance, 1is
interest in simply estimating an accuracy index parameter from the
assoclated statistic, that is, estimating the index of accuracy
(R? or percent of "hits,' respectively) that would obtain in the
population from that same index in tﬁc sample, or is interesat in
the accuracy that would obtain on application of sample optimized
weights to alternate samples from the same population? The
concern {n this paper will be with the latter type of accuracy.

Ao in an estimate of crods-validated R? in MR, a judgment of
DA "hit-rate" based on the calibration sample is optimistically
bia;ed in referencé to.application to alternate samples. To
estimate a cross-validated result in MR, another decision that
must be made i1s whether interest is in relative accuracy, as

manifested in the correlation of Y and Y, or in absolute accuracy,
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.haswménife;téd iﬁ the MSE. 1In either case, several formula
estimates are available (éee Huberty & Mourad, 1980; Rozeboom,
1978). 1t is probable that most of the predictive uses of MR in
the beh#vioral sclences, such as in personnel selection, are
'cbncefned‘with‘relative accuracy.

Unlike in MR, the concern in predictive ﬁA is iﬁ
classification accuracy; this is*implicitly a concern of absolute
accuracy. A formulg eetimété fo£ Eross¥va1id;ted hit-rate in the
general k—éraﬁﬁ case ﬁaa lﬁrgély eluded.methodologists. ﬁowever,
a usgeful, althéugh compiicﬁted, formula estimaﬁe.fAr cro;s—
validatéd’ﬁit-fate in.the two-group case was derived By McLachlan
(1957). Accofdini to that:estimato}, the hit ra;e. Pg for group
g,?;here é - i ofw2éiéz |
P, = | = T(-D/2) = £(-D/2) (p = 1)/Dny)

+ Dl4C4p = 1) = D2h/32m) + (p = 1)(p = 2)/4Dn 2

+ (p = 1{-D> + 8d(2p + 1) + 16/D]/(bmn,)

+D(3d® = 4p%(24p + 7) + 16a%(48p? - 48p - 53)

+ 192 (=Bp + 15)1/(12288m%)
whore 1 is the standard normal distribution function 1.e., F(=D/2)
1s the arva to the "loft" of =0/2, f 1s the standard normal
dennity function, D is the Mahalanobis distahce. p is the number
of prudictof variable?. n8 ié the number of suBJecﬁs in group g.
and m = n, + n2-2. While the formula looks formidable, with

patience it 1s calculable with hand-held calculator. Moreover, as

the last term in the multiplier for £(-D/2) 1is usually very small,
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one may choose to ignore it, making the formula even more
tractable. If the researcher with an orientation toward MR notes
that D2 = RZN(N~2)/(1-R)2n1n2. then the McLachlan estimator of
cross~-validated hit-rate can be obtained from the R2 resulting
from regressing the dichotomous criterion on the predictors.

One slightly "uﬁnerving" aspect of the McLachlan estimator 1is
that it can yleld estimated hit-rates that are larger than those
that are estimated from the known positively bilased process of
reclassifying the calibration sample (Morris & Huberty, 1986;
1987), This 18 unlike the case in MR where the "shrunken"
multiple correlation is necessarily less than the value of the
multiple correlation derived from the calibration sample. The
explanation for thias apparent paradox between methods is that
estimators of the cross-validated multiple correlation are
functions of the corresponding calibration sample multiple
correlations, and are therefore guaranteed to yield smaller values
than the sample value. In thie sense, the McLachlan hit-rate
vetimator {s not parallel to the MR formula estimators. While it
ia an aeetimator of cross~validation hit-rate, it is not a function
of the calibration sample generated hit-rate; rather, it is a
fhnction of the Maﬁalanbbis-diétance betﬁeen éroups, éa well‘aa
other variables. That 18, it does not simply, estimate a parameter

from a function of the corresponding statistic as do the MR formula

estimators.
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An alternate nonparametric approach to estimating cross-
validated hit-rate, which has a wide following in the DA
literature, is the "leave-one-out" procedure (Huberty, 1984;
Huberty & Mourad, 1980; Lachenbruch & Mickey, 1968; Mosteller &
Tukey, 1968). In this method, a subject is classified by applying
the rule derived from all Ss except the one being classified.
This procesé is repeated "round-robin" for each subject with a
count of the overall classification accuracy used to estimate the
cross-validated accuracy. et

Clearly the same "round-robin" procedure can be used to
estimate either relative or -absolute accuracy in the use of MR,
and-has appeared in that context, with perhaps ‘the earliest
reference due to Gollob '(1967)., In a system intended to select
optimal MR predictor variable subsets, Allen (1971) coined the
procedure "PRESS," and he appears to be the source most often
cited in the MR literature,

The apparent computational difficulties due to the inversion
of N matrices can be avoided in both MR and DA by using a matrix
identity due to Bartlett (1951)., This identity is cited an used
explicitly in introducing the technique in the DA context by
Lachaenbruch and Mickey (1968), but was not mantionad by Allen in
the firet introduction of PRESS (1971) nor in ite presentation in
a later text (Allen & Cady, 1982, p. 254), although the same |

identity was implicitly used. Morwover, Allen doesn't cite the DA
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literature and the parallel application of the PRESS procedure.
It appears that this resampling prdcess was "invented"
independently in the MR and DA literatures.

Full vs. Restricted Model Hypothesis Testing

A technique that 1s well known and widely used by MR
researchers is that of ﬁypothesfs testing thrdugh contrasting full
and restricted prediction models. The power of this method, its
generality, and its appliéability to a gggzlwide arena of
theor;tical questions in science is no doubt pgrt of the reason
for the establishment of the MLRSIG within AERA.

The same types of model contrast "explanatory increment"
questions can be asked and seem to be of just as much potential
interest when the criterion is classification accuracy. However,
we know of gg_exdmpleé of this technique being used in the
literature. There seems to be no reason not to test the
difference in proportion of correct classifications (hit-rate)
between full and restricted models to examine meaningful
hypothesas, just as is done using the R2 in MR.l The appropriate
test atatistic is McNemar's (1947) contrast hetween correlated
proportions. Moreover, as the index, "I," of increase in
classification accuracy over chance (see Huberty, 1984, p. 168) 1is
diatfibuted éimilarly, 1t becomes aﬁpérent thatrsudh'a test would
also be applicable to that statistic. .

An example of such a test from a study in which the

subsequent high-school dropoﬁt of a sample of 76 children was
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pred#g;ed from data available in fifth grade_will now be .
preéénﬁed;: Thé éix predictor variables were gender, race (two
levels), number of elementary schools in which the child had been
a student, the number of grades ;he child had repeated, the family
structure (iiying with both)parents, or qoﬁ); aﬁq ;he child's
total ngm§er offifth“ngde aﬁsenqesz As wé have evidence of the

relationship between both gender and race and the criterion of

¥

high-school drop~out,‘;hg hypothesis to be_;ested concerned the

significgncekof the increment to classification accuracy afforded
by adding the four '"non-organismic' variables (number of

elementary schools, number of grades repeated, family structure,

and the total number of fifth grade absences) to the prediction
ce e wa e o

ooyt I i

model containingwonly gende: qnd race. quqsifying the
calibration samgle, the ﬁrop;;fion of cérrgct plaq.ifica;ions for
the total model was.752 an& for‘the moael ing}pding only gender
and race it was 65X, A 2x2 tabiaillultratipg the ﬁumbergof hits
and misaealfor both ﬁodelo ig: |

All Predictore

MISS HIT
Gendur and Race HIT 9 39
MISS 10 18

The test statistic, z = 1.73, would typically be considered
non-significant (P = .08) and therefvre offers no evidence that
these other variables add to the classification accuracy afforded

by just the demographics of race and gender.
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Parallels 10

While no significance tests were applied, the classification
accuracies (again, derived from classifying the calibration
sample) obtained with two other subsets of predictor variables are
of some interest. The point of interest is that the
classification accuracies for these two three predictor variable
models (number of elementary achools; number of repe#ta, and
family structure, 79Z; number of elemeﬁtary schools, number of
repeats, and number of absences, 79%) were each greater than for
the total six variable predictor model. Thus, unlike the multiple
correlation coefficient in MR, even with non-cross-validated
"{nternal" estimates of classification hit-rate, accuracy does not
necessarily monotonically increase as one adds predictor
variables. A different perspective concerning contrasting reduced
and full model predictor variable subsets may therefore be
necessary for DA applications.

One may argue, however, that the cross-validated estimate of

accuracy should be usad in any case. An illustration of the
impact that using a cross-validated eatimator might have 1is that
the leave-one-out estimator for the hit rates involved in the
hypotheefs tested above were 642 for the full six-variable model,
and 49% for the three variable model, with a resulting test
statistic of z = 2,45, which 18, of course, s{gnificant at the .02

level.
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Non-Least Squares Models

Non-least-squares prediction strategies, particularly ridge
regression, have received a great deal of attention in the MR
literature (e.g., Darlington, 1978; Morris, 1982, 1982; Pagel &
Lunneborg, 1985; Rozeboom,:l979). and some attention in DA
(Campbell, 1980; DiPillo, 1976, 1977, 19]9)._ As the benefit to
predictive accuracy of such methods is a function of whether the
context is velative or absolute accuracy, the results for DA tend
to be a subset of thope for MR. They appear to be largely
parallel to the case of absolute accuracy in the MR case (Morris &
Huberty, 1987); enhanced predictive accuracy is available under

certain limited circums:ancgp. howqygr, roductions_in accuracy are

Just as likely to occur without an informed decision about when to
use the technique. Ridge meéthods are far from the panacea that
they have been purported to be for either the MR or DA case. A
suggested method for chooeing between alternate predictor
weighting algorithms, including ridge and least squares, has buen
presented for the DA case by Morris and Huberty (1987), and for
the MR cade by Morris (1986). Computor programs for both analysals

types are avallable at no ch#rge from:

John D. Morris

Institute for Research and Development in Teacher Education
College of Education

Florida Atlahtic University

Boca Raton, FL 33431
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A Ten Year Study of Salary Differential
by Sex Through a Regression Methodology

John D. Willlams
University of North Dakota

Jole A. Williams
Northwestern Minnesota Mental Health Center

Stephen J. Roman
New Market lowa Community School

Abstract

:n yoar study of salary differential Ly sex was oompleted,

¢ a multiple regression methodolaogy, with rank, discipline,
-an, yoars in department, years in current. rank and sex as
lictors, foousing on the change in the value of the mex

«able. The sex variable evidenoced lower salarins for wumen

1 sontrolling for the other variables throughout. thoe study

ioxd for both propossad and actual salaries from $341 In 1970 -7Y
pound] salary) to $1675 for 1981-82 (actuasl salary) Lo $504
1966-87 (proposed salary). This apparent. drop in

'rimination by sex in salary at each rank was accompanjexi by
~onsing differences in pay. The chande is in the direction of
cket adjustwenis,” §.0., paying lower salaries to thoso In
'iplines with higher proportions of woemen.

91



e
g

In a study of 1977-78 faculty salaries at the University 5
North Dakota ((IND), using a redgression approacb.anrbin and ._
Williams (1978) found that women were underpmid $361 (in Lerm: br
the redression coefficient), on the averade, taking into account
a large number of variables. In that the ensuing years were
supposied to be a time for eroding away sex discrimination, it Wﬁ§_
quite surprising that Andersen (1986) showed that the diSQrep§n¥§
in 1985-86 actual salaries may have become as large as $4619 atﬁQ'
the same institution; ;

Subsequently, all UND faculty salary data for all years'fkgag

1977-78 to 1986-87 have been secured; these data are from publiv

accesn files and thus contain no confidential information. The
actual data are for nine coubléte years wherein tho previous . :
salary is given and the proposed salary for the followind year is
listed. , Since it would be highly unusual for obvlous, direct & ft.
dinurinin;tion to take plaoce without deteotiom, tﬁd possibili;éi;V
of a nuodndary impaot of dicorluigatlon ls exdnl&b&. If, rofu\
givaen yoar, sex differences inarnaoé from propotied to actual
salarles, it ls important to document this procevu. The

sk

advantage of a long term data set (actual salaries from 1977~f§f§

' O
to 1985-86 and proposed salaries from 1978-79 to 1986-87) is Lhat

changes in the composition of the faculty can be monitored as
wall. One possibility is that arrivals and departures from bhd
faculty may have devastating effecty on pex disnriminahion
measures. Other possibilities could be examined as well. The |

psrt.iculars of either the data set. and/or the variables used
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AT
could have a major impact on outcomes. One cannot count. out. .u
priori another perind of sex inequity in salary structure, though
such inequity would of necessity be more subtle. First. however,

the particulars of the data should be addressed.

Obstacles to'Séléry Diécrimination Research

Obﬁaihing the data saté for“énalysis was a major obstacle in
this study. Originaliy,'Anderson’s (1986) data was to be
reanalyzed. She was aﬁreeéble to hhis, and the UND Vice
President for Academic Affairs provided strong ﬂncourégement.
Howovér..bocausa the Auderson data set was generabed under the
auspicaes of the university’s Office of Instiﬁhtibnal Ressearch,
the opinion of.the university legal counsel was that her data
should not be made available to outside researchers (despito Lhe
first author’s beind at that institution and having served on
Anderson’s doctoral committee!). Thus, the investigation was
pugaible only through the use of public documents; all UND salary
data (rince at. loast 1928) are available at the university
itbrnpy. Theso dat.a were secured for the acwlemlico yeoarsn 1978 -87
(the ynars follovind the stwllos hy Martin and WNilllams, 1978,
1979). Tho quality of these salary data was shockind to theue
rosoarchers. For sose yoars soveral pages were missing, thouth
these omissions were to some dedree rectifisble. More important
wore ovbvious mistakes—-mistakes Lthat became appavent only as the

data net was constructed. In several cases (perhaps 2-5%)
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_subcvquout salary dat.a suggested 1ha1 earlier salary duabta were

‘incurrect.. For example, a person’s salary history might read:

o Proupossed Salary laast Year Salacy Increase
1978--79 22000 21000 | 1000
197980 11500 22000 1000
1980-81 24000 - 23000 1000

This kind of "mist.ake” ocourred when someone was on leave:; Lhe

last. year’s salary for 1979 80 was actually n hyporhetxval
salary, but was entered 1nbo salary hiqtnry Thn "mistake” shown
‘here was a loglcal one; less log1vaf or actual arrors (perhap:;
due Lo rhe faoulty member'’s negotiatxng a higher wnlnry) also
ocenirrenl, but becanme known only in rhe ne;t year g budget. Thus
the propused salary fzaures include perqons who noautlafed highr
salanries than were budgotad and also lnulude thnse who resigned
and didn’ t actually rocoive a sa]ary Naw faculty memberrs; |
usuall; don’t shnw up at a11 in the propouod ualary flgures fhr.'
theoir Clret year. In that sense, aotual salary dala la konown |
(insnfar as the publio documents are uonootpm{) nuly n year

l “‘4"!‘ .

Choicve uf Varlables
Tho chulce of varlables in salary equily stwulles lg .
particularly fmportant,; wome variablen suoh sy ncademla rank havg:
basn viewed as biaued theaselven (8aott, 1977). She profocend a
~ swaller set. of variables that, from a vraot.ical point of view,

tead to show more discrimination. The choice of varlables is

some:what (if not wholly) political--and the choice of variables

94



surely influences Lhe interpretation. For example, using a
different selection of variables (including Scott’s) Anderson
(1986) found couefficients for sex favoring males from $1883 to
$4619 for the 1985-86 actual salaries.

The oridginal point of view for the present study was Lo
incorporate variables similar to those used in Martin and
Wil]iams (1978), but deleting variables that. had “suspect.” -

(14

outcomes. By "suspec outcome is meant that: fha direction of
Lhe nut.come for that variable is counter—intuitive; for example,
that study found that serving on committees had 2 negative
part.ial effeot on salaries. Though different interpretations are
pussible, these sorts of variables may also incorporate sox
inequity differences--in fact, women did have a higher tendency
to sacve on committaes (Willisms, 1978)--and incluling these
varinbles holpexl cuver.ovnf ;ﬁx differences. Hence, committec
momborship was not included in the prosent analysis. Also,
tenching in a graduate program had a podptive fmpacl. on salary
(Marl:in & Williems, 1978), an outcome that wns counter-intuitive
am wiill as countar-productive from a uaiversity’s point. of view.
Publication information and taschier rating information are no
longer avallable due to privecy considerat.ions, amd teacher

rnting information I8 no longer uniform as well. The varlableus

finnlly selectedd are found in Table 1.
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Variables Included in the Redression Analysis
Redgarding Rquity Adjustments to Salaries at
the University of North Dakota

b M A e ———— e . ..
eaewm. .,

Dedree Held
Doctorate
Bachelors/Professional
(Masters, zero coded)

Years in Department

Sex
Male = 1
Female = O
d Rank
o Professor
Associate Professor = = ..

R S Assistant Professor
(Instructor, sero coded) . ..

o ., Years in Current Rank .., .+ .,
AORRReneE Years in rank Professor
e Years in rank Associate Profussor
SRS Years in rank Assistant Protossor
e Years in rank Instruotor
Diacipline
(HEGIS Taxonomy)

Blology

Business

Comarunication

Cumputor Soience

Education

Edineering

Fine Arts

lloalth Prufessions

Languades and Humanltles

Library Science

Mathematios

- Physical Sulences and Aviation

Psychology

Political Solence

Huome Economios

Law

(Social Scienceus, zero coded)
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For the years 1978-79 through 1986-87 both proposed and
aclual previous salaries were used as criteria, usingt yoar
appropriate data. Io the case of promotion the rank would be one
rank lower for proposed salary but is correct tor actual salary.
Table 2 gives results for the redression coefficient, F value,
and biserial correlation for sex (with salary) along with R and
the proportion of women for éaeh year, in bobh.the proposed and
actual budget. .

TABLE 2
Regfessinn Coefficients, F Values, Biserial

Correlations, R and Proportion of Women wilh
Proposed and Actual Salaries

.G Cerem e ss B e SN - | — " sow— - e mos ace v e deomm rme T ¢ o s

Proposed Aclual
Point ' Point. ,

" Red. Bisl. Prop. Red. Bisl. Praop.
Coaff. __F___Corr. __R___Women _ Coeff. ___F__ _Corr. _R__ _Wowen
k38,03 1.57 .268 .913 .145 537. 55 2.71 .267 .870 .148

341.07 .80 .27% .849 .163 731.11 4.80 ,286 .886 .156
608,12 2.62 .338 .854 .18H 530. 45 2.09 .313 .0894 .149

$72.727 1,56 .273 .840 .175 1250.23 6.27 .276 .842 .159

1351.9% 6.28 .317 .838 .183 1674.58° 10.35 .329 .8%0 .179Y
1542.72 7.96 ,341 .848 .186 1007.74 3.91 .334 .,861 .18%
1293.57 5.%56 .340 .,836 .185 1362.68 5.36 .320 .834 .174
1110.414 4.19 .328 .841 .188 739.51 1.42 .286 .865 .190
849.79 2.23 .368 .861 .195 ' 747.11 1.60 .37 .862 .200
$04.12 .74. .392 .861 .211

rom Mort.io and Williamy (1978)
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Table 2 ylolds someo interesting ouloomes. The actual wswounl.
‘of inequity by sex often exceeded the projected inequity by sex;
alnu, Lhe lnequily by sox appeared Lo peak in Lhe early 1980°:

(in Lormy of the regression coefficleat for sex), and has

appearod to drop to only about $140 higher than projected for
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1977--78.

However, the pouint biserial correlat.ion has gone up

couns iderably, indicating that real differences in mean salarvieg

have sharply increased.

differences by rank as shown in Table 3.

at each rank by sex are shown in Table 4.

Mean Salarius hy Sex and Rank for Projecl.ed
and Actual Salaries, 1977--1987

It is useful to address salary

TABLE 3

The number of personsg

mkcthnl

Proposed ‘

e Inst, AsstP  AscP Prof Total __ Inst. Asst!” AscD Prof
977-78% _ )

F 14606 17283 21389 16954 12883 15001 17143 21866

M 156524 18151 22164 19040 13085 158518... 18263 22277
978 79 ‘ AR

F 13395 15292 18002 23195 17008 13330 15180 18040 22786

M 14200 168370 19259 23335 2004% 14158 16189 19275 23567

F 12813 15881 19422 24308 17286 13124 16109 186862 24393

M. 15027 17207 20394 249%1 21461 14400 16964 20403 25510
198081 A v ~

F 14648 16047 20148 2%9%7 19420 16158 183560 22014 26219

M 15809 18%12 21921 26868 23001 16683 20%6%5 231316 28646
1981--82 !

F 18112 20790 24310 29084 2275%7 16686 20271 24084 28141

M 21860 22438 26243 31896 27%81 21864 22727 260%8 31608
1982--83 :

F 17997 200635 24901 27901 22996 17997 20398 24923 28922

M 21889 23243 27140 33153 28%%6 22172 233%8 26710 32813
1983--84

F 19272 20098 25229 2932% 237335 19194 20098 24490 27727

M 21030 24190 27142 33000 28014 20294 23080 26650 32451
1914-8% . .

F 18393 21051 24952 2794% 2327% 17658 24258 - 24663 27%40

M 21013 203245 26850 32568 20550 22943 2311H 2681341 32804
1985 06 '

F 215h%6 22887 28083 31934 25997 22603 23127 26091 32116

M 23814 26848 29960 36743 32410 24380 26715 29677 36400
1986--87

FOo21922 24147 28084 34132 26819

M 25202 27882 31134 38046 33788

*Taken from Mart.in and Williams (1978)
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TABLE 4

Number of Persons al. Esch Rank by Sex

DR 1e W m et ems i e e v AR Y -+ S emm A W e Se e w09 . e 4 eem o

'Mﬁfnpused Actunl
[nst _ AsstP  AscP . Prof  Total  Inst  AsstP _AscP_ Prof | Tolal

k
14 20 6 40 9 18 24 8 56
64 107 98 269 2 57 126 114 299
10 18 24 v 59 5 20 21 8 54
8 59 125 110 302 7 47 124 115 293
) o - ‘ |

13 27 22 7 69 ) 22 25 11 67

6 59 125 - 114 - 304 3 45 125 115 280
{

8 21 25 11 65 1 22 22 9 54

5 61 125 115 306 5 43 117 121 286
8 29 24 ) 70 5 21 29 8 64

11 57 124 121 313 8 50 111 121 290
3

6 27 30 8 71 6 24 30 10 70

9 85 113 123 310 9 52 115 133 309
4 '

8 26 30 10 74 7 17 28 11 62

9 62 122 134 327 5 46 111 138 300
5 . ,

10 23 20 11 73 11 18 20 10 60
T A8 114 138 317 3 40 108 139 290
i
o 24 30 10 7% 6 19 35 9 69
V4 B4 111 140 309 ] 39 101 136 277
L,

P8 27 30 0 80
\ 3 A8 108 140 299

n from Marvlhlin and Willlams (19078)
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While there are some difficultion due to probable missing
information (that is, information dgone from the public
docunents), it sooms clear that if women'were “underrankaed” for
tho varlier years in the study, they are far more so for the most

recont. available year. Using projected data for 1977-78, 6 of 40

99




vomen or 15% are professors, as compared t.o 98 of 269 men or
36.43%. For 1986-87, 9 of 80 women or 11.24% are prOféSSors, ns
cowpared to 140 of 299 men or 46.82%¥. For those who miéhh have
hopexl that these sorts of differences would dissipate during a
period of supposed redressing of inequity, éhese outcomes confjpen
the dashind of those hopes. Further, sa;ﬁry differences by sux
within ranks favored men by approximately $800 at each rank for -
projected 1977-78, compared to 1986-8 projected data where |
differences are in the range of 83000—34000 at. each rank, Whijﬂx
salaries increased by only about $10000 for women and $13700 fdf
men Jduring the interim. This latier finding_ié‘particulurly
anomalous, considering the changes in the covefficient for sex .
(dender) shown in Table 2; it can be recalled that disnriminaLfLm
costy to women appeared to have reduced almost back to 1977-7845
lavels, after going much higher {p the early ;880'3. ;

Yot a differant interpretation would be nhtélnud from
viawingd the two-way ANOVA outoonﬁa, nuauentina;it would be
worthwhile Lo inspuot chungow ln other variables la the
rogrousion analysis. Rathor than altempt to give thoe enlirety of
the dols of rogroagsion analyses shown in Table 2, threu annlysﬁﬁ
inventigated are disoussed. Table 8 rcoords these analyses: the
proposed salarins for 1978-79 and 1988-87 und tho nctual salarie:
from 1981-82. These years were chosen toonuse they show the
minimun affect. for sex (proposed, 1978—79), mnximumlnttect fub
sax (actual, 1981-82) and most recent outcome (propoused,

1986 87).
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TABLE 5

Regression Analyses for Three Selected Years
(Proposed 1978-79, Actual 1981-82 and Proposed 1986-87)

2t e A s, e ot o i i 7 -

P et i TR R T L R kttdadi

Table 5 is clearly complex; simplistic

violnte Lhal

e a0 e ® 2 s B 0 s e # % 4 @

complexitly.
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Some interpretations,
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however,

e —— st cn i 4 4 %

can be

Proposed Actual Propoqnd
1978--79 1981--82 1986--87
Red. Red. Red.
e_ . Coeff. F Cueff. F _Coeff. @ F
Held
‘at.e 802.08 6.18 1126.71 5.95 522.04 4.2
.ors/Prof. 1377.13 . 2.11 1680.21 1.51 3001.00 1.16
n Dept.. -93.91 8.17 -106. 51 5.93 -111.27 5.60
1le=1l, Female=0) 341.07 .80 1674.50 10.35 504.12 .74
isor 9999.24 134.02 8147.24 24.44 15884.11 64. 54
rate Profussor $642. 34 50.87 2883. 28 3.27 9725.70 26.68
tant Profossor 2188. 97 7.62 241.56 .02 6045. 03 10.28
in Current Rank
sgor ' 197. 58 17.17 374.05 32.63 433. 98 39.67
iate Profassor 159.98 7.93 332.66 19.53 313.60 15.54
tant, Profossor 266. 46 12.73 277.91 $.70 192.64 2.5%4
uator 157.60 .88 -949. 04 2.32 874.97 1.51
dine (HKGTS)
Wy -869.94 1.42 98.13° .00 -392.09 A2
10838 ) 1603. 15 8.41 4059.71 21.31. 6312.41 50. 86
njoatioun 533.33 .20 -6833.%6 .16
itor 8olonce 2410. 42 3.77 3643.04 5.20 10927.30 38.99
wLion 533. 81 1.12 2469.74 9.00 1107. 34 1.85
wor ing 392. 07 . 40 4773. 0% 21.36 6810.45 45.09
Arty --3220.63 3.82 1162.12 1.41 -~437.15 .20
th PraoCf. -1794. 86 3.26 3401. 56 5.37 1417.81 1.10
. andd Hum, -761. 19 2.11 *$571.01 .45 -48.01 .00
ary Solenae 185%50. 55 1.80 3441. 30 3.01 H352. 24 3.37
emat.ion 392. 85 .28 1360. 86 1.36 104.04 . O1
Saol. and Avtn. -47.98 .01 . 3011.09 11.84  4032.67 21.87
holody 760. 22 1.04 735.6%7 4% 533.17 - .18
tical Science 261.69 .09 2007. 16 3.37 2486. 40 2.71
' Beonood e 866.17 . 56 2078.12 1.59 -176.89 01
8205. 57 97.43 16325.76° 150.00 15109.78 153.48

int.orpretationy would
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médé. The importance of discipline (HEGIS cat.edory) in salary
bé&nmns quite clear. Recent major gainers are computer sciencd:
(up nlmost. $7300, compared to social sciences, since 1981-82),
business (with larde comparative increases for the last Lwo
report.ed years), endineering (up more than $4000 from 1978-79 1.0
1981 -82, and an additional $2000 for 1986-87), library science
(up $1600 for 1981-82, and an addit.ional 31900:fnr 1986--87) ”“dw,
political science (up $1750 for 1981-82 and an additional $500 .
for 1986—87). What. is not. apparent. in the d&ta is that these
disciplines have higher proportions of males than do those whusqﬁ
¢limbs (vis-a-vis the social sciences which have a higher
propurtion'uf females) are not as marked. In the year 1985 86 in
part.icular, an int.ernal stﬁdy alloyed large ihdiyidual deviutiuﬁs
in inlacy based on “"market” considarations. Tﬁosn market o
connlderat.ions woere achioved by comparing salaries in various 1;
calayjories to a redional average. Dapartmontuy waro compared ﬂA#
Lhe monn of similar deparimentas within that rhaionul atudy wihﬂ'
the intont of ralsiog salarlies Lo near the reglonal avarngou.Ci
This sutudy, though of considerable importance in dotoermining
snlarles, was not generally disseminated; within a colledo,
resul bn for affecvted departmonts might. be known, bLul the uvuru{l
Luxture for the university was not known. Ohn onng in point wﬁs
tho “statistio.s” department.,. Since the Univnralhy of North
Dékuuu has the only such groupingd in tho redgion, thig department
was exactly at the norm and thqs needed no ad justment. The

fallibility of the other data can only be conjoctured---the data

102



wiire never made available for analysis. Nevertheless, on the
basis of these data, one departmenl. in part.iculae was Lhe
recipient of a windfall--political science (in the collegn of
business). This department’s salary changes from 1984--8% to

1985 86 included one individual .going from $25975 Lo $37000 (a
$1102H or 42.44% increase), while another went. from $264%0 t.o
$37200 (a $10750 or 40.64% ipcrease). The remaining five TacullLy
received innroususAof $2120 Lo $6390 (8.37% td 20. 52%); the weon
increase within the uﬁiversity ovaral) was 11.4%. These changes
were n major source of intcrﬁél departﬁﬂnta] disagreement, that.
aventually éaQ one fécﬁlby meﬁbef moving Lo another department in
ﬂhﬂ universitly, aﬁd neﬁsbapur artléles on these increases in hoth
the local and student newspapers. last in all of this is thal

thesoe so~called “market, adjustments” helped validato even larder
dlffocanced in pay between men nnd womon, though additional
lonors ware hoth mon and women in tho discipllines that had lacgor
proport.lons of women Lhan the unlvernity avoeragoe. Roands Lo thae
rodrotging of inogquity had been clroumvontoed In two ways---tho
moarkel. adjustments favoroed male dominat.ed doepartmonts, nnd thoso
faoulLy fn doparlaonty recolving lous favorable troatmen!. could
blawne Lheoir qunhmﬂnb at. laanl partinlly on Lheir hiuhug
brupnrhlon of women.

Redeossing inuduiby due Lo gny cause (including gendur hused‘
inequily) would seom nol. Lo be part. of 1.;m jnwediot.e future st

Lhes Hniversity of North Dakota. Preliminary buddgetls for the

1987 89 biennium include pay increases Lotaling 24 for the entire
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period, with.thah.r;iéé,tq come in 1988-89. Kven this modest
increase wight still be eliminated; ‘even worse, cutbacks in

facul Ly and/or salariess are possible due to Lhe: financial woe:; uI”
the siate, which is largely dependent on two industties, ‘

agdriculture and foasil fuels, both sufferind in the present

fFinancial arena.

Commenls on.Chodsing Variables Investigal.ing

Gender Blas in Salary

Scott (1977) suggeuted us1ng a small number of vaxrahlos,Q
not including rnnk, in addreqqina possxbln sex b|u= [ler ”h°1” A
of nobk inhludihg‘runk*was bused upon rank’s belimy! a ;
“contaminated” vaéinﬁla; éhat {;; rank itself is}anéorded in a”
dendor nunMnuquéi wa.f'Tﬂe‘ﬁfeabnﬂ étudy has Qsed.rank as o
variable; perhaps to soane dedrae. oven to a lurga degree, Scott
is correat. in her assarction thnt rank is gender inequitable- |
suraly Lhe daba oun rank hy sex in Table 4 would be more
support.ive than uoutrndi&ﬁivo of hqf view. However, rank dQﬂSi
havay orodenos within nAunlvorulty votting, and iis exclusion from
contidoerat.ion might. rondeor studies lews acveptable in terms of
red ross ing lnﬁthty. |

The prooess of choowing vnfinhles is a poulitical act;
outcoanns will bo at lﬁant partially determined by the 1nu1usiuntl&
or axcelusion of glven variablos. Gaﬁerally'spcakihg, the
inclunion of more Qnrtahlou will tond Lo reduce the impact of a

given varinble (such as sox). Though not. shown here, each

104




P ST .
Ay e L

nnnlyuis shown in Table 2 was duP]fuuLud for each rank using a
second degree Lerm incorporating a quadratic redression for yeacy
in rauk. Initially it was felt. thal. a quadral.ic tLrend might.
posisibly be ocourringd at the associate professor level and lower,
the thinking being that those who failed to be promoted to the
noxl. rank mighl experience negaltive effects in redard t.o their
salarien. HWhile sone sacund dégrﬂe trends did exist. for the
dath,‘nlmost without exceﬁtiun there were corresponding drnpﬂ in
the sizes of the coefficients for sex; one interprelation of Lhic
out.ecome is that for the lower ranks, women stay in a rank longer
than men (this could be another result. of possible
discrimination), whareas at the professor rank men are in rank
longer Lhan woﬁen (obviously, if Lhuy.gét thare sooner, thoey’l)
be thore londer). Addressing inequity, whether duo to dgendor
reloled reasons or to some olher cause, is a sublle process;
difforont parsons (whether researchery or nol) wlil)l nol ufﬁan
aglerat on the mesulng of juequity or disoviminat.ion, Tho limits
of rogrogsglon as n Lechnlquo for doteeminling lnequity ghould e
apporont., If tho researcher/acblivist. is diligent. in the choico
ol variables, he/she will be able to bottoer show “what ls.”
HHowavor, regransion tolly us nothing about “what. should be. " Too
often, we mlsinturpret “what ls” for "whal should be.” The
ft;r-m(»z’ (whab. is) can hb, t.o éume dogrnu,- det.ermined, d?:pénding on
Lthe ingenuity of the researcher in choosing gariables. The
latLor (what. should be) is frought with poersonal meanings likely

Lo Jiffer for different individuals although consensus may
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Multivariate Analysis Versus
Muitipie Univariate Analyses

Carl J. Huberty
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John D. Morris
Florida Atlantic University

Abstract

The argument for preceding multiple ANOVAs with a MANOVA
to control for Type I error is challenged. Several situations
are discussed in which multiple ANOVAs might be conducted.
Three reasons for considering a multivariate analysis are
discussed: to identify outcome variable system constructs, to
select variable subsets, and to determine variable relative

worth.

pPaper presented at the annual meeting ©f the American

Educational Research Association, Washington, April 1987,
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Multivariate Analysis Versus

Multiple Univariate Analyses ,;é

The analyses discussed in this paper are those used in.ﬁ

research situations where analysis of variance techniques areL

called for. These analyses are used to study the effects ofﬁ
"treatment" variables on outcome variables (in ex post faCto
well as experimental studies). With a single outcome Variabli
we speak of univariate analysis of variance (ANOVA); with
multiple outgggg.variables it is multivariate analysis of
variance (MANOVA). |

With multiple outcome variables, the typical analysis
Approach used in the group-comparison context, at least in thé
behavioral sciences, is to either: (1) conduct multiple
ikﬂéoAs;'qr f2) ébﬁd&cﬁ aﬂMAkOVA22611owed by'multiple ANOVAs.
éhé thesis of‘the current aﬁthor is that the latter approach
seldom #ppropriaté, and the former approach is appropriate on
ih some special situations. The purpose of this paper is to
provide‘a rationale for the ltated}thelil, and to present an

argument for a truly multivariate analysis, when appropriate

Type I Error Protection

An argument often given for conducting a MANOVA, as a
preliminary to multiple ANOVAs, is to "control for Type I Quf‘
probability" (see, e.g., Leary & Altmaler, 1980). The r
rationale typically given is that if the MANOVA yields
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significance, then one has a "license" to carry out the
multiple ANOVAs, with the data interpretation being based on
the results of the ANOVAs. It may be intuitively appealing to
conclude that one would incorrectly reject a null ANOVA
hypothesis less frequently if the null MANOVA hypothesis is
initially rejected than if the latter were not rejected. This
is the notion of a "protected (ANOVA) F test" (Bock, 1975,

p. 422), an extension of Fisher's protected t test idea as
applied to the study of contrasts in an ANOVA context.

If a researcher has a legitimate reason for testing
univariate hypotheses, then he/she might consider either of two
testing procedures. - One is a simultaneous test procedure
(STP) advbcated b& Bird and Hadzi-Pavlovic (1983) and
programmed by O'Grady (1986). For the STP, as applied to the
current MANOVA-ANOVAs context, the referent distribution for
the ANOVA F values would be based on the MANOVA test statistic
used. Bird and Hadzi-Pavlovic (1983, p. 168), however, point
out that for the current context, the overall MANOVA test is
not really a necessary prerequisite to simultaneous ANOVAs.
Ryan (1980) makes the same point for the ANOVA-contrasts
‘context. These two contexts may be combined to a
MANOVA-ANOVAs-contrasts context in which it would be reasonable
to go diréctly to the study of univariate group contrasts, if
univariate hypotheses are the main conqern (see next section.)

A second procedure for testing univariate hypotheses is to
employ the usual univariate test statistics with a Bonferroni

adjustment to the overall Type I error probability. How
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“overall" 1i1s defined is somewhat arbitrary. It could mean th“:

probability of committing a Type I error across all tests

conducted on the given data set. Or, it could mean the Type i"

error probabllity assocliated with an individual outcome

B

variable when univariate questions are being studied. Whatevei
the choice (which can be a personal one, and one that is |
numerically nonconventionall!), some errorééplitting seems Qgiy
reasonable. Assuming that Type I etrbr pibbabiiity for eacnuir
a set of m tests is constant, the alpha level for a given tégt
may be determined by using either of two apbfoaches. One |
approach i1s to use the additive Bonferroni inequality: for m
tests, the alpha level for each test is given by the overali:
alpha level divided by m. A second approach'is to use a ”_
multiplicative inequality: for m tests, the alpha level fofi
each test 18 found by taking one minus the mth root of the i
complement of the overall alpha level. [See Games (1977). ]
The per-test alphas-~constant across the m tests--found using
the two approaches are, for most practical purposes, the same.
Therefore, the simpler of the two approaches, namely the fi}st
one, 1s rocommended when multiple tests are conducted.

In nearly all instances, outcome variables arc
interrelated. Thus, tho.ASOVA F tests are not independent;
furthermore, contrast tests for individual outcome variablés
may not be independent. This lack of independence does not,
however, present difficulties in determining the per-test
~alpha level to use. That this i1s the case may be seen by tﬁé
following double inequality:

"overall alpha ¢ 1 - (l-test alpha)m <m e+« test alpha.

111



It turns out that when conducting m tests, each at a
constant alpha level, a considerably larger overall alpha level
results. For example, 6 tests, each conducted using an alpha
level of .05, yleld an overall alpha level of .30 using the
additive inequality, and about .26 using the multiplicative
inequality (the middle of the double inequality above). The
above double inequality ignores the extent of the outcome
variable intercorrelations. If r is the constant correlation
between all palrs of outcome variables, then the overall alpha
level i1s approximately (Bird, 1975, p. 346)

l - r2(1 - test alpha) - (1 - rz) (1 - test alpha)m.
Again, for 6 tests, each at an alpha level of .05, and a

constant bi-variable correlation of .30, the overall alpha
| level i1s about .25.

While adjusting the individual test alphas in conducting
multiple tests addresses the Type 1 error protection problem, a
potential related problem emerges. For m tests and a test
alpha equal to (1/m)th of the overall alpha, the statistical
power of the multiple tests may be a concern 1f m is "large."
One way of obtaining reasonable power values 1s to use an
adequate sample size; Thus, in designing studies that
incorporate multiple outcome variables, the qample
sizé-to-variablé ratio 1is an important consideration. The use
of a liberal overall alpha is recommended; something like .20,
or even higher in some situations. Thi; whole issue becomes
much more involved when group contrasts are studied for each
outcome variable. Sound planning, good judgment, and

reasonableness are clearly called for.
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.o Me r ely .co nductﬁipg 8 MANQVA ; 1°bt a in ing significance at Som
..level, and then conduc;;ngmgltiplqﬂéNOVAs,_each,atia )
conventional significance level, is hardly "controlling for.:
Type I error probability." [The notion that one completely
controls for Type I error probability by first-conductingaﬁ
overall MANOVA or ANOVA is open to question (Bird & o
Hadzi-Pavlovic, 1983; Bray & Maxwell, 1982, p. 343; Ryan,.lgéb;
- since the alpha value for each follow-up test would be lesséé
than or equal to the alpha employed for the overall test onif
when the overall null hypothesis 1s true. (See, also, :
Wi;kinson, 1975.) - This notion does not have convincing

. empirical support in at least a MANOVA-ANOVAs context--the.@;
-, Hummel and $ligo (1971) and Hummel and Johnston (1986) studies

notwithstanding. fg:

When Multiple Univariate Analyses?

One situation in which multiple univariate analyses miaﬁt
be appropriate is as a moans of screening outcome variables -
prior to a MANOVA. It bchooves theo roscarcher to screen oﬁ;
non-functional variables at theo outsot for various reasons}?to
' enhance parsimony, to enhance ostimatod predictive accuracy;'u
' abate collinearity, and so forth. Suppose a researcher has 15
sets of unimodally distributed outcome measures. A reasonéble
first analysis step would be to conduct 15 ANOVAs. A

rule-of-thumb that seems appropriate is to delete any varigple
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m further analysis if the associated ANOVA F-value is less

n 1.00. In a two-factor design this rule would pertain to
- "all-effects" test--the test of thé equality of all design
1 population means. A rationale for this rule is that such
F-value implies that the variable is contributing nothing

- "noise" to the analysis., [An F-value of unity 1s‘

tivalent to an eta-squared value of dfh /(dfh + dfe).]

A second situation that would call for the use of multiple
variaté analyses is when the outcome variables are
nceptually independent" (Biskin, 1980). ([This is the
ithesis of a situation involving a variable system, a notion
cussed in the next éection.] In such a situation one would
interested in how a treatment variable affects each of the
come variables. Here, there would be no interest in seeking

lihear combination of the outcome variables; an underlying
nstruct" is of no concern. In particular, an underlying
struct would perhaps be of little interest when each outcome
lable is from a different domain. Dossey (1976), for
'mple, studied the effects of three treatment variables
-aching Strategy, Exemplification, Student Ability) on four
come variables: Algebra Disjunctive Concept Attainment,
metric Disjunctive Concept Attainment, Exclusive Disjunctive
wcopt Attainment, and Inclusive Disjunctive Concept
ainment. Cohsidering these outcome variables as
wceptually independent, four three-way ANOVAs‘were conducted.
The third situation in which multiple univariate analyses

/ht be appropriate is when the research being conducted is
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| exploratory in nature. Such situations would'exist;when "né$ﬁ 
treatment and outcome variables are being studied, and the;Qy:i
‘effects of the former on the latter are being investigated so §
as to reach some tentative, nonconfirmatory conclusions. 1Thi$;
approach might be of greater interest in status studies, astff
opposed to true experimental studies. . :

In the two latter situations it hight be argued (via the]
- "protected-test" argument) that the multiple tests on the i
individual outcome variables should be preceded by a MANOVA;7f;
As mentioned above, however, this is not necessary; If tests:
on individual outcome variables are the tests of basic ;gﬁ'i
wintereét,'then going directly to the univariate analyses wou1; 
‘seem reasonable. One can employ a simulganeousutest procedurif
by referring to a MANOVA test statistic (with or without a..: ?
Bonferroni adjustment), or multiple univariate aha;yses by;m;ff
referring to a univariate test statistic with a Bonferroni;w'}_
adjustment. - o E n@# ;

A fourth situation in which multiple univariate analysesf?

contexts. 1In this caso separato univariate analysis results ?;
can bo obtained for comparison purposes, in addition to a;ﬁé'%
multivariate analysis if the latter is appropriate and EoN

‘desirable. |
A fifth situation calling for multiple univariate analyséf

is where a researcher characteristic is considered. The

researcher characteristic is a lack of understanding of, and/
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ippreciation for, multivariate methods. A lack of training and
axperience in multiva;iéte'meﬁhdaé may very well account for
the lack of understanding/appreciation. Attempting to use
inalysis procedures with inadequate understanding is futile
indeed. One possible solution to the lack-of-understanding
problem (for non-diséertation research) is to contact a
knowledgeable methodologist,|stimulate his/her interest in the
topic being investigated, offer him/her co-authorship, and
complete the collaboration. |

Finally, there is an evaluation design situation in which
multiple univariate analyses might be conducted. This is when
some evidence is needed to show that two or more groups of
units are "equivalent" with respect to a number of descriptors.
These analyses might be qonsidered in an in situ design for the
purpose of a comparative evaluation of a projecf. In this
situation evidence of comparability may be obtained via
multiple informal ("eye~ball") tests, or formal statistical
tests.

Some six situations are presented that would seem
appropriate for multiple univariate analyses. Multiple
univariate analyses might be conducted: (1) to screen outcome
variables prior to a multivariate analysis; (2) to study the
offocts of some treatmont variable(s) on conceptually
independent outcome variables; (3) to explore new
treatment-outcome variable bivariate relationships; (4) to
re-examine bivariate relationships within a multivariate

context; (5) when a researcher is multivariately naive; and

(6) to select a "comparison" group in designing a study.
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.~ Of .course, -the analySisistrategy employed by a researcher
is dependent, among other things, ‘upon the questions he/she:ha
of the data on hand. And these questions are, or at least i-
should be, derived from beliefs or theories of the researcher.
With questions in mind, it is assumed that the researcher has
judiciously chosen a collection of outcome variables that are
relevant to his/her investigation. The interrelationship of
these variablesziswan'imbortant consideration ‘in deciding upon
an analysis strategy. More specifically, does the collection
of variables constitute,  in some substantive. sense, a szsteh?

Or, perhaps, are there subcollections that may constitute i -

- multiple:systems? L SR L

performance and personal growth.

A "system" of outcome variables may be loosely defined;as
a collection of ‘interrelated variables that, at least . ::ig"
potentially, determines one or ‘more meaningful underlyingfw&h
variates or constructs, In a system one has several outcoméf

Ay

variables which ropresent ‘a :small number of

constructs-~typically one or two. . For example,“Wat:t:erson::‘oft:‘f"""‘fE
al. (1980) studied a system of ‘five outcome measures on.~iﬁﬁé
attitudes (based on interview and questionnaire data) thatﬁ;éad
to two meaningful variates, political attitude and freedom?df
expression; Hackman and Taber (1979) studied a system of 21&-.
outcome measures on student performance (based on interview!

L

data) that determined two meaningful variates, academic . 3%
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A goal of a multivariate analysis is to identiff»qnd‘gf?’-
interpret the underlfing construct(s). For suéhwﬁozéntial
constructs to be meaningful, the judicious choice“df 6ﬁtcome_h
variables to study is necessary; the conceptual relationships
among the variables.must be considered in light of some
overriding "theory." A multivariate analysis should enable the
researcher to "get a handle" on some characteristics of his/her
theory: What are the "emerging variables"?

These emerging variables are identified by considering
some linear composites of the outcome variables, called

canonical variates or linear discriminant functions (LDFs).

Correlations--sometimes called structure correlations--between
each outcome variable and each LDF are found. Just as in
factor analysis, the absolute values of these corrglations, or
"loadings," are used in the identification process: those
variables with high loadings are "tied together" to arrive at a
label for each construct.2 [See, however, Harris (1985, p.
319), for an opposing point of view regarding such a use of
loadings.) |
Sometimes a researcher is interested in studying multiplew
systems, or subsystems, of variables. Those subsystems may be
studied for comparative purposos (see, e.g., Lunneborg &
Lunneborg, 1977), or simply because different (concépﬁhélly po
independent?) constructs--based on different variable .
domains--are present (see, e.g., Elkins & Sultmahn, i§8f). - In
this case, a separate multivariate analysfs for eaéh;subsystem

would be conducted.
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5 WA primary,reason,.then, for conducting a“multiyariate
,‘_analysis is to identify‘the_variates or constructs that
,underlie the collection ofyoutcome variables chosen for
analysis. By doing sO, one analyzes‘the.collection as a
system, taking into consideration the intercorrelations of the
variables. This approach enables a researcher to seek answers
to more general (more interesting?), complex questions;

, questions that reflect the real uorld of behavioral (or any
| ot_her)science.3 [See Dempster; (1971) for more on data
_ structure ] ~ o |
There are twolggggg‘potential reasonsvfor conducting a
_multivariate analysis.< Either of these reasons is considered
:when the intercorrelations of the outcome variables are to be °
~kept in mind. One potential reason is to determine if fewer
variables than the total number initially chosen can adequatel§
define a meaningful system. This is the so-called variable
selection problem, andris discussed in some detail by Huberty;;
(1986). This problem might be considered so as to seek a .
parsimonous interpretation of a system. It should be noted
that this is not an imposed parsimony--as one might get with
“multiple univariate analyses--but a parsimony taking into ‘
consideration the intercorrelations of the outcome variables. ;:
Another potential reason for conductinq a multivariate
analysis is to make an assessment of the relative contribution
,of the outcome variables to the resultant group differences, or

to the resultant effects of the "treatment" variable(s). This

is the so-called variable ordering problem. Although the
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assessment of variab}e importance is very difficult in all
multi-variable ahaiyées (inclﬁding caﬁonical correlation,
factor analysis, cluster analysis), some reasonable indexes
have been proposed for the MANOVA context (see Huberty, 1984).
Of course, a meaningful ordering of variables that constitute a
szsteh can only be legitimately accomplished by taking the
variable intercorrelations into consideration.

In a multiple-group situation, the study of system
structure and of variable importance may lead to some
interesting and informative conclusions. 1In the univariate
case, group contrasts (pairwise or compiex) are often of
interest in addition tb, or in lieu of, the omnibus inter-group
comparison. Group céntrasts may also be studied with multiple

outcome variables--here we have multivariate group contrasts.

The construct associated with one contrast may be characterized
quite differently from that for another contrast. Also, the
variable orderings for effects defined by two contrasts may be
quite different. For a detailed discussion of this analysis
strategy, see Huberty and Smith (1982).

None of the above threc data analysis problems (system
structure, variable sclection, variable ordering)hcan be
appropriately approached via multiple univariate analyses. As
Gnanadosikan and Kettenring (1984, p. 323) put it, an objective
of a multivariate analysis is to increase the ﬁsgn;itivity of
the analysis through the exploitation of the_interfcorrelations
among the responée variables so that indicationsIthat may not
be noticeable in separate univariate analysés stgnd out more

clearly in the multivariate analysis."
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'for variate selection and varlable ordefiog aregaaﬁolew an
system-specific. What is a good variab]e subset or a ‘
relatively good individual variable depends upon the collect1:
.'of the varlables in the system being studied. How well the ‘
| proposed selection and ordering criteria “hold up" over

repeated'saMpling needs furoher ehpirical study. Of course,
'repiicaﬁion islhiéhly desirable. The rank-order position of f
varlable in'a system of varlables may change when new varxablﬁ
‘are added to the system. Simllarly for the composition of aiﬂ
"good SUbset of variables. Hence, a conclusion regarding the Q
goodness of a variable subset and/or the relative goodness of}
']individual variables must be made with some caution (see

KiHuberty, 1986, for elaboration)

"Additional Comments

Some apparently "funny" results can occur when ﬂomparing
multivariate analysis with multiple univariate analyses. 1
Slgnificant univariate results do not necessarily imply
slgnificant multivariate results (sce, e.g., Cramer, 1975),.a}
vice vaersa (see, e.g., Tatsuoka, 1971, pp. 13-24). Of course)
the meaning of "“significant" in the two approaches may be |
different. Does rejecting a MANOVA null hypothesis lead to t;
same conclusion as rejecting one or more ANOVA null hypothQSGE

How does one compare a single P-value from MANOVA with the
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multiple P-values from the ANOVAs? Furthermore, how does one
compare the power of a multivariate test with the power of a
set of univariate tests? These types of comparisons are
problematic, particularly because of "inconsistent" MANOVA -
ANOVA results that may occur.

Ignoring the interrelatednesé of a collection of outcome
variables can lead to obtaining redundant information. For
example, suppose Variable 1 yields univariate significance, and
that variable 2 is highly correlated with Variable 1.
Significance yielded by variable 2, then, would not be a new
result. Van de Geer (1971, p. 271) points out that, "with
separate analyses of variance for each variable, we never know
how much the results are duplicating each other."

In summary, 1if a collection of outcome variables
constitutes a potentially meaningfull system, then a
multivariate analysis called for. That is, a multivariate
analysis should be conductéd if interest is on potential
underlying constructs. If not, then a multiple univariate
analysis route would be taken (without a preliminary
multivariatoc analysis). If control over Type 1 error is of
concern whon conducting multiple univariate analyses, it is
suggested that Bonferroni-qdjustod probability values be

considered.
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Footnotes

1In attempting to encourage graduate students to formally

study multivariate methods, the current author has often been
confronted with a response such as: "A researcher, keeping in
mind some 'theory' underlying a research effort, poses his/her
questions first, then seeks analyses to answer the questions.
If multivariate analyses are imminent, then he/she can approach
a 'statistician' for help." My argument, which only seldom is
heeded, is that knowledge of multivariate techniques should
enable the researcher to pose more interesting, relevant, and

Bl A

penetrating questions to begin with.

2It has been pointed out by Harris (1985, pp. 129, 257, 319)
and proven by Huberty (1972) that in the two-group case, the
squared LDF-variable correlations are proportional to the
univariate F values. Thus, it might seem that if a system
structure is to be identified via loadings, then multiple
univariate analyses would suffice. 1In the multiple-group case
where at least two LDFs result, however, the multiple
constructs cannot be identified by multiple univariate
analyses.

3Tho notion of a "construct" may bo viewed as a varying one
across different types of multivariate analyses. For the
group-comparison or grouping-variable-effects situation on
which we focus herein, the identified constructs are extrinsic -
to the set of outcome variables. That is, the optimization of

'

the composites (i.e., LDFs) is based on somqthing external to

thé outcome variables, namely, the maximization of effects.

126



2ol e ‘r‘-"f:‘
RN S

Similarly for thé 6b£imizatipnuofféompééites:iiiheér

classification functions) in thé-contékfﬁofﬁpréaigéive

~-discriminant analysis (see Huberty, 1984) where classifica

accuracy is maximized. On the other hand, in component
analysis, for example, the identified constructs are intri
to the set of outcome variables. That is, the optimizatio

the composites (i.e., components) is based on something

. internal to the outcome variables, namely, the maximizatio

accounted-for variance in the variable set. Furthermore,
extrinsic-intrinsic, constructs-of-constructs situation co
result when one conducts a MANOVA (or classification analy

using component or factor scores as input.
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Developmental Trends In Anadrogyny: I
Implications for Measurement
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Janet G. Melancon
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ABSTRACT

The present study was conducted to investigate ditferences
in item performance, reliability, and scale means of the Bem Sex-
Role 1Inventory when comparisons are made across developmentally
different groups. Analyses were conducted comparing results for
adolescents with results for adults, and further analyses were
conducted comparing results for the adolescents across various -
adolescent gender and age groups. The results tend to support the
a conclusion that the BSRI has reasonable measurement {ntegrity
when used with adolescents, and thus indicate that the measure
may be useful {n exploring developmental changes in sex-role

perceptions as they occur during adolescence.
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In a seminal a:tlcle in the litéréturé‘hqn _pers°na1ity,

i

Constantinople (1973) argued thét'Qérésagwéddfgﬂwab$sess both
characteristics that are 'stereot}bidéliy;&mgféiggé well as
characteristics that are stéredtyblcaily::féﬁglé. Personallty
researchers have come to call such persons' androgynous. Bem
(1975, p. 634) has argued théfﬁﬁa'non-androgynous sex role can
seriously restrict the .range” 65 .behavlors avallable to an
individual as he or she movésgfrém situatlon to situation." Kelly
and Worrell (1977) summarizé studlies that have emplrically tested
the pfoposltlon that ahdronny is an adaptlve personality
characéerlsﬁic; Generally studles support Bem's position, though
some studles (Hellburn, 1984) suggest that the tralt may be more
advantagﬁous to females than to males.

Although several measures oflhhdrogyny have been developed,
the Bem Sex-Role Inventory (BSRI) (Bem, - 1974) “has been thé most
frequently used of the recent sex role instruments" (Koenigsberg,
1982, p. 2). However, the BSRI and the methods used to measure
the androgyny construct have both been topics of heated academic
discussion (e.g., Bem, 1979; Pedhazur & Tetenbaum, 1979). LT

Studlies of the BSRI measure have been extraordinarily
diverse {n theilr methods and designs. Sample sizes have ranged
from 44 (Bledsoe, 198)3) to 894 (Sassenrath & Yonge, 1979). Powell
(1979) employed 15 samples to cross-validate hls results.
Although many studles have used variations of common factor
- analyslis to evaluate the measure, researchers have also employed
multidimensional scaling (Koenigsberg, 1982), smallest space
analysis (Ruch, 1984), conflrmatory factor analysis (Marsh,

1985), analysis of the wvarlance/covariance matrix (Belcher,
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Crocker & Algina, 1984), and extractlon_of'secpndfordei'ﬁaééggﬁ-
(Edwards, Gaa & Liberman, 1978). Thompson.(1986)-pte§gn£edi:;.
meta-analytic integration of the varlous factor analytic studE;;.
and concluded that the theoretlcally expected structure under11e§
BSRI data. Even seemingly contradictory results are gqnerally.
supportive of the measure's valldity once solutions are rotated
into a common factor space.

Virtually all of these myrlad studles have examined
statistics that are a function of covarlatlons (e.q.,
covarlances, correlations) among {tem responses. However, these
statistics are insensitive to the influence of central tendency.
For example, two sets of scores can be perfectly correlated when:
(1) both sets each have a mean of 5.0; or (2) both sets each have
a mean of 1.0; or (3) one score set has a mean of 1.0 and the
other score set has a mean of 5.0.

Since structure 1s a function of the relationships among
{tems, a test may have a similar structure |in diverse
populations, but the populations may differ with respect to other
aspects of 1tem performance. For example, Ltem means could be
markedly different across populations even 1f the structures
across.the populations were identical. As Gorsuch (1983, p. 335)
notes,

To the extent that invarlance can be found across .
systematic changes In elther varlables or the
individuals, then the factors have a wider range of ..
applicablility as generalized constructs. - The

)
subpopulations over which the factor occurs could--
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- and probably would<-differ in’thelr imeaniscores or . .

#+- ‘varlances -‘across the"groups,%:but‘the"fpattern ‘of

- relatlonships among the varlables ‘would * be . the

- same.
Knowledge regarding such ‘a dynamic would be important from a
measurement perspective because the process of summing item
scores within a scale also assumes that all the 1items are
reasonably homogeneous with respect to theilr mean values. Thlis
-assumption ‘is 'madé with respect to both |{tem characterlstics 
‘'within ‘a given ‘population’ and item performance across
populations, = {f the test ' is to be  employed 1in various
‘populatlions.-

A ‘‘concrete example may clarify the essentlal character of
this assumption. If the 1item means on a two item test in a

population were both four on-a seven-polint scale, then a person

who : scored "‘five on both scales ls deviating from the expected
{tem means by the same amount, and the scale score of 10 for the}
"person represents a meaningful deviation from the known total
score mean of eight, But say the population mean responses to
ltems one and two were, respectively, six and two. The parson who
scores, respectively, six and two on the ltems |s assigned a
scale score of‘elqht. The person who scores two and six is also
assigned a scale score of elght, even though the two sets of ltem
scores represent very dlfferent responses when compared with
ekpected of averéqe populatioﬁ responses, .

It 1s unfortunate that central tendency has not been}

considered a noteworthy lssue in most of the previous research on}

androgyny measures, The Iinstruments that measure androgyny:
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relevant ltem scores. If means are not comparable across ltems

fon

L ﬁ' LA L E
typlcally produce Mascullne and Femlnine scale scores by summlng',

CEQR sty

within a glven sample, then scores on ltems deviate‘ about'

different means and adding ltem scores without consldering these
varlatlions may dlistort total scores--the scoresv may lack
measurement validity and studies using the measures may therefore
be invalid. The process of adding item scores without considering
varlations In {tem means requires the critlical assumptidn that
the |{tems afe deviating about the same or at ieast comparable
means so that one 1s not adding "apples and oranges", 1i.e., so
that the addition process is {tself valld.

Even {f ltem means are comparable across {tems within given
sample types, it is important to ascertalin whether the i{tem méans
are also comparable across sample types, e.g., developmentally
actlve adolescent groups versus adult 5amp1es. If differences in
scale means across devélopﬁental groups afe due to a few 1{tems,
the content of those i{tems may have substantive implications or
may raise qQquestions about the validity of those items when used
with certain types of samples.

However, most of the studies in this area have emplerd

college students as subjects. The similar character of most of

the samples 1limits ablility to generalize about the valldityrﬂof‘

the BSRI. As worell (1978, p. 783) notes, "restricting all of the

sex-role research to college students, unfortunately, leaves us

‘with many unanswered questions about the generality of -results.

and the applicability to constrast populations." It is especlally
R _

surprising that so few studies have employed adolescents as
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subjects. Bem (1979, p. 1052) argues that even young chlldren“are
STy - W"‘#)N’ﬂ a'}ﬁl»«}{?"aﬂ Ky

aware_ of sex roles Marsh and Myers (1984) tested adolescent
;lrls. but school offlcials allowed the use of only ‘a subset " of
BSRI ltems. Mills (1980) employed a sample of 418 adolescents
but prlmarlly was concerned with the structure underlylng BSRI
responses rather than wlth central tendency of ltem responses.
The present study was conducted to lnvestlgate differences
lln BSRI results lnvolvlng developmentally dlfferent subject
groups Threel research questions were consldered in the study.
Flrst | how:w comparablefﬁnare ltem means across dlfferent
developmental and sex groups'> The lnfluence of sex was consldered
lslnce there are developmental differences across gender groups
and slnce the BSRI measures sex-role perceptlons that may also

_dlffer across groups_ as‘ an interactlve function of both

developmental group and gender. Second, wilthln a sample of.

adolescents, what are thel influences of age and sex on BSRI
rellablllty coefficlents? IE the test ls reliable when used wlth
| younger subjects, the measure may be an lmportant vehicle for
lnvestlgatlng qchanges in adolescents'ﬁ sex-role perceptlons.
Flnally, what differences ln the two BSRI.scale means are there
across adolescent age and sex grouplings? The analysls of scale
score means may provide some such lnslght‘.regardlng these

changes,

Beaults
Several of the many BSRI valldity studles In the llterature

report 1ltem means for blologically male subjects as agalinst

female subjects. Thus, flve sets of item means from adult samples
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were avallable from previous research. 1In ordéi-to gproviaé,

developmentally different comparison group, ° theuprégeﬁtkg%ak53§;€ .

collected data from 256 adolescents (25% glrls) rand1ngﬁfﬁ”'égé
(mean = 12.9; SD = 1.86) from 9 to 17. These data were analyzed .

in several ways In order_to address the study‘s filrst research
question.

Figqure 1 presents the item means reported In each of the
previous studies. In order to facllitate comparisons, the means
are graphlically presented along the one to seven response scale
employed on the |Instrument. Bem (1981) has proposed that  a
"short form" of her Instrument can be constructed by only scoring
20 of the iltems on the BSRI. These ltems are underlined in Figure
1. Letters "A" through "E", respectively, represent: a) the
.means reported by Bledsoe (1983) in a study involving 44 female
teachers; b) Hoferek's (1981) means from a nationwide survey of
physical educators 1involving 189 women; c) Pedhazur and
Tetenbaum's .(1979) means for 489 female graduate education
students; d) Hoferek's (1981) means for 102 men; and e) Pedhazur
and Tetenbaum's (1979) means for 171 men. The means for the male
adolescents in the study are repesented by pound signs ("#"); thés
means for female adolescents are represented by asterisks ("*").
The means for the two adolescent gender groups are vpresentéd
within thelr 95% confidence intervals, represented by ‘hyphens.
The {tems are sorted first by scale; the 20 BSRI gpmin;nglécale
items follow the 20 Mascullne scale ltems. For each‘ ;tgh, the
mean of the two means for adolescents and the mean of ‘'the flve
means for adults were computed, as was the *deviation of thése two

statistics. This difference score ls presentedlin parentheses for
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- each BSRI -1tem.  Wlthin each scale, the items presentedqin Flgure

:1% have been arranged 1In order of descending dlfferences,,ac:p;s

the two subject groups. | . SRR

INSERT FIGURE 1 ABOUT HERE.

In order to compare the varlabllity of item means across

ltems and across the seven subject groups, on each of the 40

-1tems . a classical sex-by-age-group two-way analyslis of varlance

was. conducted using the ltem means as the dependent varlable.

Table 1“ presents :the -40 BSRI items - in descending order .of

+:varlabllity of the mean scores. .Thus, for example, means on the

- 1tem, "Feminlne", tended to vary most across the seven subject’

samples, For each ltem, Table 1 also presents the sum of squares

-attributable to each effect and the percentage of each {tem's sum

of squares that 1s attributable to each source of varlance in the

- analyslis.,

INSERT TABLE 1 ABOUT HERE,

The rellabllity coeffliclents presented in Table 2 .-were
computed in order to address the study's second research
question. The table reports the alpha rellabllity coefficlents

for the two BSRI scales across various age and gender groups.:

INSERT TABLE 2 ABOUT HERE.

Total scale scores within the varlous age and gender groups
represented in the adolescents' data set were compared in order

to address the study's third research questions. Table 3 presents

135



the cell means across the subject groups. Table 4 fépoits th;" :

;

results of a two -way analysis of varlance Eor‘ both 'the QSRI

K »'--f -’ YRS A
R e Ty -\u B i)

scales.

INSERT TABLES 3 AND 4 ABOUT HERE.

Discussion,

The analyses reported in Flgure 1 compared means of means in
order to minimize the influence of disproportlonate sample slizes
Ln the wvarious groups. The Figure 1 results 1Indicate that
adolescents tend to score lower across almost all of the BSRI
ltems. In particular, with respect to Mascullne |tems, the
adolescent subjects percelved themselves to be less analytlcal,
self-sufficlent, self-rellant, forceful, {independent, and
forceful. The finding s not surprising, and primarlly reflects
perception of ¢the reallty that adolescents are dependent on
others. The finding that adoloscents consider themselves less
analytical may reflect a percelved obligation to be carefree.

With respect to the Feminine {tems, the adolescents
percelved themselves to be 1less sensitive, compassionate,
sympathatic, tender, warm and gentle. These results suggest a
self-orlentation that may be an adaptive effort to work through
{ssues involving ldentity and role expectations.

These findings do not contradict a view that adolescence is
a time of role exploration (Erikson, 1963, pp. 247-269), but
suggest . that this exploration may prlmarlly be achleved by  the
"doing" of tryling on roles rather than through the "thinking" of

reflection. 1In fact, psychoanalytlic theo¥y (A. Frued, 1972, pp.
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317- 318) suggests that thls dolng may “be an 1mp6rtaﬁ£. compoﬁeht

TUAN g e @ 0 (EATEIIES TR ST IS S

of adjustment-
| The character structure of a child at the end Jf
the latency period.;.'fhas to be abandoned to allow
adult sexuallty to Dbe integrated into the
{individual personalrty.- The so-called adolescent
upheavels are'no more than :he external indications
'that such internal adjustments are in ' progress...
- We all know-indlvldual children who as late as the .
. “agé of ‘fourteen, flfteen, or Slxteen show no such
outer ev(dende of innéf“unrest... They are, perhaps
more than any others, in need of therapeutic help.

The results presented in Table 1 provide further insight
regarding the measurement characteristics of individual BSRI
items--the hagnltudes and‘the sources of varlance in the mean
scores from the various ‘‘subject groups are presented. The
varlablitity  (9QS=25.93; V=25.93/6=1.11; g§D=1.,05) of the seven
" 'means on the item, " atheletlic,  was an ‘artifact generated by
Includlng*"dgta from Hoferek's (1961) physical educators, who
péiéeIVed ‘themselves to be more atheletic than other subject
groups. However, 1t 1s clear that there was disproportlonate
varlablility on two other items, feminine (§D=2.08) and masculine
(§D=2.01). These standard deviations are especlally noteworthy
since the response format only ranges from one to seven,

It is disturbing that the 'vast preponderance of the
variabllity on these items was assoclated with gender, as
indicated by the effect sizes of sex for these items. Bem (1981,

P. 14) has not included these {tems in the "short form" portlon
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of her measure: Q e e Ui m e

Note that the terms "feminine" and "mascullne?¢g§xgﬂgﬁﬁgﬁf

themselves been eliminated from the Short Form of ~~.: .

the BSRI. These terms actually reflect "hlgherF

order" tralts and are constructs denoting clustersn

of tralts themselves rather than behaviors.
However, a more parsimonious and thus more likely interpretatlion
would argue that the these two ltems merely measure physical
gender, as suggested by the present analyses. 1I1f so, the
inclusion of these ltems serlously undermines the vallidlty of the
measure, since the measures purportedly evaluates psychological
orientation regarding sex-roles and not physical gender. Thus the
use of these {tems has been criticlzed previously on both
theoretical and empirical grounds (Pedhazur & Tetenbaum,'1979).

Bem (1981, p. 5) notes that "the test s arranged so that

the ¢thirty short-form {tems appear filrst and, where ¢time 1Is
limited, subJects may be 1instructed to stop after the {tem
'conventlional.'" However, the savings in time from uslng. the
short form |s very minimal. Many researchers will be tempted to
employ the original "long form" so that thelr results wl%;‘ be
more comparable with previous research and because thgf._may
presume that the long form will be more rellable sincq. iy; is
longer, However, the two forms are highly correlated?(Bem,N;qel,
p. 15), and the “"short form" Mascullne scale ls . at. lgast\ as
rellable as the "long form" Y scale and the . "short form"
Feminine scale is notlceably moré reliable (Be@{_ 1981): p. 14)

and may well be more valid. The use of the "short form" or of
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the "long form" minus these two items 1is thétéfbiéé~§£§3%§iy

recommended ‘for most research applications. = ERE T

s .

The rehainlhg analyses presented in Table -1 “support the
previbhs"1nferprét;tloh“of Figure 1., For example, ‘large effect
sizes'for a§é wézé found forjthelitems, sensitive, compassionate,
analytical, and other varlables noted previously. Nevertheless,
tﬁe’ variability in {tem mééns across developmental groups was
‘relatively small, was systematlc rather than random, and lnvolved

‘theoretically ' interpretable differences. 'The analysls suggests
'uwéﬁgik’féém:meané’aréaieaﬁonabi}lcbmparable across subject groups,

36 " 'that measurement ° concerns regarding this aspect of test
performance are not appreclably warranted.

The analyseé repbftéd {in Table 2'sugqe3t that the BSRI has
.reasonable iieiiabllity even when used by younger subject groups.
The naSCuline scale reliability cbeff£¢1ent of .82 compares
- favorably with values of about .86 reported by Bem (1981, p. 14).
The Femlinine scale rellabllity coefficlent of .78 compares
"EAVOzably with values of about ,78 reported by Bem (1981, p. 14)
" for several studlas with adults. The Table 2 results also suggest
" that ‘the measure can be reasonably employed even wlth younger age
'groups within' the adolescent age range. The results must ' be
interpreted with some caution, since some age groups included few
subjects, but - the pattern |s consistent across the ages
represented in the study.

The results presented Ln Tables 3 and 4 suggest that_ both
gender groups tend to score somewhat higher on both scales as.
individuals grow older. However, the most noteworthy pattern ls

that males tend systematically to become more Mascullne whlle
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females tend to become systematlically more zemihinéfaﬁféﬁéy__agéafrm

during adolescence..ﬂThe;tabled-resul;s-also¢lndipate-that;mdles

fon - ,» .wu.:&l 3 %;.‘7%“:;-: P Gran o

and females are more comparable with respect tolthg}rYQﬁggqg;ihér
scores than with respect to the;r Feminine scale sco§g§? f;Eis";
suggests that females may be more llkely to become andfogynous
than are thelr male peers. Males may £find androgynyl less
advantageous during adolescence, Jjust as some research ksuggests
that androgyny may generally be more functionally advantageous
for adult females (Hellburn, 1984).

In summary, the results of the ptesent study generally
support the conclusion that scores oﬁ_the Bem Sex-Rdle Inventory
(Bem, 1974) are reasonably rellable aﬁd valid even when subjects
are young adolescents. Although the present results corroborate
previous f£indings that the two {tems, masculine and feminine, do
not have deslrableJmeasuzement‘ characteristics, varlat;on: in
item performance '.acrqss developmentally different groups
generally were relatively small and were predictable., Thus, .the
BSRI measure may be helpful in exploring the development Qf sex-
role perceptions during adolescence, or 1ln tracking the q;fgcts
of culture changes on the sex-role development .process as

socletal expectations and norms change,
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Variéble -

Feminine .2
Masculline 2
Atheletlic
Sensitive*
Competitive
Compassionate*
Analytlical
Sympathetic*
Childlike
Self-sufficlent
Forceful#h
Tender*
Self-rellant
Eager soothe*
Loves children*
Affectionate*
Acts as leader
Independent#
Gentle*

. Warm#*

Loyal 3
Has Leadership# .
Take stand#
Willing risk#
Makes decisions
Understanding*
Soft-spoken
Assertivedh

No harsh lang
Aggresiveid
Individualist
Defends belief
Dominanth
Ambitious
Gullible
Cheerful

Strong personi
Flatterable

Shy

Yielding

~. s Classical sOS Decomposition - v
SOS ' SOS- - Effect SO0S . Effect
Tot Sex Size Age Size:
5.93,25.183 97.12% 0.002 0Q.01%
4.36 23.989 98.48% 0.235 0.96%
6.64 0.922 13.89% 0.138 2.08%
2.56 0.068 2.64% 2,224 86.20%
2.18 0.843 38.67% 0.012 0.55%
2.10 0.044 2.10% 1.773 84.43%
1.97 0.076 3.86% 1.910 96.95%
1.84 0.137 7.45% 1.354 73.59%
1.79 0.253 14.13% 0.014 0.78%
1.76 0.010 0.57% 1.537 87.33%
1.686 0.163 9.70% 1.417 84.35%
1.61 0.136 8.45% 1,238 76.89%
1.53 0.000 0.00% 1.382 90.33%
1.48 0.259 17.50% 0.803 54,26%
1.46 0.287 19.66% 0.282 19.32%
1.42 1 0.228 16.06% 0,823 57.96%

.1.36 0.311 22.87% 0.496 36.47%
1.33 0.003 0.23% 1.048 78.80%

©1.32 0.057 4.32% 0.934 70.76%
1.25 0.067 5.36% 0.979 78.32%
1.22 0.083 6.80% 0.913 74.84%
0.90 0.233 25.89% 0.383 42,56%

©0.85:0.177 20.82% 0.633 74.47%

' 0.78 0.412 52.82% 0.000 0.00%
0.66 0.274 41.52% 0.356 53.94%
0.65 0.060 9.23% 0.524 80.62%
0.64 0.179 27.97% 0.274 42.81%
0.63 0.002 0.32% 0.580 92.06%
0,62 0.062 10.00% 0.481 77.58%
0.62 0.271 43.71% 0.001 0.16%
0.53 0.001 0.19% 0.326 61.51%
0.50 0.004 0.80% 0.309 61.80%
0.48 0.270 56.25% 0.110 22.92%
0.43 0.063 14,65% 0.032 7.44% -
0.36 0.216 60.00% 0.058 16.11%
0.29 0.035 12.07% 0.123 42.41%
0.23 0.007 3.04% 0.146 63.48% .
0.2 0.018 7.83% 0.021  9.13%
0.19 0.013 6.84% 0.015 7.89% -
0.04 0,001 2.50%

*

. Table 1l -
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0.007

17.50% -

Iﬁter

0.055
0.175
0.204
0.156
0.013
0.051
0.021
0.161
0.058
0.011
0.150
0.030
0.005
0.199
0.679
0.152
0.001
0.000
0.220
0.032
0.097
0.007
0.001
0.013
0.009
0.019
0.099
0.018
0.001
0.001
0.177

-0.,038

0.088

- 0,033
: 0.030

0.000
0.148

- 0.023

0.012

Scored as a Mascullne ltem as part of ‘the "short qum."

Scored as a Feminine item as part of the "short fotm}"

Effect
Slze -
0.21%
3.07%
" 6.05%
0.60%
1.07%

8.75% -

3.24%
0.63%
8.93%
1.86%
0.33%
13.45%
46.51%
10.70%
0.07%
0.00%
16.67%
2.56%
7.95%
0.78%
0.12%
1.67%
1.36%
2.92%
15.47%
2.86%
0.16%
0.16%
33.40%
7.60%
7.92%
20.47%
9.17%
10.34%
0.00%
64.35%
12.11%
30.00%



16
30
54
64
37
20
16
11
256

. Table 2 :
Alpha Rellabllity Coefficlents for Adolescents
Both Sexes — Males Females
M- F n M F : n M
.62 .85 8 .62 .85 - -
.85 .07 13 .82 .04 3 .93
.85 .78 22 .83 .18 8 .88
.81 .59 46 .76 .49 8 .86
.74 .81 50 .74 .79 14 .80
.84 .84 23 .84 .84 14 .88
.90 .81 12 .90 .80 8 .90
.86 .81 10 .85 .84 6 .67
.85 .86 8 .88 .84 3 .59
';82- .78 192 © .79 .74 64 .88
'” f“~7. Table 3 "
Cells Means for Two- Way Analysls
Mascullne ”v* Femlnlne .
Males Females Total 'Males Females = Total
94.5 - ' 94.5 83.6 -- .. 83.6
93.0 81.0 90.8 79.5 81.7 79.9
98.7 87.1 - 95,6 82.2 98.2 86.5
199.0 78.5 95.9 81.9 88.4 82.8
96.1 - 97.6 96.4 83.4 92.2 85.4
100.6 98.6 99.8 82.0 - 97.2 87.17
102.9 91.4 98.3 76.0 93.0 82.8
103.3 85.5 96.6 89.9 106.8 96.2
103.5 94.7 101.1 91.0 111.7 96.6
98.5 91.3 . 96.7 82.7 95.5 85.9
Table 4
~ clasalc 808 Decompoaitlon Aczosa Scales
Mascullne . - : . Effect
source - 808 ' df --M8 ' Fcalc Slze
Age - :1996.2 8 249.5 99 3.0%
Sex 31717.2 1 3177.2 12.70 4.79
Age*3gex 2875.4 - 17 410.8 1.64 4.3%
Residual 59772.4 239 250.1
Total 67123.8 255 263.2
Feminine : Effect
Source 808 df MS Fcalc Size
Age 3542.0 8 442.17 2.4 6.49%
. Sex 6969.6 1 6969.6 38.90 12.69%
Age*3Sex 1114.3 1 159.2 .89 2.0%
Residual 42823.0 239 179.2
Total 55347.5 255 217.0

58

.37
.82
.88
.80
.54
.87

'29

.82




Figure 1
Item Means Across Studles

MASCULINE O
e . _"_.,-; B R N LR S 3 R
analytical 1----- 2e===- Joo=-- 4----- SBADE-6-----7 5,03
(1.14) -=%-- c .57
I --¥-
self-sufficlent 1----- 2----- 3----- 4----- 5---AC6B----7 5.61
(1.03) ---%-- E D .54
- . --“-
galf-raliant 1----- 2====-- J-==-- 4----- 5----EAB----7 5.77
(1.00) ——fa- CD .50
‘ | --#- A
forceful 1----- 2=-=-==- 3-=--- 4---BED----- 6----- 7 4.56
(.97) : ———koa. Cc .53
: | e
independent, 1----- 2----- I----- 4----- S---AED-B---7 5.67
(086) ke c 047
A
--#- B
assertive 1l----- 2----- J----- 4----- ED----6----- 7 4.81
(064) -*--C ' .32
I -4--
willing take stand 1----- 2---=-- J-=m-- 4-=--- S-ABE-D----- 7 5.37
' (.64): --=*-= C .38
-4§-- -
acts as a leader 1----- 2----- J----- 4--AC-E--B--6-----7 4,90
(.595) ———to- D .48
..'--
has leadership ability 1l----- 2----- J----- 4----- AC-EBD6----- 7 5.30
(.48) AL .39
--#- B
{ndividuallistic 1----- 2--=--- KEE LT §----- 5-AED-6----- 7 5.37
(.48) -==%C- .30
Ck- A
defends own beliefs 1----- 2----- J-===- 4----- 5---EB6D----7 5.73
(.47) ""*-C 029
| b
makes decisions easi{ly 1----- 2--=--- J-===- 4--ABESD----6----- 7 4.59
‘ (.46) -==*-C _ .33
—p-
atheletic 1-----2-----3--C--p---E-5-----6BD---7 5.04

(-.39) 1.05
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strong personality 1-----2-----3-----4---==5-E-B-6----=7 535

- (.31) ---*C-D .19
-p--
dominant 1----- 2----- 3-----4ABD-ES5----- 6-==-- 7 4.41
(.24) ---%--C .28
_ -
competitive 1----- 2----- 3----- 4A--C-5E-B--D-----7 5.15
(-.16) S | —-sko- .60
| s --#B
ambltious 1----- 2----- J=---- 4----- A--CED6----- 7 5.45
BT - TS - 27
g R —p-
willing take risks 1-----2----- 3----- 4A---BED----6----- 7 4.81
: o =0y -=%-C .36
. N '-‘“--
masculine 1l----- CAB---3----- {----- $5----E6-D---7 3.74
(.03) -k 2.02
-§--
L 1----- 2----- 3e=--- A-CE-B5----- 6----- 7 4.50
(-.02) =-=%--D .32
FEMININE ' ,
-~ )
senaltive %o peeds 1----- 2--=-- 3----- 4----- §5==-=-ADC-=---7 5.57
(1.27) --%*-- BE | .66
- A
. le---- 2----- 3----- f-=-m- 5--BDE6----- 7 5.41
L (1,14) -=%-- C .59
& pee
l===-- 2-===- Joce-- ove-- $5--BDAC----- 7 5.48
(1,01) - --%--E .55
cmfm——-
C lee=e-- 2----- 3--=-- f--=-- SBDAC-6----- 7 5.05
(.96) | ===teaf .52
: ye-
Ya8rM l1----- 2Q====- Jom--- j--=--- S-BDA-6----- 7 5.3
(085’ --*--EC -46
 le---- 2----- 3----- 4----- 5-<-BD-6----- 7 5.34
(.83) -=%-EC .47
-
loyal 1----- 2----- J----- Y R - Jp—— 6EBA--7 6.15
(.82) -*--CD .45
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affectionate

(.80)
eager soothe hurt 1----- 2====-- J-===-- §----- S--DC-A----- 7 :5.38
(.79) -*E- .50
--#- B
understanding 1l----- 2----- J--=--- 4----- S----DA----- 7 5.71
(.63) --*-EC .33
--§--D :
not harsh language 1----- 2==-==-- 3----- 4--EA-5----- 6----- 7 4.37
(.60) ---*--CB .32
--”_ A
loves children 1-----2-----3-----4-----5---E-B-D---7 5,85
(.49) ~C*-- .49
-¥-- A
feminine 1-p---2E----3----- §----- 5-B--C6----- 7 3.98
(.42) -—=%-- 2.08
- —#A-
soft-spoken 1l----- 2-===- J--=-- B--CDES----- 6-=-=--- 7 4.22
(.41) _ -t .33
-#- AB
cheerful 1----- 2----- J--=--- 4----- 5S--ECD6----- 7 5.58
(.31) : -%-- .22
-f--
gullible 1l----- 2e===- DEB-A-4----- S-=w-- 6----- 7 3.30
(.24) -=%--C . 25
--#-DA
flatterable 1l----- 2==-=- Jemo-- 4BCE-=5----- 6----- T 4.34
(.13) --tae .20
-“--
shy l----- 2====- 3-ADCE4{----- Seceea Geeee- 7 3.54
‘-011) -a-*--- 018
-4p-~
ylelding 1----- Q====-- KEEEE L 4-DA-=-5=-===~ 6-=---- 7 4.33
(.07) -*CE- .09
-—f-
childlike 1----- 2-B---EC---A4----- S=ew-- 6----- 7 2.94
(-.06) . D ~=-%-- : S .55

Note. The confldence intervals for blologically male adolescents bound
"§", comparable values for females bound "f". The mean of the seven
means {s presented at the end of each scale; the SD |s presented below
the mean of the seven means. *
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