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JLTIPLE LINEAR REGRESSION VIEWPOINTS 
VOWME 18, NUMBER 1, SPRING 11188 

A Perspective on Applications of Maximum 
Likelihood and Weighted Least Squares 
Procedures, In the Context of Categorlal 

Data Analysis 

Andrew J. Bu1h 

Baptl1t Memorlel Ho1pltal 

Memphl1, Tenn. , . 
' ,; 

Pioneering technical contributions to the applied 

statistical literature by Grizzle, Starmer, and Koch 

(1969), Bishop (1969), Fienb•r� (19701, Goodman (19701, 
t ' :� 

' 

Koch and Reinfurt (1971), and, more recently, didactic 

contribution• by Forthoter & Lehnen ( 19811 and br 

Kennedy (19831 hav� helped focus the attention of rnanv 

research practition•r• in the behavioral scl•nc•• on 

the pot•ntJal tor sophisticated analyst• of c�tuqorical 

response data,· In consequence, there 1• a 9rowlnq 

awareness that a richer analy•J• can be performed on 

respon••• measured on the nominal or ordinal scale than 

1• customarily permitted by simple crosstabulation ond 

chi-square partitioning, 
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This awareness has led to the ever increasing 

p o p u l a r i ty o f  strat e g i e s  f o r t h e  �nalysis of 

asyr.1r.1etric, categorical data models--that is, r.iodEd s 
f"'!",i,t<··�'·�{-...;.,· ., . .: 1'· r'·. '., 

• ··t 
having at lec1st' 1one·'Variable identified ac; a response 

:�t_,1 ''!f�.·-.,•·�!'�- r·•·i ,., { .·_,,",' 0
"'. , j, l' '.°\1 ',' '.,t·! 

var !able. In particular, • strategtes'!that follow ''either 
� "\./"1·�.:'. . . .,,· \ . ·' :·L. , ·: . ' '/, ...... ; •�,-;·�t:;' ,

the m e thod of maximum likelihood (ML) in the Goodmdn 

tradition, such as l og-llne.ar' (l�git) and logi,stic.: 

regression analysis, or the method of weighted least • f. ;Jj\
squ ares in the Grizzle,•,1,S�armer, and.Koch (GSK)

., 11) ,, 

tradition have been strongly gaining in acceptance, 

Parenthetically, two points need now be made 
\1 1 I : r, ' ' i' t a : �• ' f 1' '. / ••� , • j ,\ ,-° ' > � ' .,. { " 

before proceeding to tho main course ot the narraEive. 
- f" f ; '1 ___ ,,,, •• I fr j :) /·'' ,�.,..,___ , •'1 ""'�-•·,, 

First, the 1trotegies mentioned obove also allow for 
; ' �j 

I , < , i ;"·, ( 
; \ 

the analysis ot symmetric models--that is, model, tor 
'I 1 1 t,; I t' , 1 ; \ r I 

which a dependent. or respon�e voriable has not been 
l '. , .. \ r, ; \1 ; .', " : 

f : • , i : . 
J dent it 1 ed, However, tor the purpose ot d 1 scuu 1 on, 

' },! 

the focus here will be on asymmetric models, 

Secondly, the OSK strotegy subsumes an appro,1ch 

that is known by some as Minimum Chi-Square Estimation 

(cf. Aldrich and Nelson, 1984) and is 0 specific, 

d i rect, weighted least-squares approach employing 

categorical independent var iabl�s only. This point is 

made to call attention to the fact that the label, 
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weighted least-squares, is a general descriptor for any 

weighted regression procedure usind any weighting 

factor whatsoever·. Since differential selection of 

weighting schemes will produce different regression 

results, all weighted regression pro'cedures are not 

equivalently effective. But, because·of an unfortunate 

tendency to group any and all weighted procedures under 

a , s 1 n g l e 1 ab e 1 ,' ' the Gs K pr O � e du r e has had ; s O Ille 

u n d e s e rved bad �ress, 1� t h� form or guilt by

association, from those who' disparage the regression

analysis of categorical data in general. The upshot of
'! ,t•1 i, I 

this digression is to admit that the GSK approach is a

weighted regres�ion approach with the further ad1�ission 

that it is fundamentally sound, 
l .. •-•-· " 

A• might be expected, since the ML and the GSK 

approaches use different mat�ematical bases in their 

foundation, and thu• can lead to dittering •tati•tlcal 

judgment■, some dispute regarding their relative merits 

ha• begun to appear. Advocate• of ML baeed •trategi•• 

typ lea 11 y highly value log-lf near and l(?glstic 

reqreesion analyst• but look a•kance at the u•e or 

line�r regression tor the analysis or categorical 

outcomes, This position is particularly likely to 

develop amongst analysts who pursue lo�-linear problems 

from the mental framework of the Deming-Stephan 

iterative proportional fitting (IPF} algorithm (see 

Kennedy, 1983, for a particularly lucid description of 

3 



· By employing the IPF technique, a soun.d strategy
1 ,'" ' '  ( ., 

in and of itself, it is .u�f�rtunately quite po�sible to 

miss the point that log-linear analysis is es�entially 
,, 

', ,i,r.), \ ; 

a linear modeling process. 
;,1;{ ;L '' : ' 

Jinear models really are, , in fact, linear mo·dels, and 
', : ;, ;,' ;·� , , •• ,','i'."'' , :.J 1t., 'j, '' i , 

as such they can be structurally coded and ,resolved as 
., ' '; r.·· 1,, ', •;,.,1 . ''. "] :� ,, '.\ \ •. ,\ ," ·;. ; !' J ,, . ' : 

linear models, Those familiar ,with the alternativ.e to 
; • ' � � ! ' ' (\ l > : ., < • .).,} > ' , 

IPF, the Newton-Raphson iteratively, reweighted 
, ). \, t i,.. l/1 I, l.s,' ' ' " 1 j I 

regression algorithm tor .achlevin9 ML1est1,a�es (see
Haberman, 1978, tor a tull description) ,recoqnize the 

1•,: 1·\ r��·'· 1 :,1 r•··, 

truth ot this perspective much more readily, 
----1 1'1!; ,·; •ft�� ',{ ' /,;;;�•·�•- ,---

In reality, that which separate• ML tro� GSK 
i C i, t·' ' 'U '\ 

ana�ysis is not that one employs.linear models and the 
I ,,, , ·, ''.\I fl 7 '• � ", '� A 1 ,. 'l � "r,,H �L f. 

other does not, nor J• 'Jt that one employ, a regre••ion 
1, f \ J. l ;·, ;•/ t ff') ''' { { 1 

strategy and the other does not, Both, in tact, are 
, ' ·, ' 1  

rooted in a regres•ion ba•i•, 

the two is that their methods 

regres•ion •trategy ditter, 

JU , \ f 

What really 1eparates 
� I '_\ f J..# • 1 

ot implementing tho 
,\ 

On the one hand, GSK eeoke' to achieve parametor 

e1timates through minimizing. a model'• residual chi­

square, It does ao noniteratively und�r the mechanism 

ot weighted least squares regreasion by adopting a 

weighting matrix formed as the• inverse of the variance 

of a researcher spec 1 f ied response tunct ion · ( see 

Forthofer and Lehnen, 1981, for a very thorough 

4 



description)• 

ML, on the other hand, seeks to achieve parameter 

estimates by maximizing the likelihood function and 

does so iteratively under the mechanism of reweighted 

least squares regression. Per force, the weighting 

matrix, the basis matrix, and the form of the response 

variable for ML differ from tho�e used under GSK. 

,,,Both strategies avoid the ·well-kno"1n 'p
t

°oblems. that,. 

plague ordinary least squares in this context by not 
r• / ,, ::':' ,,•,'••:�,:�.i;J:" !, ,' : -,• • .I ' ••• 

making untenable·, distr Jbutional assumptions. Neither 
;" i .• : ,,, • •: l, ";f :�::,.( ;�:•. ·' / I>.,,\ I,'_;, :• •••, ;, 

assumes normality nor 'homogeneHy of varian,,,, :,1e 
'i ; 

• 

residua 1 . • Both aeeume i l ridependenc'e 'and both typ i ca 11 y 
- ,-;·_,.;,� ' J t'' .... ;

i

. 

assume' a product-multinomial parent data distribl1tlon 

tor asymmetric problems, 

A Technical overview or The GSK And ML cat�qorical Data 

Analy•J• Strategiee 

To help tJx the idea that both the GSK and ML 

procedure• tor analyzing categorical data are, in tact, 

regression b�sed techniques, � summary overview ot both 

procedures Js ottered on the tollowing tour pages, The 

technical description of each is h4ghly condensed and 

is meant to give a reference' point to the reader rather 

than a full, didactic exposition. The text underscores 
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that both procedures rest solidly on the foundation of 

w,ighted least sgua�es (WtS), Pages six and . ,  seven

•:describe major aspects of the GSK strategy while pages
eight and nine deal with the ML approach. 

,The GSK Approach 

Wei1hted Least Squares (WLS) analysis, employs a mathematical • ·'model that 
adopts the r ollowtna notation: 

" ,• (4:/1'1 .. , ,; 

I. ! a vector of proportions. Each p
lJ is computed • as· "the

ratio or a response frequency r1J '�o r1 • • f r,J , , : . ' , 
Jo i where the subscript i indexes a parUcular . Independent variable 

level or combination or levels, the subscript J addresses a 
particular level of the response ,measure, and t denotes the 
number or lmts present tn the response measure. ,The elements or 
! are arranged 10 that the t proporllons corre1pondln11 to a 
value or i are cont11uous and in ucendtn1 order or J.

2. A a vector or contrut coefficients wtth elements a, .
3. I a vector or contruts auch that Y ■ Ap for addlliye models. 

Each Y1 ts formed u Y1 ■ l aJ p1J , Alternatively
tntrtnslcally multiplicative models can be formulated by first 
t11Jdn1 the natural 101 or the p1J . In this cue, the vector I ls 

formed u Y ■ A ln(p). for such models, Y1 ■ l aJ ln(p1J). 

4. X an independent variable coding matrix. For, WLS reaults to 
approximate loose or a loJ•llnear analysts, the matrix X Is 
coded usln1 errect codes (I.e., 1,0,-l) ..

S. ! a vector or regression weights. 
6. t a vector or residuals.
7. W a matrix or weights such that- W. • V(Y)" 1• 

6 



• In the case of an additive roodel, V(Y1) .. .J. {i: a2 p - ct a p '12]

'� O;p ( IJ /•. J ,'1 . Should r•2 and A • [I OJ or A • (0 I], V(YI) • IJ r IJ . for 1-1 or J-2
I 

.. 
2 • 

. 

In the case of a mullipttcalive model, V(YI) • � ·f - t (� a/. Here,
f:r IJ ,·FT 

sh>uld r•2 and A • (I -1) or A ,. (-1 I], (the logil function), then it follows 
that V(YI) • t p (ll-p J for either J-l or J-2.

I IJ IJ , , i'.L' 
Using these conventions, the regression model can be written u: 

,.4 " "  

Y•X�+E 
b • cx1

wxr 1 (X1WY)
vCbJ • cx1wxr1 

y•Xb 
vcvJ . x cx1

wxr1 xT ,,.:, •• 

The residual chi-square for such models is1 

x2 • CY - XbJTwCY -XbJ
with df • k - m 
where k • the number or Independent cells 

(I.e., rows In X) ·· ) 
and m • the nt111ber or parameter, • •• 

(I.e., columns In X] 
Given a contrut matrix C that has dimensions c x m, com5nent

chi-squares (t.e .. corresponding to the 1eneral linear hypothesis • OJ
can be computed u1 

X2 • (Cb)T(CO<T
wxr 1c1r 1cb

with df • c 
Approximations to component chi-squares, can also be computed by taldng the 
dtrrerence In residual chi-squares for competing models with � equal to 
the difference In the respective number or parameters. This appr01lmallon 
method Is not as effective here as It Is In log-linear analyses since the 
chi-square estimates are the classical Pearsonian rather than the maximum 
likelihood ratio chi-squares developed by Fisher and are, consequently, not 
precisely additive. 

7 



The ML Approach 

.'.. ,.,Jteratlve Weighted Least Squares (WLS) can be used to achieve Maximum 
JLtkeUhood (ML) estimates. The strategy assumes the following notational
; conventions: . • ) 
, '-:�lt�·l��:?-:_, ·,, l. A diagonal matrix [ or dimensionality (kr I kr) where k ls the

number or independent variable .cells and r. ls the number or
response variable levels. The elements or [ are Individual
r, where l <• 1 <• kr. They are arranged on the major dla1cmal
so that the order or rota ton ls throu1h the response levels for
a particular independent variable cell before the next cell If 
represented. 

2 A diagonal matrix & wrose entries e
1 

are the expected 
frequencies for a given model in correspondence to the r,.

3. A design matrix X or dimeoslonallty (kr I ml where m is equal 
, '

to the sum (k-l)+(r-l)+(k-lMr-1). Note that m represents the
total component degrees or .freedom in a 1lven model excluding the
intercept (or grand mean) which ls not coded. The design matrix
X ls composed or effect codes (l,O,-l) and ls formed ass

a. The first k-1 columns or X are errect codes on the
independent variables-- each row or which Is replicated
cont11uously .c times. , , 

b. The next r.-1 columns or X are formed by llJ2&.ls
repllcat1n1 err ect codes on the response measure k times.
Each .block Is or dlmenslonalily :r. 1 t-1.

c. The remalnin1 OHMr.·U columns represent the
Independent-dependent variable Interaction terms and
are formed by multiplication or the correspondln1 prior
columns.

◄. The subscript , represents the current Iteration and the subscript
f represents the prior Iteration. 

5. Vector l • dla1 (ln(EP) + (F - EPJE;1 
). On the first Iteration.

this procedure Is replaced by computtn1 eacb element ): lo be
Y1 • ln(e1) where e1 • r, + .OS.

6. A matrlJ D. or the same dlmenslonallty u X Conned by kt
row repllcates or the vector d wtlh elements d, (I <• J <• ml

2 "1J e,
where dJ•1,i.--

le, 
l•I 1iven the e

1 are from the prior iteration 

8 



The iterative process, 1iven X and E, is as follows: 
t. Compute Ye as described.

. 2 Compute De as. described.
3. Generate the matrix A • X - De
4. Estimate the re1resslon wei1hts � as

[ T )"' T
be • � EP Ac � EP Ye 

8c • In 

•c • i bJ xtJ
S. �stimate the Ith element or Ee as e
6. Ir the estimates be converse on bP then stop iteration

otherwise return to step I.

Given conver1ence, the followln1 additional estimates can be made, 

I. V(b) • CA! Ee ,\J"1

2. Standardized residuals are (ft - e
t
)/ ,Jlj

3. Residual L 2 ■ 2 l r, tn( � )
M

4. Residua�. x2 • l cr,,�,12 

l•I 

• both with st[ ■ kr • m • l

9 



Compa'ririg 'GSI< And ML Methods 

As the reader can read1Jy see, both approaches 

permit point and interval estimation of regression 

parameters. To help profile ho� the stra�egies compare 

with one a nother, their relative merit from the 

author"s point of view will now be examined along 
! 

several dimensions. Those dimensions are: 

l) 

2) 

3) 

4) 

e) 

6) 

7, 

Ability to deal with symmetric models. 

Facility.tor testing hypotheses, 
f?: 

Sti�i•�ical properties of estimators. 
, ,., ·1 ; t i 

Relative computational requirements. 
;r�-r�.1 : �.) /1 ,;�) •• • 

Ea•e ot. interpretation ot estJm,,ors, 

Ro but tn•u w 1th reepect to extreme 1/'a l uu, 
, ,J <, 1, Y,, ' ," 

• , ' • t .
',"'

( ·� '· '/ Jj \ 

Capacity tor handling interval vl.\rll.\hles, 

� Y. !ll .m 9..U.J. L.M.2.�.J .I With regard to doing datl.\ 

analysis where no individual variable 1• •pprcetvod to 

be a reeponee (dependent) variable,, the ML method has a 

clear edge. In tact, log-linear analysis, havinq its 

roots in the rteld of sociological methodology, a !ield 

that does not often enjoy the luxury of experimental 

manipulation of independent variables, is exceptionally 

well-geared for coping with marginal and partial 

associations among varlable8. 

10 



In contrast, the GSK approach, an approach thdt 

emanates from the biostatistical world, is focused 

directly on exploring the �ffects of one or more 

independent on one or more dependent variables. Unlike 

the log-linear strategy, GSK forces selection of a 

response variable. This does not mean that the GSK 

approach can not handle symmetric problems--tt can. 

However, an analyst must syst�matically rotate through 
' 

• . 

a problem's variables choosi�g different variables, 

individually, as th� response measure. Consequently, 

the GSK method ts not as desirable in s�ch a co�tex�. 

Assuminq the 

asymmetric environment tor the remainder or this 

narrative, how do the strategies compare on the baate 

ot teettng hypothese�? In this writlolr's opinion, the 

OSK a p p r o a c h  ts pr o b a b l y  s t r o nge r but not 

OSK, on the surrace, appears to 

have for greater flexibility becauso the analyst ls 

permitted to establish nearly any linear combination on 

nenriy any transformation or the r�sponse measur�. 

Such flexibility permits definition of a response 

function ln terms of rliw proportions, or logHed 

propor tions (the 1-,tter leading directly to odds 

ratios), or even exponentiated proportions. 

11 



comparison, the log-linear approach forces a 
f'i 

Y _  , 

proportions, 

the response function in terms of logged 

However, what is often overlooked during 

a log-linear analysis is that expected frequencies are 

generated and that the analyst is free to establish any 

desired transformation and linear combination on those 

frequencies he or she wishes, This implies that the ML 

method can be as rich analytically as the GSK method 

(cf, Haber, 1984), In fairness, though, the more 

extended mode of analysis under ML is not typical and 

is more mechanically difficult, 

Statistical Properties, With respect to the 

statistical properties of the estimators produced by 

GSK and ML, a slight edge has to be awarded ML since 

the ML estimators are well-known to be asymptotically 

consistent and relatively efficient, 

well known is that tho GSK estimators are simJlarly 

asymptotically consiatent and, for that matter, 

ayamptotically equivalent to ML estimators, They aro, 

in fact, best asymptotic normal estimator• (BAN), 

For fully gaturated models of any sample size, the 

two methods deliver identical results, For unsaturated 

models on large samples, differences in the estimatorR 

tend to be trivial, However, as sample sizes decrease, 

12 



the GSK and the ML estimators can be disparate with the 

ML estimators tending to have smaller variance, The 

question of how large is la�ge enough to fe�l fairly 

comfortable that similar results will be afforded by 

both strategies is not precisely known. However, it is 

generally recommended that samples be of sufficient 

size before employing either approach. For specific 

guidelines under GSK, the reader is referred to 

Forthofer and Lehnen (1981) and, for guidelines under 

ML, to Haberman (1978),

Computational Requirements, From a computational 
,1 

perspective, GSK has a clear edge, In the first place, 

it is non-iterative, In the second, its basis matrix 

is a factor of rwr smaller where r denotes the number 

of categories present in the response variable, For 

problems involving polytomoue response moaeures, 

computational resource requirement• heavily favor GSK, 

While such consideration• may not be critical for 

mainframe applications, the reeource Implications for 

mlcrocomputlng are clear, 

Ease of Interpretation, With regard to estimator 

interpretability, ML estimates are �lightly easier for 

a novice to make sense of if a canned log-linear 

strategy is being employed. This is the case because 

13 



parameters are conceptually well identified in the 

paradigm of analysis of va�iance effects on logged 

expected cell frequencies. If, however, the more 

flexible regression coding scheme afforded by the 

Newton-Raphson strategy is employed to deviate from 

traditional effect definitions, this edge evaporat�s 
l; l 

and both ML and GSK estimates must be carefully 

identified by the analyst, 

Robustness for Extreme Values, From the 

perspective of extreme values, the GSK and the ML 

strategies share common problems, Both must cope with 

empty cells by either making a nume�ic replacement or 

collapsing categories, Further, both rely on having 

larqe 1ample1 to effect robustne11 in the etatistlcdl 

propertios ot their estimators, From thls author's 

viewpoint, neither procedure ha• �n edge with regard to 

this problem, However, lt ehould be noted that it is 

recommended that the GSK approach engage a log 

transCormation on proportions when proportions aro 

extreme rather than operating upon them in their native 

metric (see Forthofer & Lehnen, 1981), Intuitively, 

the same caveat should apply to followup contrasts on 

ML estimates. 

14 



J;_n_lli.'l.� i_:_Jn.d�P.�!l�fill. t_·_y_a:r .i�.P.-���. With. regard to 

interval 'independent ·variabies,·'on<� variant''o'f' ML, 

namely logistic regression ana�ysis, has a distinctive 

advantage. It has the capacity for copiniwith a mi� 

of both categorical and continuous variables with the 

provision that the response measure be a dichotomous 

variable. 

Neither the GSK 'nor traditional log-linear ML 

methods i, Even So, eln 
. \ :,: '"'" ,: 7 ; h,C;,'I • 'f'', '\,"' ·,, ,, ' , ,, ..,_, ·: ,· 

analyst c ould  approach· the ·situation of interval 

variables with eith�� lo��liri�ai oi Gsk analysis b� 

meaningfully c ategorizing all interval variable's 

present, 

Given this profile, which procedure 

then Is preferable? From the author's perspectlv� 

neithar completely dominates tho othor. 

powertul and are well worth m4stering. 

Both ari:t 

Should tho research purpose be to examine marginal 

and partial associations symmetrically, the ML approach 

embodied bv loq-linear analysis is proferable, Should 

the research purpose be to test hypotheses on response 

level proportions or on complex \unctions, the GS!-

approach ls preferable, If interval level independent 

15 



present and recoding is not desirable, 

the'· .. /logistic regression ML approach is promising--
,._ � , ,  l t '.,,, , ,, . 

prbViding no more than two levels are present in the 
.,,, ; � ' " i , 

response variable. 

Should computing facilities be highly restricted, 

the GSK approach can be preferable. If the analyst is 

unsophisticated with respect to the analysis of linear 

mcidels, .. a traditional log-linear analysis will be 

eas�er to pursue. If sample sizes are small or empty 

cells are present, neither s�r�tegy is particularly 

safe, . If extreme proportions are present, both 

approaches should make appropriate adjustments�

In the final analysis, both approaches have 

specific •�rengths as well as detractions, Both offl"r 

strong analytic capabilities and both belong in our 

repertoire, 

An AnalyRiS of Hypothetical Data By ML And By GSK 

For the purpose of illuatrating the similarity of 

the two methods in an applied scenario and for the 

purpose of demonatrating their versatility, the 

following simple numeric example is offered. The data 

shown below were constructed by John J, Kennedy, of The 

16 



Ohio State University, as· a didactic example to show 

how effect contrasts might. be estimated through chi-

square partitioning, With. his kind permission, the 

data will be employed here to show (1) how both ML and 

GSK can be used to estimate linear and quadratic 

effects and (2) how both the ML and GSK procedures can 

pursue traditional log-linear effects, 

The data are given in Table 1 and consist of 

frequency counts that have been crosstabulated 'on th� 

basis of student sex (Ai• Males , 1 ·:· A2• ·Females·), an 

unspecified treatment variable (81� Treatment, 82• 

control), and a trichotomous outcome measure (C1• Poor, 

C2• Satisfactory, and C3• ·Good), 

Table 1 . A Hypothetical 2x2x3 Data Example,

_ Ouill.m� Duer iJll..lon: 

e.2.2.r. Sl.\tla(ndory Good sum 

Se>< Treatment. 

M T ' 19 4 28 

M C 3 6 13 22 

F T 6 16 6 28 

F C 2 8 12 22 

Sum 16 49 33 100 

17 



Page 19 demonstrates a linear and quadratic effect 

coding setup used ,as input to an author prepared 

Newton-Raphson ML program that has been designed to 

teach the flow of the ML procedure. The input consists 

of (1) the number of rows in the regression basis 

matrix, (2) the number of columns in that matrix--note 

the omission of a unit vector for the grand mean, (3) 

the basis matrix, itself, arranged in column order: 

a) Sex vector,

b) Treatment vector,

c) Sex x Treatment,

d) Linear Response Contrast,

e) Quadratic �esponse Contrast,

f) Linear Effect of Sex.

'g) Quadratic Effect of Sex, 

hi Linear Effect of Treatment, 

i) Quadrati�;Effect �f Treatment,

j) Linear Effect of Sex x Treatment.

kl Quadratic Effect of Sox x Treatment, 

and (4) the raw frequencies . th�mselves wJth th� 

response variable rotating most rapidly,. followed by 

treatment, and sex in that order, Pages 20 and 21 show 

the ML analysis with page 21 being the more interesting 

since it delivers parameter estimates. Pages 22 and 23 

show the corresponding GSK analysis with page 22 

delivering the linear analysis and 23, the quadratic, 

18 



ML Analysis of 2x2x3 Data Set Using Linear Ge Q�adratic Codings 

12 
11 

- : 5 1 1 1 -.5 -,333333 -.5 -.333333 -.333333 -.5 -.333333 
1 1 1 0 .666667 0 .666667 0 ,666667 0 .666667 
1 1 1 . 5 -.333333 .5 -,333333 .5 -,333333 .5 -.333333 
1 -1 -1 -.5 -.333333 -.5 -,333333 .5 ,333333 . 5 .333333 
1 -1 -1 0 .666667 0 ,666667 0 -.666667 0 -.666667 
1 -1 -1 . 5 -.333333 . 5 -.333333 -.5 ,333333 -.5 ,333333 

-1 1 -1 -.5 -,333333 .5 ,333333 -.5 -.333333 .5 .333333 
-1 1 -1 0 ,666667 0 -. 666667 0 ,666667 0 .-, 666667 
-i 1 -1 . 5 -.333333 -.5 ,333333 .5 -,333333 -.5 .333333 
-1 -1 1 -.5 -.333333 . 5 ,333333 .5 ,333333 -.5 -.333333 

-1 1 0 ,666667 0 -,666667 0 -.666667 0 . , , 666667 
-1 1 . 5 -,333333 -.a ,3333�3 -.a ,333333 , a -,333333 



of 2x2x3 Data Set Using Linear & Quadratic Codings 
:,":•C 

Cell Frequencies Iteration is 4 

cell => i obs freq •> 5,0000 exp freq •> 5,0000 
cell => 2 obs freq •> 19.0000 exp freq •> 19.0000 
cell => 3· obs freq •> 4,0000 exp freq •> 4,0000 

cell => 4 obs freq •> 3.0000 exp freq •> 3,0000 
cell => 5 obs freq •> 6,0000 exp freq •> 6,0000 
cell => 6 obs freq •> 13,0000 exp freq •> 13 ,,0000 
cell •> 7 obs freq •> 6.0000 exp freq •> 6,0000 
cell => 8 obs freq •> 16,0000 exp freq •> 16.0000 
cell •> 9 obs freq •> 6,0000 exp freq •> 6,0000 
cell •> 10 obs freq •> 2.0000 exp freq •> 2.0000 
cell •> 11 obs freq •> 8,0000 exp ·freq •> 8,0000 
cell •> 12 obs freq •> 12.0000 exp freq •> 12.0000 

Dvector Iteration is 4 

column •> 1 value •> -0.0000
column •> 2 value •> 0,1200
column •> 3 value •> 0,0000
column •> 4 value •> 0.0950

column •> 5 value •> 0,1567

column •> 6 value •> -0.0050

column •> 7 value •> 0,0100
column •> 8 value •> -o, 10150

column •> 9 value •> 0, 1700
column •> 10 value •> -0.0050
column •> 11 value •> 0,0500

Amatrix Iteration i■ 4 

1,000 0,880 1.000 -0.595 -0,490 -0,495 -0.343 -0,395 -0,!!103 -0,495 -o

1,000 0,880 1,000 -0,090 o.e10, 0.000 0,607 0, 100 0,497 0,005 0 

1.000 0.880 1,000 0,405 -0,490 0,150!!1 -0.343 o.eoe -0.1503 0,505 -o

1,000 -1.120 -1.000 -0.59!!1 -0,490 -0.490 -0,343 o.eoo 0, 163 0,505 0 

1.000 -1.120 -1.000 -0,095 0,1510 0.0015 0,6157 0, 105 -0,837 0.005 -o

1,000 -1.120 -1.000 o. 40!!1 -0,490 0. 15015 -0.343 -0,390 0, 163 -0,495 0 

-1.000 0.880 -1.000 -0.595 -0.490 0.1505 0.323 -0.395 -0.503 0,505 0 

-1,000 0,880 -1.000 -0.095 O,IHO 0,005 -0.677 0, 105 0,497 0.005 -c

-1.000 0,880 -1.000 0,405 -0,490 -0.495 0,323 0,605 -0.503 -0.495 C 

-1.000 -1.120 1,000 -0.595 -0,490 0,505 0,323 0,605 0, 163 -0,495 -c

-1.000 -1.120 1,000 -0.095 0,510 0,005 -o. 677 o. 105 -0.837 0,005 ·c

-1.000 -1.120 1,000 0.405 -0,490 -0.495 0.323 -0,395 0 .163 0.505 -( 



.-\nalysis of 2x2x3 Data Se.t Using Linear & Quadratic Codings 

, Iteration is 4 

?rcept is l. 917424 old value wa� 1.917424 

1mn •> l A value •> -0.018176 Change 0.000000 
1mn •> 2 B value •> 0,131955 Change ·0.000000
1mn •> 3 AB value •> -0.051147 Change -0.000000
1mn •> 4 Cl value •> 0,758738 Change 0.000000
1mn •> 5 C2 value •> 0,719449 Change 0.000000
1mn •> 6 AC1 value •> -o, 137141 Change -0.000000
1mn •> 7 AC2 value •> -0,016173 Change -0.000000
1mn => 8 BC1 value •> -0.870310 Change -0.000000
1mn •> 9 BC2 value •> 0,494252 Change -0.000000
1mn •> 10. ABC1 value •> 0,025570 Change 0.000000
1mn •> 11 ABC2 value •> 0,249045 Change 0.000000

of changes 0.000000 

Lance Iteration is 4' 

)152 0.0011-0.0027 0,0044 0,0013-0,0130-0,0100-0,0023-0,0041 0,0151-0,0015 
)017 0,0152-0,0002 0,0151-0,0015-0.0023-0,0041-0.0130-0.0100 0.0044 0,0013 
)027-0,0002 0,0152-0,0023-0,0041 0,0151-0,0015 0.0044 0,0013-0,0130-0.0100 
)044 0,0151-0.0023 0,1111 0,0195-0,0035-0,0066-0,0131�0.0226 0.0181 0,0034 
J013-o.0015-o.0041 0.0195 0,0532-0.0066 o.0011-o.022e-o.�143 0.0034 0.0013 
J130-0,0023 0,0151-0,0035-0,0066 0,1111 0,0195 0,0181 0,0034-0,0131-0,0226 
Jl00-0,0041-0,0015-0,0066 0,0011 0,0195 0,0532 0,0034 0,0013-0,0226-0,0143 
)023-0,0130 0,0044-0,0131-0,0226 0,0181 0,0034 0,1111 0,0195-0,0035-0.0066 
)041-0,0100 0,0013-0,0226-0,0143 0,0034 0,0013 0,0195 0,0532-0,0066 0.0011· 
)151 0,0044-0,0130 0,0181 0,0034-0,0131-0,0226-0.0035-0,0066 0,1111 0,0195 
)015 0,0013-0,0100 0,0034 0,0013-0,0226-0,0143-0.0066 0,0011 0,0195 0.050� 

Cteration 1e 4 

1mn •> 1 valu• •> 3,2242 
1mn •> 2 valu• •> 12,4921 
11mn •> 3 valu• •> 4,1241 

limn •> 4 valu• •> 6.0796 
'.1mn •> 5 value •> 14,6828 
limn •> 6 value •> 0,7101 
limn •> 7 value •> 2,3169 
·-1mn •> 8 value •> -6.2753
limn •> 9 value •> 20,3232
limn •> 10 value •> -0.9058
1-1mn •> 11 value •> 4,5616

rsonian 0.0000 
herian 0.0000 
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• 1.00
'1,00

1 , 00 ,,, -1, 00 
1.00 ' -1.00 

' 

»\ ,, 

• o. 25
0,25

;,.o. 25 
·" ;..o, 25

1.00 
-1.00

1,00 
-1.00

0,25 
-0.25
0,25

-0.25

OSK Linear Analysis Page 22 

1.00 
-1.00
-1.00

1.00

Matrix X as Entered 

The Parameter Coefficient Matrix: 

0,25 
-0,25
-0,25
0,25

The Frequencies as Entered 

CATEGORY: 

1 

5 
3 
6 
2 

2 

19 
6 

16 
8 

3 

' 

13 
6 

12 

CONTRAST: -1.00 o.oo · 1. 00 
PARAMETER 
INTl!!RCEPT 
ACl 
B01 

ABCl 

LOG EST LOG SI 
·O,709 0,333 
-0,137 0,333 
-0,870 0,333 

o,02e· 0,333 

ODDS EST 
2, 13(5 

0,872 
0,419 
1,028 

ODDS S! 
1 , 39(5

1,39(5 

1,39(5 

1,39(5 

SATURAT!O MODEL 

Z ESTIMATE 
2,277 

-0.,12
-2,(512

0,077

PERHCT FIT 

RESIDUAL CHI-SQUARE • 

LOG-P FUNCTION 

0. 000 . or • 0 ALPHA • 1 , 00 

-0,223
1. ,ee
0,000
1. 792

PREDICTED 

-0,223

22 

1. ,ee
0.000
1. 792

RISI DU-AL 

0.000 
0,000 
0.000 
0.000 



,00 1.00 1.00 
,00 1.00 -1.00
,00 -1.00 1.00 
,00 -1.00 -1.00

.25 0,25 0,25 
. 25 0,25 -0.25
.25 -0,25 0,25 
25 -0.25 -0,25

GSK Quadratic 'Analysis p 23 

The Pattern Matrix X as Entered 

1.00 
-1.00
-1.00

1.00

The Parameter Coetticient Matrix: 

0,25 
-0,25
-0.25

0,25

The Frequencies as Entered 

CATEGORY: 
_'.ii I f'I 1 : 2 3 

5 19 4 

3 6 13 
6 16 6 
2 8 12 

'RAST: -o.oo 1, 00 . -o ,50 
METER 
RC!PT 

RESIDUAL 

LOO EST LOO SE 
• 0,719 0,231 
-0,018 0,231 

0,494 0,231 
0,249 0,231 

PICRl!CT FIT 

CHI-SQUARE • 

LOO-P JUNCTION 

1,447 

-0,040
0,981
0,490

ODDS EST 
2,053 
0,984 
1,839 
1,283 

ODDS SE 
1,259 
1,259 
1,259 
1. 259

SATURATED MODEL 

0,000 or • 0 ALPHA 

PREDICTED 

1,447 
-0,040

0,981
0,490

23 

Z ESTI,MATE 
3,120 

-0,070
2,143
1,080

• 1.00

RESIDUAL 

0,000 
0,000 
0.000 
0,000 



,,c f · '¢; ·,\ 

·, ;li', 

Collecting the effect .estimates from the runs Just 
, • 

i ¢, .. ;,. ' ,.'.\• ,� ; ,,,, r " , , . . ' 

presented lets .us ,produce Table 2, Note .tha t two 
" \  ,j,' : • 

separate analyses had to be pe�formed by GSK to produce 

first the linear and then the quadratic results. 

---···---·--·-------------·----

Table 

°UJfls.t 

AC1

AC
2 

ec 1 ••
ec2• 
ABC1
ABC

2

11'11' 

II' 

2, summary of ML

Quadratic Effects 

b 

-,14 

-.02

-,87 

,49 

,03 

. 2!5 

p 

p I 

ML ______ 

SE 

,33 

,23 

,33 

,23 

,33 

,23 

, 01 

. 0!5 

P.sge 

21 

21 

21 

21 

21 

21 

& GSK Analysis of Linoar 

in the 2X2X3 Example.

"--G.�� ··-

b SE Page 

-,14 ,33 22 

-.02 
J 

,23 23 

·.:. ;e1 ,33 22 

,49 ,23 23 

,03 ,33 22 

. 2 !5 ,23 23 

& 

Clearly the two sets of results are hornorphic with 

each revealing both a linear and quadratic oHect for 

the treatment variable on th� response fn•q11.,.ncles, 

With respect to the linear trend, the odds favoring a 

response of "good" over a response of "poor" are bntter 

in the control group tha� in the treatment. 
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With respect to the quadratic trend, the treatment 

group average odds favoring a "satisfactory" response 

over the other two response qategories are better than 

the .corresponding odds for the control condition. 

Obviously, if this were a true research situation, an 

analyst would suddenly get gray hair but the data do 

serve the purpose of illustration. 

Repeating 

established to 

the exercise with linear codings 

produce traditionai log-linear 

parameters, the ML input file is shown on page 26 and 

follows exactly the same pattern as before, This ti�e, 

however, the linear and quadratic codes give way to 

average effect codes, 

Pages 27 and 28 reproduce the re�ulta from the ML 

analysis with page 28 being the more Interesting. Tho 

GSK output iff ahown on pages 29, 30, and 31, Tt1ls time 

three runs were made under GSK in order to dlractly 

estlmato the parameters associated with the third level 

of the response variable. These could, admittedly, 

have been determined by subtraction . However, the 

variance estimates for the parameters on page 31 would 

have had to have been inferred rather than obtained 

from inspection. 
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1nalysis of 2x2x3 Data Set Using Log-Linear Codings 

Cell Prequen�ies Iteration is 4 

=> 1 obs treq •> 5.0000 exp treq •> 5.0000 
=> 2 obs treq => 19.0000 exp treq •> 19,0000 
=> 3 obs freq •> 4.0000 exp treq •> 4,0000 
•> 4 obs freq •> 3.0000 exp freq •> 3,0000 
•> 5 obs freq •> 6.0000 exp freq •> 6,0000 
•> 6 obs freq •> 13.0000 exp freq •> 13.0000 
•> 7 obs freq •> 6.0000 exp freq •> 6.0000 
•> 8 obs freq •> 16,0QOO exp freq •>· 16,0000 
•> 9 obs freq •> 6,0000 exp,treq •> 6,0000 
•> 10 obs freq •> 2.0000 exp :freq •> 2,0000 
•> 11 obs freq •> 8,0QOO exp,treq •> 8,0000 
•> 12 obs freq •> 12,0000 exp.freq •> 12.0000 

:tor Iteration is 4 

1mn •> 1 value •> -0.0000
imn •> 2 value •> 0,1200
1mn •> 3 value •> 0,0000
lmn •> 4 value •> -o, 1900
1mn •> 5 value •> 0,1400
1mn •> e value •> 0,0100
1mn •> 7 value •> 0,0200
1mn •> 8 value •> 0,2100
1mn •> 9 value •> 0,3600

lmn •> 10 value •> 0,0100
lmn •> 11 value •> 0,0800

trix Iteration i■ 4 

.ooo 0,880 1,000 1,190 -o, 140 0,990 -0.020 0,790 -0,360 0,990 -0.080 

.ooo 0,880 1,000 0, 190 o,eeo -0.010 0.980 -0.210 0,640 -0.010 0,920 
,000 0,880 1.000 -0.810 -1, 140 -1.010 -1.020 -1.210 -1,360 -1.010 -1,0RO
.ooo -1.120 -1.000 1,190 -0.140 0.990 -0.020 -1.210 -0.360 -1.010 -0.080
.ooo -1,120 -1.000 0, 190 0.860 -0.010 0,980 -0.210 -1.360 -0.010 -1.080 
,000 -1.120 -1.000 -0.810 -1.140 -1.010 -1.020 0,790 0,640 0,990 0,920
.ooo 0,880 -1.000 1,190 -0 .140 -1.010 -0,02Q 0.790 -0.360 -1,010 -0.080 
.ooo 0.880 -1.000 0 .190 0.860 -0.010 -1.020 -0.210 0,640 -0.010 -1.080 
,000 0.880 -1.000 -0.810 -1 .140 0.990 0,980 -1, 210 -1,360 0.990 0,920
,000 -1.120 1.000 1,190 -o. 140 -1. 010 -0.020 -1,210 -0.360 0.990 -0.080
,000 -1.120 1.000 0 .190 0,860 -0.010 -1.020 -0,210 -1,360 -0.010 0.920 
,000 -1.120 1.000 -0.810 -1, 140 0.990 0.980 0.790 0,640 -1.010 -1.080 



ML Analysis of 2x2x3 Data Set Using Log-Linear Codings

Bwts Iteration is 4 

intercept is 1.917425 old value wa!I 1.917425 

column => 1 A value a> -0.018176 Change 0.000000 
column => 2 B value => 0.131955 Change 0.000000 
column => 3 AB value •> -0.051147 Change -0.000000
column => 4 Cl value => -0.619185 Change -0.000000
column => 5 C2 value => 0.479633 Change 0.000000
column •> 6 ACl value •> 0.073962 Change 0.000000
column => 7 AC2 value a> -0.010782 Change -0.000000
column => 8 BCl value => 0.270404 Change 0.000000
column •> 9 BC2 value •> 0.329501 Change -0.000000
column •> 10 ABCl value •> -0.095800 Change -0.000000
column => 11 ABC2 value •> 0.166030 Change 0.000000

Sum of changes 0.000000 

Variance Iteration is 4 

·0.0152 0.0011-0.0021-o,0026 0.0000 0,0090-0.0061 o.002a-o,0021-o.0010-o.
0.0011 o.01a2-o.0002-o,0010-o.0010 o,002s-o.0021 o.0090-o.ooe1-o.002e o.

-0.0021-0.0002 0,0152 0.0025-0.0027-0.0070-0,0010-0,0026 0.0008 0.0098-0.
I -0,0026-0,0070 0,0025 0,0402-0,0183-0,0029 0,0019-0,0124 0,0107 0,0058-0.

o,oooa-0.0010-0.0021-o.0103 0.0236 0.0019 0.0005 0;0101-o.0064-o.0014 o.
0,0098 0,0025-0.0070-0.0029 0,0019 0,0402-0,0183 0,0058-0,0014-0,0124 o.

-o.0051-0,0021-0.0010 0.0019 o.0005-0,01e3 0.0236-0,0014 0,0006 0.0101-0.
0.0025 0,0098-0,0026-0,0124 0,0107 0,0058-0,0014 0,0402-0,0183-0,0029 O.

-0.0021-0.0061 o.oooe 0.0101-0.0064-0,0014 o.0006-0.01e3 o,0236 0.0019 o.
-0.0010-0.0026 o.oo9e o.005e-o.0014-o,012� 0.0101-0.0029 0.0019 0,0402-0
-0.0010 0.0008-0.0061-o.0014 0.0006 0.0101-0.0064 0.0019 0.0005-0,0103 o

)('{ Iteration h 4 

column •> 1 value •> 3,2242 

column •> 2 value •> 12,4921 

column •> 3 value •> 4,1241 

column •> 4 valu• •> -12,1592

co'lumn •> 5 valu• •> 15,9446

column •> e value •> -1. 4202

column •> 7 valu• •> 2.7652

column •> 8 valu• •> 12,5507 

column •> 9 value •> 36.7601 

column •> 10 value •> 1.8116 

column •> 11 value •> 7.7483 

Pearsonian 0.0000 
Fisherian 0.0000 
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JO LOO 
)0 1, 00 
JO -1,00
JO -1, 00

l5 0, 25 
25 0, 25 
l5 -0,25
25 -o, 25

1.00 
-1,00

1.00
-1.00

0,25 
-0,25

0,25
-0,25

GSK Log-lineari c�.od!=ls p 29 

The Pattern Matrix X as Entered 

1.00 
-1.00
-1.00

1.00

The Parameter Coefficient Matrix; 

0,25 
-0,25
-0,25

0,25

The Frequencies as Entered 

1 

5 
3 
6 
2 

CATEGORY; 

2 

19 
6 

16 
8 

3 

4 
13 

6 
12 

�AST: 
�ETER 
�CEPT 

O,e7 -0.33 -0.33 

RESIDUAL 

LOO EST LOO SE 
-o.e1g 0.200 

0.074 0.200 
0,270 0.200 

-o.oge 0.200 

P!RHCT FIT 

CHI-SQUARE • 

LOO-P FUNCTION 

-0.371
-0,720

. -0,327 
-1.059

·oDDS EST
0.538
1.077 
1. 310
0,909 

ODDS SE 
1. 222 
1. 222 
1. 222 
1,222

SATURATED MODEL 

0,000 OF • 0 ALPHA 

PREDICTED 

-o, 371
-0,720
-0,327
-1.059

29 

Z ESTIMATE 
-3.090

0,3f39
1,349

-0,478

• 1,00

RESIDUAL 

0.000 
0.000 
0,000 
0,000 



f �[�';,.'�it .''t f�\ z 
1 . 00 <c', 1 , 00 
1. 00_�

1f1 ,1 •. oo 
1.00 -1.00
1.00 .. -1.00 

0.25 
0,25 
0.25 
0.25 

0,25 
0,25 

:-0,25 
.-0,25 

1.00 
-1.00

1.00
-1.00

0.25 
-0,25
0.25

-0.25

GSK Log-linear: C2 odds p 30 

The Paitern �airlx X as Entered 

1.00 
-1.00
-1.00

1.00

The Parameter Coefficient Matrix: 

0.25 
-0,25
-0.25

0,25

The Frequencies as Entered 

CATEGORY: 

l 2 3 

5 19 4 
3 6 13 
6 :,16 6 

2 ; 8 12 

CONTRAST1 -0,33
PARAM!T!R 
INT!RC!PT 

0,67 -0,33 
LOO !ST LOO S! 

0,'80 0,104 
ODDS !ST 

1.610 
0,989 
1,390 

ODDS SB 
1,166 
1,166 
1,166 
1.1ee 

AC2 
BC2 
ABC2 

RESIDUAL 

-0.011 0,1!!4 
0,330 0.184 
0,166 0.184 

P!RHCT rIT 

CHI-SQUAR! • 

LOO-P FUNCTION 

0.964 
-0.027

o. ee4
0,327

1. 181

SATURATED MODEL 

0,000 DI'• 0 ALPHA 

PR!OICTED 

o.ge4 
-0,027
0,6!!4
0.327

30 

Z ESTIMATE 
3,120 

-0,070
2,143
1,080

• 1.00

R!SIDUAL

0,000 
0,000 
0.000 
0.000 



Again collecting the computed results produces 

Table 3. Once more the profile is consistent. 

--·-- -�---·--· ·-·-·-· - ----·-----�-·-·--·-· --- _ .,  �--

Table 3. Summary of ML & GSK Analysis of Log-linear 

·Effects in the 2x2x3 Example.

--�tL G�K 

;J {l\'£..t b SE Page b SE Page 

AC1 .07 .20 28 ,07 .20 29 

AC2
-.01 ,HI 28 -.01 .15 30 

AC3 -.06 ,16 -.06 ,16 31 

BC1 ,27 .20 28 ,27 ,20 
• 29

BC2
* ,33 ,15 28 ,33 ,HI 30

BC3
** - ,60. ,16 -.60 ,16 31

ABC1
-, 10 ,20 28 - , 10 ,20 29

ABC2 I 1 7 , 15 28 ; 1 7 I 15 30

ABC
3 

-.07 . 16 -,07 , 16 3.1

*"' p ( ,01 

"' p ·, • O!S 

once more wo clearly have idont teal results but now 

1 n t;erms of l o g-lin e a r  est imates. By way of 

interpretation, the significant BC2 term indicates that

the geometric avera ge odds favoring a ttsatisfactory" 

response over all possible response categories are 
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The Pattern Matrix X as Entered 
,\'", <'. , 

i ; 00 / ·.•· 1 , 00 
1 '._00,1" 1 ;:oo' '' -1 ;·oo • 
1.oQbf-1�00. 1.00
1,.C?0,1:, ;..1 �00 -1.00

�I '.' 
� 

1.00 
-1.00
-1.00

1.00

The Parameter Coefficient Matrix: 

0,25 
0,25 
0.25 
0. 25.;

0,25 
0.25 

-0,25
-0.25

0,25 
-0.25

0,25
-C,25

0. 2!'>
-0.25
-0,25

0.25

The Frequencie.s as Entered 

CATEGORY: 

1 

5 
3 
6 
2 

2 

19 
6 

16 
8 

3 

4 
13 

6 
12 

-0,33 -0,33
Loa EST 

0,67 
PARAMl!!'l'IR 

INTERCEPT 

AC3 
B03 
ABC3 

0, 140, 

-0,063
-0,600
-0.010

Loa s1 
0, 165 
0, 165 

0,165 

0,165 

ODDS !ST 
1,150 

0,939 
0,549 
0,932 

ODDS SE 
1,179 
1,179 
1,179 

1,179 

SATURATED MOD!r. 

Z ESTIMATE 
0,846 

-0,383
-3.639
-o. 426

PIRFICT rIT 

RESIDUAL CHI-SQUARE • 

LOO-P rUNCTION 

·-o. 594

0.000 or • 0 ALPHA • 1.00 

0,747
-o, 327

0,732

PREDICTED 

-0.594
0,747

-0.327
0,732
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RESIOUAt 

0,000 
0.000 
0.000 
0.000 



stronger for the treatment group than the controls. 

The significant BC3 term indicates that the average 

odds favoring. a "good� re�pon�e are better in the 

control condition, The results are consistent with the 

findings from the lJnear-quadratic analysis but reveal 

a slightly different aspect of the data based on the • 
• • •• ,,, , r-r, 1 '! 

differential coding, 

are fictitious. 

Again, thankfully, the results
00t 

concluding Remarks 

The author hopes·that a relati�ely convincing c�se 

has been built for 'embracing both tho ML and GSK 

technologies and for appreciating that both are 

fundamentally regression based strategies, Further, ho 

hopes that the point has been adequately made th�t to 

argu� which is be�ter is, at best, a contoxtu�lly bound 

lssuo which begs the question for a universal �newer. 

Certainly, much more could have boon discussed 

regarding relative applications, for example, with 

respect to nested and blocking design or with respect 

to followups to omnibus tests, These matters are 

relevant and important but beyond the scope of the 

material presented here. Obviously the application 

arena is large and the application tools are supnrb. 
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MULTl,LI LINIAII IIEOIIIHION VIIWPOINTI 
YOWMI ti, NUMIIII 1, a,111NO 1N8 

Predicting Statistics Achievement: 

A Prototypical Regression Analysis 

Rodney J. PresleV and Carl Huberty

University of Georgia 

The purposes of the current study are: (a) to demonstrate a 

iable approach to the conduct of a multiple regression/correla­

ion analysis; and (b) to illustrate the approach in the context 

f predicting achievement in an introductory statistical methods 

ourse. The analysis is proposed as being appropriate if the 

asic intent of a study 1s th�t of rr�d1ct1on as opposed to that 

f ex£1anat1on. That is, the intent is to arrive at a model for 

redicting a criterion in as efficient a manner as the data on 

No model, causal or otherwise, 1s being pos�ted 

verified. 
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There are five dimensions of the suggested approach: I) 

designing the study; 2) examining the data; 3) searching for an 

efficient prediction model; 4) using regression diagnostics; and 

5) assessi�g the model(s}. Each dimension of the study is

presented in sections'below; each of which ·includes an 

application in the context of predicting statistics achievement. 

[This list does not necessarily Imply a ·se·quen'tial step-by-step 

analysis,] 

An effective model for predicting statistics achievement may 

be useful in addressing three questions related to instruction 

and curriculum: 1) Can a fairly accurate rule be determined for 

predicting achievement in introductory statistics courses? 

2) How effective are easily obtained �ra�uate-level student test

scores ·fn predicting "high-achievers"? 3) In p�edfctfng "low-

achievers"? Having some knowledge of predicted achievement

----------

A special thanks is extended to Stephen Olejnik, David Payne, 
and John Stauffer (at The University of Georgia} for their 
cooperation in this study, 
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may be helpful in an obvious way to instructors. Furthermore, 
, . • ,  ••. t, ,,,, ·. ; 1 ,• 

' .' 

having rules for accuratelj �r�dicting high an� low achievers 

would possibly s�ggest efther a spec�al "advanced" section or· 

some remedial pre-c�urse experience. 
' . " 1 'i .1,. ] ,i\ ;,, (1 

, , � , , Previous st�dies p�editilng achle�ement in introductory sta-
, ' j ,' � . • ,. I ' \, ' /t. \ 'f ')\ !} ' ';• •,: ' • ', '' > '. tistics courses have varied in predictor models used and in 

subject sample�charact��istic�.� ��e�icto� variable domai�s 

employed in previous studies include computation skills, 

mathematics symbolism, previous mathematical experience, logical 

thinking, attitudes, ·anxiety,· self°appraisal, impulsiveness, 
' ' ' < '\ ') \ .,,·1 ' \' .• • ' 

arithmetic/mathemitics achie�ement; and other biographical 

characteristics (e.g. gender,"'age,' c61l�g�
0

major). Such 

predictor domains and others 'may be found in the studies by 

Bending and Hughes (1954), Bledsoe and Per�ins (1976), Elmore and 

Vasu (1980), Feij (1976), Feinberg and Halperin (1978), Harvey, 

Plake, and Wlsi (1985), and Pruzek (1964). The size of the 
, 

sample studied and the academic level of the students fn the 

sample varied somewhat in these studies. For example, Bending 

and Hughes employed 71 undergraduate level students, whfle Elmor� 

and Vasu (N•188) and Pruzek (N•112) employed graduate students; 

Feinberg and Halperin employed undergraduate (209) as well as 

graduate (94) level students, while Harvey et al. (1985) employed 

47 and 41 undergraduate and graduate level, students,

respectively. 

As might be expected most of the studies reviewed used a 
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tiltiple regression/correlation analysts. Typically, squared 
·�:(/ ·:i '""' ('( 't 1 l,;-J:� ' : ,- ,: �,/�' 1;,;. ,, �}�f '1 J 1/ �) ;, - ,: � 't ;, �· • i 

�jultiple correlation coefficients were reported (along with some 
,,\',,) ;, �hl ',' ,:, 'i{ n \ 'l '', I,\' • • 

iype of "variable selection" results and some kind of regression 

weights). The percent of variance shared between statistics 

ac�ievement and one or more variables (from predictor variable 

domains as listed above) has generally been in the range of 30 to 

45 ( based on unadJ.usted squared multiple correlation 

coefficients). 

Q�i1�n1n3 !�� 2!��t 

In conducting a multiple regression/correlation study one 

must clearly define the, population for ,which t,he prediction model 

is intended, select a meaningful criterion, and select a useful 
•· '1 

•� ,' { ' /; ' \� '• '• ·.' 
" 1 l, 

set of predictors,

���J.�.£H 

The target population of interest in this study is graduate 

students enrolled 1n the Introductory statistical methods course, 

Students In eight sections of an introductory statistical methods 

course offered in The University of Georgia College of Education 

served as the experimental units, The first class enrolled in 

Summer Quarter 1984 and ·the last in Fall Quarter 1986, Most of 

the students were 1n College of Education graduate degree pro­

grams. [It ts the opinion of the junior author, who has taught 

this course for several years, that these classes are 

representative of previous and subsequent classes 1n the same 

course.] Students in six of the classes (five of which were 

taught by the junior author) were administered equivalent tests 
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and examinations. Students from these classes constituted the 

design sample. ,Students from the two remaining classes 

constituted the �model assessment" sample. 

Some descriptive information on all students who completed 

the course in the eight classes is given in Table 1. Only those 

students who had taken the Graduate Record Examinations prior to 

enrollment were considered in the final analysis. There were 122 

students in the design sample (classes 1-6) and 51 student� in 

the model assessment sample (classes 7 & 8). 

Criterion 

Since it is difficult to maintain contact with students 

after they complete the. course, we decided to focus on an 

immediate criterion as opposed to an interm.eci'iate or ultimate 

criterion (Crocker & Algina, 1986, p. 225). The immediate 

criterion is end-of-course achievement in the introductory 

statistics class. Specifically the criterion variable, SCORE, is 

defined as a linear composite of Z transformations of the student 

scores on the in-class midterm and final examinations. The 

weights for midterm and final examination are 1.0 and 1.5, 

respectively: SCORE • 1.0 * ZMIDTERM + 1,5 * ZFINALEXAM. The 

raw-to-standard score transformation employed the mean and stan­

dard deviation based on classes 1•6, 

Although four different textbooks (Glass & Hopkins, 1984; 

Hinkle, Wiersma, & Jurs, 1979; Iman & Conover, 1983i Wright, 

1976) were used with the eight classes, the material covered in 
I 

the course on introductory statistical methods was quite 

comparable across the classes. In classes 1-6 the midterm test 

(35 multiple-choice items) covered graphical and numerical 
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sc:1/nil'il'r1�"fo'�"l:da'ta''1cf{slributions:' • In the same six classes,
\• ,,{'.-':'' • • ', ',\:: ":' '. :,"' ·- , - • • < • � • -

the1 �i��1 �i�mlnation (45 m�ltiple-chbice items) covered 

p\.''c/babilil//probability distributions,' estimation, and introduc­

tion to �tatistical testing. (Some test �nd examination items 

�ei�ained lo comput�tion; h�wever, the focus was on concepts and 

high�r-level cognitive performance.) It may be argued that 

instructional performance was fairly c�nstant,·and that the six 

midterm and final examinations had comparable difficulty and 

internal consistency levels, For one administration of the 

midterm, the· mean number of correct responses (total score of 

35) was 21.8 and the Cronbach alpha value was ,84; the respective

values for one adminis'tration of the final examination (total

score of 45) were 27.7 and ,83, In essence ft is assumed that a

common scale of measurement was used for all 'stx midterm

examinations and for a11 six final exa�inations.

Predictors

In selecti�g predictor variables, Pedhazur (1982, p. 138) 

suggests attending to theoretical considerations and previous 

research evidence. There is some empirical evidence (e.g., 

Bledsoe & Perkins, 1976; Drown, 1933( I); Woelke & Leitner, 1980) 

that basic mathematical abilities can contribute to the 

prediction of introductory statistics a�hievement. Educators 

generally believe that previous relevant knowledge and skill will 

affect student achievement in new learning situations. Elmore 

and Vasu (1980) conducted a study examining the relationship 

between several affective variables and achievement in 

statistics. In their review of previous studies they noted that 
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the correlation between statistics achievement and affective 

variables was generally low. Elmor� and Vasu did not co�sfder 

measures of specific arithmetic and algebra skills in their study 

but did report significant correlations between two attitudinal 

variables and statistics ac�ievement. Some type of s�ecific 

arithmetic/algebra skill measures were included in most of the 

studies reviewed by these authors which reported low correlation 

between affective measures and statistics achievement. The 

present authors interpret this as indicating that affective 

variables contribute little to the prediction of statistics 

achievement when measures of specific arithmetic/algebfa skills 

are also included as predictors; Based on previous research and 

instructional considerations, the current au'fho�s decided to 

consider predictor variables designed to measure mathematics/ 

algebra achievement or skill level in preference to affective 

predictors, 

Various algebra and arithmetic achievemint skills were 

sampled by a locally developed pre-statistics inventory. The 

seven scales of this inventory , the abbreviation as used 

throughout thfs paper, the content areas, and maximum number of

points are listed below: 

1) Sl. Operations wfth integers, common fractions, and

decimal fractions (25 points maximum),

2) S2, Proportions and percents (8 points), 

3) S 3. Squaring and extracting square roots (6 points),

4) S4, Operations with signed numbers (8 points),

5) S 5. Operations with simple formulas and construction 

of simple formulas (8 points), 
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:, ,L 1,r,ei,r,J,;9 r-,a ph.s .. ( 6 points) , and 

,1.,,, 7) S7 ... ,M!,s,c,e,l)}neous - . . "!" ,terms, inequalities, symbolism,

etc . .0 3 ,.p 9j n ts ) . 

The sum of these �even scale scores, .labeled TOTAL (74 points), 

was also considered as a predictor measure. 

In addition to the seven scale scores and TOTAL score, three 

predictor measures werJ obtained from the Graduate Record 

Examinations; the Verbal score (GREV), Quantitative score (GREQ), 

and the product of the Verbal.and Quantitative scores (GREVQ). 

Cohen (1978) has suggested the use of product scores in 

regression models to represent nonadditive or interaction effects 

between two variables, Because many statistics problems are 

presented in narrative form, the present authors believe that 

verbal and quantitative acnievement.. may interact .to effect 

achievement in statistics, It ls interesting to note that in ten 

studies reviewed, the Gradudte Record Examln�tlons scores were 

used as predictor measures only by Elmore & \Jsu (1986) and by 

Noble (1986), These scores are readily available for most 

students, being an admission requirement in many programs, and 

seem a natural choice for predictors with statistics achievement 

as the criterion, The GRE scores were selected because of their 

avatlability and their apparent relevance, 

A matrix of correlations (see Table 2) among the predictors 

and between the predictors and the criterion may be useful in 

screening initially chosen measures. Predictors having near zero 

correlation with the criterion would be suspect as useful 

predictors. For the current study correlations of the predictors 



11th the criterion range from a minimum of r•.20 for GREV to a 

1aximum of r•.50 for GREQ. • Therefore' no potential' pre<fic't'efrsk 
1'1 :.•1'1')

,ere eliminated at this point because of low correlation with' the •Jw 

:riterion. Predictors which correlate highly with one anoth�r \0 

1ay indicate redundancy of information. ,If two such variables 

,re detected one may be eliminated from the analysi� or when 

ogically appropriate the items used to measure the two variables 

1ay be combined, For the current study the highest predictor 

ntercorrelation was between GREV and GREVQ (r•.79). This is not 

surprisingly strong correlation considering that GREVQ is a 

unction of GREV. No other predictor intercorrelation approached, 

his magnitude, Therefore no variables were eliminated at this­

tage because of redundancy. 

Pedhazur (1982, pp. 32-36) discusses the assumptions 

nderlying multiple regression analysis. He describes this 

nalysis technique as robust. Stevens (1984, p, 335) has 

uggested plotting the criterion values as a visual means of as-

esslng approximate normalcy, 
/ ' '. 

Such a plot of the criterion 
i)

' 

easures in this study suggest approximate normalcy (see Figure 

), In addition, Stevens suggests plotting the predictor 
.,.

arlables, not to check for normalcy, but as a visual aid in 

eiectlng outliers In the predictor space.

Examining the Data

Errors in the data may seriously distort efforts at 
H'J''. 

r,diction. Recording of data, transposing the data, and

the data into the computer are all opportunities for 

We used the computer to list the data as they were 
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�isting with the original data. Also, 
' : :· :\'· ',,: ; � '4 ' . , 

• 

1i;ifwe\;ftndJ�t,he use,<ofrfrequency .histograms and stem-and-leaf plots 

of predictor and,c!iierion measures useful in detecting extreme 

T\ialues,which may be errors. In addition, these plots help to 

identify segments of the predictor range which are sparsely 

represented by the data sampled. If the data set ts quite large 

and variables can only assume restricted values, then one may 

write computer statements to isolate all observations with 

variable values out �f the allowed range of values. This 

approach may still allow errors into the data set. The best 

approach, though time" consuming, ts to 11st the data and make 

comparisons to the original observation records, 

, :;[' 1' ! :'. t •'1t'r ' 

Searching for an Efficient ����l
; '' ,): � • ; ' ..'. '

t 

Two questions m,ust be answered before the parameters of a 
)_· ,� . tr ,. r· t ·; 

linear regression model are estimated, First, what ts the 
t,; J\ ' 

optimum number of the available predictors tnat should be 

retained in the model? Secondly, what is the best combination of 

predictors fo� a subset of chosen size? (This brings up a 

related question: How ts one model deemed better than another? 

Cross-validation results may be the ultimate test of the 

appropriateness of a prediction model. The use of a validation 

or assessment sample fn the current study ts discussed later,] 

Three indices of model effectiveness will be examined at this 

time, A better model will account for more of the variability in 

the criterion variable and reduce the error in the predicted 

scores. Since the adjusted R-squared value reflects the 

proportion of variance in the criterion accounted for by the 
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model, one •index of "a good model is the adjusted R-squared value,6 r •••

The higher the adjusted R-squared value the better the model fits 

the sample data. The RSQUARE procedure in SAS (SAS Institute 

Inc., 1985) was used to calculate the adjusted R-squared values 

for all possible combinations of the predictor variables in all 

possible size subsets of the predictor variables. The adjustment 

formula used by SAS is 

adjusted R�squared • 1-(1-R-squared)(n-l)/(n-p) 

,here n is the number of units· sampled and P, is the number of 

iarameters in the model including the intercept.' ,The highest·· 

1djusted R-squared value for each predictor subset'size'may"be ,,,,, 1: 

,lotted against the subset size (see Figure 2). 
, 

,. ! l" ; 

A second index is the Mean-Square Error which is 'equal to ' 

Sum-of-Squares Error)/(n-p). The model with the lowest Mean•' 

quare Error value has mfnimized the error and reflects a good 

it of the model to the sample data. The lowest Mean-Square 

rror for each subset size may be plotted against the subset size 

,ee Figure 3), A third index, Mallows' Cp statistic, is a 

easure of bias in estimating the parameters of the regression 

0del (Chatterjee & Price, 1977, pp. 198-199), A model that fs 

io simple (omits important predictors) may result in biased 

1gression weights and biased prediction, while an overly 

implicated model (including predictors that add little or 

Jthing fn addition to the predictors already fn the model) may 

!SUlt fn large variance both in the regression weights and the

"edicted values (Myers, 1986, pp. 112-114). As Cp exceeds P the
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s
..,
�;iJ!J.itt �on. 'of,,mode L parameters becomes more severe. 

. :\;; ��"�(:��,f{�1�.\�.t;� ':,,. ·:�: �.2 ',\ �' .� • ,' • �
Esp'.,Ei,�'iallY:,1n1,the�use�of-regression ·tor prediction, one wishes to 

•n' ''', ¼':f,:: ,�'"{, f( :,,,, �'. '• 1: ft .�? :•,, !> ,' > ,, ', , 

,/minimize the bias .of estimating the mogel parameters. The values 

of Cp against p may also be plotted (see Figure 4). A good model 

will have a "low" value of Cp and one that is "close" to p. 

These three indices, adjusted R-squared value, Mean Square 

Error, and Mallows' Cp, may be examined simultaneously to 

determine a good subset size. The three indices may not point to 

exactly the same subset size, After simultaneously considering 

the three indices one may decide· to retain two or more predictor 

subset sizes. Examination of Figure 2 reveals that a model with 

three predictors will achieve the largest adjusted R-squared 

value. The smallest Mean-Square Error value is associated with a 

model of three predictors.as can be seen in Figure 3. 

Examination of Figure 4 suggest that a model with more than three 

predictors may be desirable. As the predictor subset size is 

increased t�e value of Cp approaches p. But, at the same time 

the value of adjusted R-square begins to fall and the value of 

Mean-Square Error increases. It should be noted, as often 

happens, that neither of the three stat1st1cs indicates a 

predictor subset size that is greatly superior to others. 

Accordingly, we considered models of five and six predictors. 

[One additional model was considered; TOTAL score along with 

GREV and GREQ constituted the predictors of a third model. This 

model is simple and may reveal the advantages or disadvantages of 

summing the scale scores of the pre-statistics inventory into one 

score.] 

Now that we have decided to look at models of five and six 
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predfctors, we must decfde whfch particular subset of variables 

to use in our model. In the SAS computer printout (see Table 3 

for subset of six predictors) the combinations of variables in 

each subset size are ordered in accordance with the adjusted R­

squared value. One mfght feel compelled to select the best 

combfnation of variables as fndfcated by•the highest adjusted R­

squared value (lowest Mean-Square Error, or Cp value closest to 

p). Examination of the actual values will reveal negligible 

difference fn the adjusted R-squared value for the best and 

second best combinatfon of varfables in each subset size, Since 

the regression procedure capitalizes on sample specific 

relationships one need not feel bound to select the subset of 

,ariables with the highest adjusted R-squared value realizing 

:hat when the difference between the adjusted R-squared.value for 

:he best and second best subsets is negligible, the order of the 

iest and second best set of variables of a given subset size may 

1ery well be reversed when a different sample is examined, With 

his in mind the present authors chose the models retaining the 

ollowfng variables for the ffve and six predictor variables 

odels, respectively; S4, S5, S6, GREV, GREVQ and Sl, S4, S5, S6, 

REV, GREVQ, It was desirable from a substantive viewpoint to 

etaln a variable subset with the GREV and GREVQ variables. 

Using Regression Diagnostics 

Regression diagnostic methodology is relatively new and the 

ury Is still out on the relative usefulness of Indices to detect 

nfluentlal data points and outliers. We restricted our 
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'dH-gnbsJits: to,exami_nation of the influence of !i!!..9.l� data

points; the study of the influence of groups of data points is in 

its infancy, with very little practical guidance having been 

offered--see discussion by Atkinson and by Hoaglin and Kempthorne 

in Chatterjee and Hadi (1986). Also, little guidance has been 

suggested for the simultaneous consideration of predictor 

variable selection and outlier detection. [We selected 

predictors first and diagnosed second with an admission of 

potentially misleading results.] 

In this section we will discuss the practical application of 

some of these techniques. After selecting the variables for 

models of five and six predictors the SAS PROC REG (regression 

procedure) was used to estimate a linear model relating the 

predictors to the criterion. Options were selected to print the 

.actual criterion value and the predicted criterion value for each 

observation, The difference between the predicted value and the 

observed value is the simple residual value. These values were 

examined en masse and individually. 

Assum2tions_Check 

A plot of the residuals against the predicted score may 

reveal model underspecification (omission of important predictor 

variables), violation of the assumption of homogeneity of vari• 

ance, departure from normalcy in the model errors, and extreme or 

suspect data points (Draper & Smith, 1981, pp. 141-147; Myers, 

1986, p. 138). Consider the hypothetical plots in Figure 5. 

With an appropriately fitted linear regression model, the plot 0 1 

the residual values against the predicted scores should look 

similar to plot 1 in Figure 5. A graph such as plot 2 in Figure 
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5 indicates that the variances are not'constant suggesting a need 

for a weighted least squares analysis or a transformation of the 

criterion variable. A graph such as plot 3 in Figure 5 indicates 

an error in analysis; the departure from the fitted equation is 

systematic. This effect can also be caused by incorrectly 

omitting an intercept term in the model. A graph such as plot 4 

in Figure 5 indicates an inadequate model--need for extra terms 

in the model (e.g. squares or crossproducts) or need for a 

transformation on the criterion values before analysis. After 

visually inspecting Figure. 6, the graph of residuals against 

predicted scores for the five variable model, concerns of the 

type just discussed were set aside. 

Q�!ll�!! 

An outlier is defined as an individual observation with a 

relatively large absolute value of residual score. We proceed to 

examine outliers individually. Since any model is an 

approximation of the data, outliers are not uncommon. Outlier 

observations may represent data error or they may be units thd" 

for some reason represent a population different than the 

majority of units in the sample, Outl lers may have some 

characteristic in common that determines a different functlonJ· 

relationship between the predictor and criterion variables for 

them than for the majority of the sample, If this fs so then nne 

can search for the characteristic and determine if it ts an 

important variable that should be included in future predictor 

models. Outliers may have an excessively strong influence on ,�� 

.estimation of regression weights compared to the influence of 
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·'·other data point';;·\lf this is the case the outlier is also an 

influential observation point. Stevens (1984) (and others; e.g. 

Draper & Smith, 1981, p. 169, Weisberg, 1985, pp. 114-125, 

Chaterjee & Hadi, 1986, p, 380) point out that an outlier may or 

may not be an influential observation in determining estimates o 

regression parameters. Conversely, an observation may be 

influential and not be an outlier. We will identify outlier 

observations mindful of their impact on fit of the model to the 

sample data and their influence on estimation of the regression 

parameters. Also, observations which are not outliers but whicr 

are influential will be identified and examined, This will be 

discussed below. For a more technical discussion of regression 

diagnostics per�airiing to outli�rs and influential data points 

see Cook and Weisberg (1982), 

The simple residual, the standardized residual, and the 

studentized residual all are indicators of outliers in the crit 

rlon space, We accept the argument of St,ivens (1984, p. 336) 

that the studentized residual is a more sen�itivc detector of 

outliers. For more discussion on this and alternate names for 

these statistics, see Chatterjee and Hadi (1986), A studentlzr 

residual is referenced to the Student t distribution with N-p-: 

degrees of freedom (Chatterjee & Hadi, 1986 p, 380). As the 

choice of alpha level in hypothesis 'testing is arbitrary, so i' 

the choice of a critical value for studentized residuals. A 

stem-and-leaf plot of residuals may be constructed to identify 

data points which are outliers relative to other data points i 

the sample. 

Observations may be outliers in the predictor space 
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(Stevens, 1984, p. 337) because of extreme values on one or more 
' q· 

predictor measures or because they represent a rare combination 

of predictor values. Such observations will have a relatively 

large diagonal element in the so-called HAT matrix, h sub ii. 

These observations are also called high leverage points. High 

leverage points may or may not be influential. How large is a 

relatively large HAT diagonal element? A critical value of 2p/n 

has been suggested (Chatterjee & Hadi, 1986). For a discussion 

of critical values for influence indicators in general see 

Belsley, Kuh, and Welsh_ (1980}. We prefer to consider the h sub

ii values in context with the values for all observations by 

constructing a stem-and-leaf plot. An example will follow in the 

subsection, Illustration. 

Influence Indicators 

Several indicators of influence are reviewed by ChatterjeP. 

and Hadi (1986). Seven excellent comment "P.Views follow that 

article, There is some confusion about ju$t what is being 

influenced in the influence measure. In addition there are onll 

. rule-of-thumb guidelines for the analyst to use in deciding whP.� 

an influence measure is large enough to warrant concern, In 

• regard to the latter, instead of adopting a rule-of-thumb

critical value a stem-and-leaf plot may be constructed for each

influence indicator. A visual inspection of those plots will

reveal observations with influence indicator values that are

large relative to others in the sample. This approach may be

criticized as being arbitrary, as are the ru�e-of-thumb

�approaches. It is believed that these graphical approaches will
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T�e influence indicators considered here 
-, ', ,! : ,, ' f: : ' 

refle�t influenc� on the E vector of regression weight estimates, 

the variance/covariance of the E vector, or a combination of 

both, and the influence on a single b value estimating a single 

model predictor parameter. 

Cook's D or Cook's distance, sometimes abbreviated D sub i 

and C sub i {Chatterjee & Hadi, 1986, p. 383) measures the change 

in distance between the b vector as estimated with the ith obser­

vation in the model and the b vector as estimated with the ith 

observation removed from the model. It therefore indicates the 

influence of the 1th observation on the parameter estimates of 

all the predictor weights (see comments by Hoaglin in Chatterjee 

and Hadi, 1986). The same information is also provided by 

Welsh's distance, and a modified Cook's distance. Different 

rule-of-thumb critical values are suggested for these influence 

indicators (Chatterjee & Hadl, 1986). Each of these indicators 

should identify influential observations in the same rank order, 

The covariance ratio (CVR) and the Cook-Weisberg statistic 

provide information on the influence of the 1th observation on 

the variability of the parameter estimates of the£ vector 

elements. An index called DFFITS indicates influence on both the 

estimates of the£ vector and the variance/covariance of the 

predictor parameter estimates. 

Finally an observation may have strong influence on only one 

of the b values. This is indicated by an index called DFBETA. 

Plots of DFBETA against observation number are also referred to 

as partial regression leverage plots. 
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The numerous plots referred to above are not all reproduced 

herein. They are easily obtained from popular computer software 

packages such as SAS and SPSS. Regression diagnostics were

conducted for the three models considered in this paper. For 

economy of space, only the diagnostics for the five variable 

model are discussed in detail. At the end of this discussion the 

reader is appraised of which observations we decided to eliminate 

from each model. Other researchers_�xamining the exact same data

and indicators of influence and. outli�r,s may_ rea_ch slightly

different decisions about eliminating observations. Fipally it 
l .• ' , ·:, l.\ { 

'' 

should be noted that observations which are outliers fn the. 
, I '\ ,.1 ' • ' 

predictor space but, which are not excessively influential, may_ 
,._,__ , ... .  , , . 

represent areas in which the sample data are sparse. Such 

observations may prompt the researcher to collect more data.

I 1 lustration 

We turn now to the predictor models studied in the context 

of predicting statistics achievement. Outliers and influential 

data points will be identified for one model (Model 2) and the 

decision to delete or not delete the associated observation will 

be addressed. The three models and their adjusted R-squared 

values are listed below; 

Model SCORE•GREV GREQ TOTAL 

Model 2 SCORE•S4 S5 S6 GREV GREVQ 

Model 3 SCORE•Sl S4 S5 S6 GREV GREVQ 

adj R**2•.2983 

adj R**2•,3138 

adj R**2• ,3093 

The stem-and-leaf plot of the studentized residual 

(RSTUDENT) for Model 2 is given in Figure 7 (each stem-and-leaf 

plot is accompanied with a tabular listing of extreme 
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observations' ,,and their values). It is apparent that observation 
i--; ,, .- • • ·- .♦' •,\�e �-·��-= ���, ,(;;.· ,::. ;: ,; ,_ . ::. ' :: � ::. • 

2.1i'��i 1Y6�'11a\;e 'h'igh·: studentized :re-si<lual values relative to the 

sample 
•r '!, ','J:.::'fi • '> / 

Observations 88 and 148 have relatively low studentized

residual values. A small studentized residual value implies that 

the predicted criterion value for that observation is lower than 

the actual criterion value. Of these four observations only 215 

is a relative outlier in the predictor space as indicated by the 

stem�ahd�leaf plot of h sub ii in Figure 8. At this point one 

may wonder if observation 215 is representative of the population 

from which it is believed the sample was drawn. In this study 

specifically, is there something about observation 215 that makes 

this person not reptesentative of students enrolled in 

introductory statistics courses? This question is not addressed 

in this paper. Merely the point is made that regression 

diagnostics may lead the researcher to identify data points which 

have some characteristic different from th� majority of the 

sample. 

We now examine the influence indicators to identify 

observations which have an unusually strong influence on the 

paramaterization of the model. Examination of the stem-and-le� r 

plot of Cook's O (Figure 9) reveals that observation 215 and 176 

are relatively influential in determining the estimates in the 2 

vector. The stem-and-leaf plot for the DFFITS indicator is given 

in Figure 10. This suggests that observation 215 and 176 are 

influential in determining the� vector and/or the variance of 

the estimates in the b vector. Examination of the stem-and-leaf 

plot of COVRATIO (see Figure 11) reveals observation 215 but not 
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176 to be influential in increasing the variance of the� vector. 

In essence observation 215 receives a double indictment for its 

influential role in determining the b vector and its relatively 

strong contribution to lack of fit of the model to the sample 

data. Elimination of these two observation points and 

recalculation of the regression equation should improve the 

predictive accuracy of the model. In addition, the removal of 

observation 215 and to a lesser extent 176 should increase the 

fit of the model to the sample data. 

In examining Figure 9 and Figure 10 the reader may·have 

noticed that observation 144 is relatively.influential in deter�, 

mining the� vector and/or the variance of the� vector. 

However, this observation is not a relative outlier in the 

criterion space or the predictor space. E�amination of stem-and­

leaf plots and frequency histograms of all the model variables 

does not indicate that observation 144 came from a sparse region 

if the data. No further consideration is 91ven to deleting this 

ibservation at this time. 

Plotting OFBETA for each predictor against observation 

number, the so-called partial regression leverage plot, did not 

indicate observations which were excessively influential in 

istfmating the b value for one predictor, 

Observation 215 and 176 were removed from the sample data 

1nd the regression equation for Model 2 was recalculated, The 

1djusted R-squared value rose from .3138 to .3759, an increase of 

1ver 6% explained variance. 

After examining stem-and-leaf plots of the outlier measures 

ind influence indicators for the other two models we decided to 
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215 and 176 from Model 1 and observation 215, 
- ;h 

:.: • .;.: .:: :: : - .�- • :. :. ;; • ::  : : -
. 

••. ·: �-: ' 't w • • • - • •• • 

-116t a�l t-44-::from Mocfel- 3:, ..:.Thecc-hange -in adjusted R-squared for 

Model 1 was from .2983 to .3761 and for Model 3 from .3093 to 

.4047. 

t11�11ifl3 the Mode11s)

Information was gathered from classes 7 and 8 (N=29 and 22, 

respectively) in order to assess the usefulness of the models. 

Because the same criterion was not available for these two 

classes, this assessment differs from the traditional "cross 

validation" study. The instructors in these two classes were 

asked to rank-ordei their students based on performance. The 

regression models were applied to the predictor values for each 

student in these classes to obtain a predicted criterion score. 

These predicted criterion scores were rank-ordered and 

correlated with rankings assigned by each ◄nstructor. Using 

Model 2, the one discussed most extensively in this paper, the 

correlation for class 7 was r•,524 and for class 8 r•,607. Using 

Model ·l and Model 3 the respective correlations were all at least. 

. 60. 

Finally we examined the use of Model 2 to predict high 

achievers who might benefit from accelerated Instruction and low 

achievers who might benefit form remedial instruction. The 

junior author (five classes) plus the instructor of one other 

class 1dentified those students who were judged to have been 

capable to benefit from an accelerated instructional experience 

in statistical methods. The judgments were based on such things 
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as completed work, perceived maturity in quantitative methods,t ' 

work habits, persistence, etc., as well as on test performance. 

The judgments were made not knowing the predicted or actual SCORE 

value for each student. 

Of the 122 design-sample students, 11 were judged to have 

been capable of succeeding -;n an accelerated course. [The junior 

author had taught two such course sequences prior to 1984.] Of 

these 11, nine obtained a predicted SCORE value (via Model 2) 

above +1.75. [The use of a cut-off value of +1.75 was judged 

reasonable, based on the junior author's use of SCORE with many 

other classes.] There was one false-positive, i.e., one student 

was empirically pr�dicted to have been capable but was not judged 

capable by the instructor. And there were two false-negatives. 

[See Table 4,) With a false-positive error judged as being more 

serious, the resulting "hit-rateµ was .82 (9/11). On the othe� 

hand, the hit-rate for predicting those students who might 

benefit from some remedial experience was extremely low (less 

than chance), It appears that Model 2, at least, has reasonable 

predictive validity fn the sense that ft 1s potentially useful 

for Identifying those students who would be capable of benefit ◄ -1 

from an accelerated course experience, whereas model validity 1, 

lacking for predicting remedial-instruction student candidates. 

Discussion 

In general one may question the repre1entativeness of 

students enrolled in introductory statistical methods courses 

offered by the College of Education at The University of Georgi1. 

The mean scores on the Graduate Record Examinations for these 
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s.;w�r.� ,ne�r,t�e,nationaL a.verage. The variability in end-

of-c�urse. achievement-scor.es n-ot- accou�ted for by the models is 

, typical of, if not lower than, that found in other studies with a 

similar purpose. One might hypothesize various factors that 

could account for this remaining variance--e.g., motivation, 

study habits, test taking skills, academic persistance, academic 

maturity, and research experience._ lt ..was.assumed in this study 

that a serious effort was put forth in completing the pre­

statistics inventory, and that the reported GRE scores were 

correct. 

Predictive measures used in the models are readily 

obtainable and all contributed significantly to the obtained 

predictive acuracy. The effectiveness of each model was assesed 

in three ways: (1) an adjusted R-squared value; (2) correlation 

of instructor-judged rank orderings of two assesment classes 

against rank orderings of predicted SCORE; ·nd (3) prediction ot 

those students who might be advised to enroll in an accelerated 

course. The three assessment measures were considered 

"respectable": (1) adjusted R-squared values (after deletion o• 

observations identified as outliers and/or influential) of .J76, 

,376, and ,405 for Models 1 through 3, respectively; (2) rank 

correlations of about ,6: (3) and a ratio of 9 out of 11 student\ 

Judged by instructors as capable of benefiting from an 

accelerated instructional experience correctly Identified. Thus 

of the three questions posed at the outset of the paper 

concerning regression and statistics achievement, the first two 

may be answered in the affirmitive and the lattter negatively for 

59 



this study. 

.. 
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Table 1 

Gender and Degree Program for Subjects 

Design Sample Assessment Sample 

Class(es) 1-6 7 8 

Gender 

F 87 13 20 

M 35 9 9 

Degree 

Master 87 15 18 

Specialist 7 l 0 

Doctorate 28 6 11 



te 2 

uctor/Criterion Correlations
1 Means, and Standard Deviations 

Sl S2 S3 S4 S5 S6 S7 GREV GREQ GREVQ Mean SD 

1.000 20.7 3.45 

,387 1.000 5.8 2.65 

.569 .335 1.000 3.6 l. 95

,422 .287 .423 1.000 6.7 1. .'.+]

.289 .268 .222 ,339 1,000 6.8 i. 51

,]64 ,204 , 343 .474 .293 1.000 3.3 1.90 

,536 .279 .430 .594 .521 ,576 1.000 9.8 :!,55 

,115 ,048 .142 -.019 -.008 -.086 .027 1.000 516.0 91l,80 

,527 . 307 ,538 ,448 ,267 .520 .541 ,003 1.000 535.2 8:. .10 

) ,488 ,233 .427 .259 .1G8 ,263 .356 ,791 .598 1.000 276200.8 7.!115, 17 

: . 355 , 211 ,)30 , 328 .228 ,417 .378 ,204 ,497 ,472 0.0 :.oa 
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Table 4 

Number of Students Predicted to Benefit from Accelerated Course 

Hodel 2 

Instructor Yes 

Judgment No 

Prediction 

Yes No 

9 2 

1 110 

10 112 

11 

111 

122 

�. Judgments/predictions are for the six design-sample classes. 
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Figur e 2. Plo t o f  adjuste d R 2 aga in � t  s u b s e t s ize .
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Fi£ure 4. Plot of Cp against P. 
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Hypothetical plots of residuals. 
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Figure 8
. Di ag ona l e lemen ts of t he H A T  mat ri x.
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Figure 10. DFFITS. 

VARIABLE•OFFITS 

STEM LEAF 

OIFFERENCt IN FIT INFLUENCE 

18 0 

17 
16 
15 
14 
13 
12 
11 
10 

9· 

B 

7 5 
6 5 
5 
4 16 
3 268 
2 0012444446ii7 
1 11122233333445555677889 
0 1122333344455577778888899 

-o 9999777666554330000 
-1 .99998876554320 
-2.9765443320 
-3 65400 
-4 96211 
-5.2 

----♦----+----+----+----+ 

MULTIPLY STEM.LEAF BY 10••-01 

II 

1 

2 

3 

12 
23 
25 
19 
14 
10 

5 
5 

VARIABLE•OFFITS DIFFERENCE IN FIT INFLUENCE 

-ENTS 

N 
MEAN 
STD DEV 

SKEWNESS 
USS 
CV 
T:MEAN�O 
SGN RANC 
- -- 0 

122 
0.021<Xl0' 

0.272165 
2.32027 
9.01671 

12% 
0.852268 

228.5 
122 

SUM WGTS 
SUM 
VARIANCE 

KUQTOSIS 
css 

STC MEAN 
PltOS>ITI PROB>1S 

122 
2.56205 

0.0740736 
14.5353 
8.96291 

0.0246406 
0.395749 
0.560204 

QUANTILES(DEF•4) 

tOO"L MAX 1.80412 99'1. 1.560S7 
75" 03 0. 14309 95'£ 0.374837 
50":t MEO 0.0324685 9°" 0.2402-$4 
25� 01 -0.147511 1� -0.286331 

01' NIN -0.522705 5-,; -o. 4000C. 1 
1-,; -0.514371 

RANGE 2.32683 
03-01 0.290601 
NOOE -0.522705 

EXTREMES 

LOVEST 

-0.522705( 
-0.48647( 

-0.456123( 
-0.419952( 
-0.409005( 

ID 
81) 
41} 
88) 

151) 
162) 

HIGHEST 
0.413054( 
0.457041( 
0.648031( 
0.745637( 

1.80412( 

IO 
26) 
10) 

176) 
144) 
215) 

'° 

t-



Figure 11. Covariance ratio. 
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ULTIPLE LINEAR REGRESSION VIEWPOINTS 
VOWME 16, NUMBER 1, SPRING 1988 

Some Parallels Between Predictive Discriminant 

Analysis and Multiple Regression 

Dan Morris, Flor ida Atlantic University, 

end Carl Huberty, University of Georgia

The purpose of this paper is to outline some important 

similarities in, and differences between, predictive discriminant 

analysis (DA) and multiple regression (MR), The areas covered are 

estimates of model accuracy, hypothesis testing, and non-least 

squares models, Some of the parallels are well known, some are 

leas well known, and aome appear to have not yet been considered 

at all, 

It ia well known that when (I) only two groupa are involved, 

(2) the two population predictor covariance matricea are assumed

equal, and (3) the two prior probabilities of group membership are 

taken to be equal, the popular "minimum chi-aquare rule" 

(Tatauoka, 1971, p. 218) associated with discriminant analysis 

(DA) is equivalent to predicting a dichotomous criterion via 

multiple regression (MR) methods and classifying a subject into 

the group for which the predicted criterion is riearer the actual. 
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An especially enlightening examination of this and some other 

multivariate techniques from the general perspective of MR is 

provided by Flury and Riedwyl (1985). 

However, a precaution about the equivalence of two-group 

classification and multiple regression with a dichotomous 

criterion is appropriate. In a two-group situation, there is one 

linear discriminant function (LDF) and there are two linear 

classification functions (LCFs); an LDF and an LCF are simply 

linear composites of the predictors, It is true in a two-group 

context that the regression weights are proportional to the single 

set of LDF weights, When a'linear regression function (LRF) or an 

DLF is used for classification purposes a cut-off criterion needs 

to be determined--with an LRF it is midway between the two values 

by which the dichotomous criterion is coded, with an LDF it ia 

midway between the LDF means for the two groupu. With the use of 

I.Cf's, there 1a not cut-oft per ■o; rethcr a unit h clusified

into the group with which ia aaaociatod the larger LCF score, It 

turns out that the respective LCF waight difCerencea are propor­

tional to the corresponding LDF and (iherafora) tho LRr welghta, 

Input acorea for an LRF, and LDF, and and LCF arc typically 

predictor variable maaaures, [A� stated above, any of the three 

linear composite types may be used for a two-group claeelfication 

problem,) It turns out that another, still equivalent, approach 
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to two-group classification may be employed. Here, one uses LDF 

scores for each unit as input for an LCF; we thus have, in 

essence, a single predictor score for each unit. 

When generalizing from a two-group problem to a k-group 

problem, it is advisable to forget the LRF and LDF approaches and 

focus on the LCF approach, with predictor measures as input 

scores. 

Estimates of Model Accuracy 

Estimation of the cross-validated accuracy of the prediction 

model offers similarities and differences between MR and DA 

methods. In both DA and MR the researcher l)IUSt decide what type 

of cross-validated accuracy is of concern. For instance, is 

interest in simply estimating an accuracy index parameter from the 

associated statistic, that is, estimating the index of accuracy 

(R2 or percent of "hits," respectively) that would obtt1i11 in the 

population from that same index in the sample, or is interest in 

the accuracy that would obtain on application of sample optimized 

weights to alternate 1amples from tho aamo population? Tho 

conc•rn in this paper will be with the latter typo of accuracy, 

Aa in an estimate of cross-validated R2 in MR, a Judgment of 

DA ''hit-rate" based on the calibration sample is optimistically 

biased in reference to application to alternate samples. To 

estimate a cross-validated result in MR, anothet decision that 

must be made is whether interest is in relative accuracy, as 

manifested in the correlation of Y and Y, or in absolute accuracy, 
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as manifested in the MSE. In either case, several formula 

estimates are available (see Huberty & Mourad, 1980; Rozeboom, 

1978). It is probable that most of the predictive uses of MR in 

the behavioral sciences, such as in personnel selection, are 

concerned with relative accuracy, 

Unlike in MR, the concern in predictive DA is in 

classification accuracy; this ia implicitly a concern of absolute 

accuracy, A formula estimate for cross-validated hit-rate in the 

general k-group case has largely eluded methodologists. However, 

a useful, although complicated, formula estimate for cross­

validated hit-rate in the two-group case was derived by Mclachlan 

(1957), According to that estimator, the hit rate, r
8 

for group 

g, where g • 1 or 2 isl 

P
g

• - F(-D/2) - f(-D/2) (p - l)/Dn
8
) 

+ D(4(4p - 1) • D2
½/32m) + (p - l)(p - 2)/4Dn a

+ (p - l)[-D
3 + 8d(2p + 1) + 16/D]/(64mn

8
) 

+D[3d6 - 4D4(24 p + 7) + 16d2(4Sp
2 - 48p - 53)

+ 192 (•Sp+ 15)]/(1228Sm
2
)

when 11 ill the 1tnndard normd diatribution function 1.e,, 11(-D/2) 

is the 11r1w to tl111 "loft" of -D/2, f 11 the 1t11ndud normnl 

density function, D is the Mahnlanobie diotance, p in the number 

of predictor variables, ng is the number of aubjects in group g,

and m • n1 + n2-2, While the formula looks formidable, with

patience it is calculable with hand-held calculator, Moreover, as 

the last term in the multiplier for f(-D/2) is usually very small, 
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one may choose to ignore it, making the formula even more 

tractable. If the researcher with an orientation toward MR notes 

2 2 2 
that D • R N(N-2)/(1-R) n1

n
2, then the NcLachlan estimator of

2 cross-validated hit-rate can be obtained from the R resulting

from regressing the dichotomous criterion on the predictors, 

One slightly "unnerving" aspect of the McLachlan estimator is 

that it can yield estimated hit-rates that are larger than those 

that are estimated from the known positively biased process of 

reclassifying the calibration sample (Morris & Huberty, 1986; 

1987), This is unlike the case in MR where the "shrunken" 

multiple correlation is necessarily leas than the value of the 

multiple correlation derived from the calibration sample, The 

explanation for thia apparent paradox between methods is that 

estimators of the cross-validated multiple correlation are 

!unction• of the corroaponding calibration 1ampl1 multipl1

corroltition1, and aro thorotoru guarnntood to yield Nmaltor valuH 

than tho 1an�l• value, In thiN 1on10, the McLachlnn hit-rate 

eu1tim11tor h not parallul to the MR formula Htimotora, Whilo it 

ia an 11timator or cro11-validation hit-rate, it i• not a function 

of the calibration sample generated hit-ratn; rather, it is a 

function of the Mahalsnobis distance between groups, as well as 

other variables, That ls, it does not simply, estimate a parameter 

from a function of the corresponding statistic as do the MR formula 

estimators. 
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An alternate nonparametric approach to estimating cross­

validated hit-rate, which has a wide following in the DA 

literature, is the "leave-one-out" procedure (Huberty, 1984; 

Huberty & Mourad, 1980; Lachenbruch & Mickey, 1968; Mosteller & 

Tukey, 1968). In this method, a subject is classified by applying 

the rule derived from all Ss except the one being classified. 

This process is repeated "round-robin" for each subject with a 

count of the overall classification accuracy used to estimate the 

cross-validated accuracy. 

Clearly the same "round-robin" procedure can be used to 

estimate either relative or absolute accuracy in the use of MR, 

and-has appeared in that context, with perhaps the earliest 

reference due to Gollob (1967), In a system intended to select 

optimal MR predictor variable subsets, Allen (1971) coined the 

procedure "PRESS," and he appears to be the 1ource most often 

cited in the MR literature, 

The apparent computational ditficultie1 due to the inveraion 

of N matricea can be avoided in both MR and DA by uaing a matrix 

identity due to Bartlett (1951), Thia identity ii cited an uaed 

explicitly in introducing thn technique in the DA contoxt by 

t,achenbruch and Mickey (1968), but w1111 not montionod by Allon in 

the first introduction of PRESS (1971) nor in its presentation in 

a later text (All11n & Cady, 1982, p, 254), although tho same 

i.dentity was implicitly used, Monover, Allen doesn't cite the DA
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literature and the parallel application of the PRESS procedure. 

It appears that this resampling process w11s "invented" 

independently in the HR and DA literatures. 

Full vs. Restricted Model Hypothesis Testing 

A technique that is well known and widely used by MR 

researchers is that of hypothesis testing through contrasting full 

and restricted prediction models. The power of this method, its 

generality, and its applicability to a very wide arena of 

theoretical questions in.science is no doubt part of the reason 

for the establishment of the MLRSIG within AERA. 

The same types of model contrast "explanatory inc1·ement11 

questions can be asked and seem to be of just as much potential 

interest when the criterion is classification accuracy, However, 

we know of !!.2. examples of this technique being used in the 

literature, Thure seems to be no reason not to test the 

difference in proportion of correct classifications (hit-rate) 

between full and restricted models to examine meaningful 

2 hypothesoM, just as 11 done using the R in MR, The appropriate 

te1t 1tati11tic is McNemor'• (1947) contrast between correlated 

proportion11, Moreover, all the index, "I, 11 of increa11e in 

cla1111ification accuracy over chance (11ee Huberty, 1984, p. 168) is 

distributed similarly, it becomes apparent that such a teat would 

also be applicable to that statistic. 

An example of such a test from a study in which the 

subsequent high-school dropout of a sample of 76 children was 
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predicted from data available in fifth grade will now be 

presented, The six predictor variables were gender, race (two 

levels), number of elementary schools in which the child had been 

a student, the number of grades the child had repeated, the family 

structure (living with both parents, or �ot), and the child's 

total number of fifth ��ade absences. As we have evidence of the

relationship between both gender and race and the criterion of 

high-school drop-out, the hypothesis to be tested concerned the 

significance of the increment to classification accuracy afforded 

by adding the four "non-organismic" variables (number of 
, ✓ 

elementary schools, number of grades repeated, family structure, 

and the total number of fifth grade absences) to the prediction 
, '.JI ,'.f' 

model containing only gender and race, Classifying the 
' 

,, 

calibration sample, the proportion of correct clasaifications for 

the total model waa 75% and for tho model including only gender 

and race it waa 65%, A 2x2 table illuatrating tho number of hit• 

and mis101 for both models ia:

All Prt.1dic tore 

Gender and Race HIT 

MISS 

MtSS HIT 

9 

10 

39 

18 

Tho test statistic, z • 1,73, would typically be considered 

non-significant (P • ,08) and therefore offers no evidence that 

these other variables add to the classification accuracy afforded 

by just the demographics of race and gender. 
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Parallels 10 

While no significance tests were applied, the classification 

accuracies (again, derived from classifying the calibration 

sample) obtained with two other subsets of predictor variables are 

of some interest. The point of interest is that the 

classification accuracies for these two three predictor variable 

models (number of elementary schools, number of repeats, and 

family structure, 79%; number of elementary schools, number of 

repeats, and number of absences, 79%) were each greater than for 

the total six variable predictor model. Thus, unlike the multiple 

correlation coefficient in MR, even with non-cross-validated 

"internal" estimates �f classification hit-rate, accuracy does not 

necessarily monotonically increase as one adds predictor 

variables. A different perspective concerning contrasting reduced 

and full model predictor variable aubsets may therefore be 

necessary for DA applications, 

One may argue, however, that the cross-validated estimate of 

accuracy should be u1od in any case. An illustration of the 

impact that using a cross-validated estimator might have ia that 

tho laava-one-out estimator for tho hit rates involved in the 

hypothoaia teated above were 64% for the full six-variable model, 

and 49% for the three variable model, with a resulting test 

statistic of z • 2.45, which is, of course, s�gnificant at the ,02 

level. 
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Non-Least Squares Models 

Non-least-squares prediction strategies, particularly ridge 

regression, have received a great deal of attention in the MR 

literature (e.g., Darlington, 1978; Morris, 1982, 1982; Pagel & 

Lunneborg, 1985; Rozeboom,, 1979), and some attention in DA 

(Campbell, 1980; DiPillo, 1976, 1977, 1979). As the benefit to 

predictive accuracy of such methods is a function of whether the 

context is relative or absolute accuracy, the results for DA tend 

to be a subset of those for MR. They appear to be largely 

parallel to the case of absolute accuracy in the MR case (Morris & 

Huberty, 1987); enhanced predictive accuracy is available under 

certain limited circumstance&, however, reductions in accuracy are 

just as likely to occur without an informed decision about when to 

use the technique, Ridge methods are far from the panacea that 

they have been purported to be for either the MR or DA case. A 

auggested method for chooeing between alternate predictor 

weighting algorithms, including ridge and least squares, has buen 

presented for tho DA ca11 by Morri1 and Huberty (l987), and for 

the MR case by Horria (l986), Computer program• for both analysis 

types aru available at no charge from: 

John D. Morris 

Institute for Research and Development in Teacher Education 

College of Education 

Florida Atlantic University 

Boca Raton, FL 33431 
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INEAR REGRESSION VIEWPOINTS 
: 11, NUMBER t, ll'RINO ... 

A Ten Year Study of Salary Differential
by Sex Through a Regression Methodology

John D. WIiiiama 

University of North Dakota 

Joie A. Williams 

Northwestern Minnesota Mental Health Center

Stephen J. Roman 

New Market Iowa Community School

Abstraot 

,n year study of ealary differential by eex was oompletod, 
,{! o aiultiple rngression 111c,·t,hudology, with rank, diaoi .. l iuo, 
.,,,,, year■ in department, years in current rank and anx as 
1 lnt.ora, foouaing on the change in tbe ¥ah1c, of tho 110:x 
lt1ble. The ■ex ¥ariablo evldenoftd lower ■aslorlttA for W01Den 
, uontrol ling for t.he o1.her variable• t,hrougt1ou1. Um ■t,udy 
iod for both prQpoem! 11nd 11otual aalt1ries from $3◄1 ln 1970 ,'I'.}
,1,oewd aalar,y) t.o $1675 tor 1981-82 ( aotu11l ,ml nry) t.o $r.04 
1900·87 (proposed salary). This apparent:. drop ir1 

:riaination by ■tne in aalary at ftaol1 rank was aooomr,onJ,,d l1y 
·�t.1dDS differences in pay. The change ls in the di rHOtiori of
rkfft adjustaicn1,B, N Lo., paying lownr aalnries Lo thoso lr1
:lpl lnos with higher proportions of w011en.
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In a study of 1977-78 faculty salaries at the University of 
North Dakota (UNO), using a regression approach, MarLin and 

Nilliams ( 1978) found that women Wftre underpeid $3fil { iri 1.tirm:; of 
the rttgression coefficient), on the average, taking into acc(Junt 
a larite number of variables. In that the ensuing Yttars worE: 

suppom:lll to be a time for el"Oding away sex discrimination, it 

qui l;o tmrprising that Anderson (1986) showed that �he disc:repanc:y 

in 19135-86 ftctual salarim1 may have become as large as $461!) at 

the same institution. 

Subsequently, all UND faculty salary data tor all years frorn : 

1977-78 to 1986-87 have been seourl3Cl; tbas6 dat;a are from public 

acutt1-1n files and thus contain no nontidential informat.ion. nm C 
:jit�J,:;Iaotual data are tor nine complete years wherein the previous. ir'.r)!
�:�:r, '•'. " 

salary in .riven ,md thft proposed salary tor the tallowing yet.u· \;'� 
-�7/.;'listed. , Sinott it would be blghly unusual for obvious, direot J;:� 

·t• 
dhmrimination to taktt plaoe wit.hout deteoticirt, t;hft possibilit.y'i 

ot " aooondaey lmpaot of diaor'imlnatlon 1• exumluttci. ''.•,••· If, for ";:f, 
•1i1d�: 

iii 
t�·t>

"ivtm Yftar, 11e:x difforeooe■ :lnur-ttaaft from propottffd to n<:t;ual 

w,aladc,s, lt la important to document tbi• prc.,oc,011. The io"l 
. ;;�t,.advan't,"6fe of a lung term da,ta sot (aotual aalarlcu, trom 1977-7Jl.i!. 

!'I.•!!' 
to 1981S-86 and proposed adarlea from 1978-79 to UJ86-87) iw l;h!lf. : 

i/»:.i
uhnr1'1et1 in tbtt oompo■ition ot thc, t11oulty can be monitorf'd as >r:1,

Wftll. One posslblllty iu that arrivals anJ departures from t;heti:ii 

taoult.y may have devaHtating efteot;1,1 on oex ditmd111innt,ion 
<>.:£1;-:�

mm,s1Jras. Other possibilities ooulJ be examined us well. Th•� i1��iij; 

p1trt.iciulars of either the data set. and/or 1;hff vnriables usE:d 
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c:ould hnve a major impac:t on out,:omes. One cnrm.o1. c:mm1. out.,!! 

eJ::���ri. another period of sex inequity in sBlary tJtructurtt, though 

sunh inequity woultl of necessi't;y bv more subtle. First, hc,wovor, 

the p11rticulars of the data should be addressed. 

Obstac:les to Salary Discrimination Rm:ioorch 

Obtaining the tlata sats for analysis was n major obstaclo in 

thh:, study. Originally, Anderson's (1986) data was to be 

reanalyzed. She was agreeable to this, and the UND Vice 

PrttSidtmt. for Academic Mfairs provided strong tmcourageman1.. 

Howove1·, because t;ho Auderson data set was goneratoo undut· tho 

auspic:as of the uni-Yttrait.y•s Office of Inst.itutional Re�earc:h, 

the opinion of the uni-.,ersib le«el couns1tl WftS that her data 

td1ould not be made available 1.o out.side researchers (despito 1.ho 

first author's being et. that institution and having served on 

AndorRon' a ductor•l 001111l1;.t4te!). Thua. the invetJt.:hc;_tion was 

pmtaiblo only tbrou.rt, the uae ot public doouai,nts; all UNO 1:1alary 

dat.n (ninoo at lCNUl't, 1928) are available At. Ulft univeraU.y 

llhr11r.y. Thelaao data were ■fft:urttd lor t.he noudc,alo yo11rn 1978 -07 

( t.tur ynur■ toll owing thff Rt.uclhtti by Mnrtin arid Nll Iiams, 1978, 

1979). Tho quttllt..v ot Uutt10 ■alttr,Y dat11 wn1:1 Hhooking ·to thatio 

rmw11rohtn·11. ,or NOllfl yoan1 uovorttl pttgtt■ 11Htrtt 111oh1slng. thou,th 

those omis1:1lont1 were to aoae dagreo ruotitiuble. More import,u1L 

wuru ohvioua ■hrt..akes--•hrtakos that. oocame appn-.:-ent. only os t.>m 

data m,t wa� oonstruotoo. In sevorol oases (perhaps 2-5%) 
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_sul,m-:qucut snlory dat.a suggost.tNI i;hl\1, tJl\rlier snl11r·y dut;a w,:r,-: 

• innurrAnt. For example, a parsQn's s11lnry histo1·y mfght read:

1978•79 
1979-80 
1980-81 

Prupm1ed Salary 

22000 
11500 
24000 

l,ast Year S11lttry 

21000 
22000 
23000 

Iric:rt:tum 

1000 
1000 
1000 

Thi!'! kind of "mist.eke" occurred when someone was ou ltmvu; Um 

last YAar's salary for 1979-80 was actually II hypothati<:al 

sal11r·y, but· was entered inl,o salary hiat.ory. Thu "mif;t.nko" :it.owri

her,? was a logical one; less loginal or actuAl ttrror:=; (parhup:: 

duH l;o ·t.he faoult.y member'R oegot.itttlnt! o highttc- tm:l1try) al:rn 

oci:urrod, but becamA known only Jn thA nttxt ye1tr's budgHt. 'fhus, 

U,u 1n·o1•osttd salttr.Y figures in<:ludA personr. who rmaotiat.ed h.if.Ihw· 

ualnriftH than were budgeted., and also lnoi'udtt thosA who r11signi:cl 

an,� didn't ac.:1,ually reoeive a Sftlar,,. 
,' '�, 

Now fouulty memt,ttni 
"\I ',"'\ ' 

usually don't show up at all _in_ th_e propo11ed u11l11ry tlaurttn f'or

t.lin i r· rl rut yttor. In tba1. ■en•e, aotuftl •atJ ary 1!111.a la known

( immt11r "• the p.ablio doouaient11 aro uonoerrm,l) only n ytu1r 

1 tl'l,tlt'. 

Cboioe ot VftrltthlffH 

'rho oholce ot varlablea ln ■ah1ry equity utu,lleo la 

p111•f.iuulal"ly hrport,,mt;; HOll!fl vnrl1thlet1 ttuot, 111-1 m,ndt'lm!o rm1k h11vH 

bftl'tfl viewed as blau$.\ themaelvett (Scott, 1977). Sh., prot'orr,xl n 

,1101111 ur ae1, of vari ab 1 ea that, from n praot. i Oft 1 point of v j Aw, 

tuncl to show more disorlmlnatlon. The choiuff or varloLle� i:-i 

Ac1111,:what (if not wholly) political--and tho uhoJ,:o of vl\ri11hlt-m 
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suru.ly influtmc:es U1e- inl,erpret.ation. For example, using 11 

dif.rurent selection of v11riableR ( including Scott'�} Anrlerson 

( 198f>) .found coAff'icients for stU< fuvoririg malm; .fr·om $1803 l<• 

$4619 fnr the 1985-86 actual snlaries. 

The original point of view ror the present study was l;o 

incorporate variables simil11r to those used in Martin and 

Wil1 inros (1978), but deleting Vftriables t.bat; had -suspect" 

outcomes. By "suspect .. outcome is meant that; tht1 direction of 

l.hf1 rnrl;oomff for t,hat variuble is oounter-int.ui f;jvo; for exumplt1, 

th11t Ht.udy found that serving on oommittees hud � ungative 

PRr1,ial ftffeot on salaritss. Thoust, d:i:ff'erent. interpre,t.wtium; 1tr·c, 

pmrnibl,,, thes-, sort.s of variables may 11lao inc:orpor11ttt sox 

inequity dit!erflncl'flS--in :ra,:t., womm, did h1tve a higher t.m1dtmoy 

to tMrve on oo .. ittlles C,Hlliams, 1978)--and lncludin« thesff 

vt.1rJ11blt1B httl�,d cuver awttr sex di:C:Certmc:ttR. Httnat,. cmmmittfto 

mo111lmrHhlp w"a not in.eluded in the proseot analysis. Aloo, 

t.tt11oti1 nlt 1 n a «rfteluate PNlfitraa hNJ fl twalialii!.t? i mpfto 1� on Hit l IH".Y 

(M11rt;in • Nillla.i, 1078), an wtoo.o that. w,IIR oountor-int;uitivtt 

,w w11ll as cmuntffr-prcdutrt,lvn frotJ1 11 uralvors!t.y'w Point. cit vluw. 

Puhl loaliion 1ntoM118tlon and t.anoher rnting lnformlltlon artJ no 

loritft1r oval lat.ht duo to privftoy ooru,1dor11t.h,nn, 011d t.oonhnr 

rnting latorm,.tlon ls no longer uniform as w,,U. The varlabltJH 

Ciri1.1lb suleut.ml are f'ouod in TnhJo l. 
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TABI.E 1 

Variables In,:luded in the Regression Analysis 
Rugurdiug Kquity Adjus1,mmat.s to Sularias ut. 

the University of Nort;h Dakota
------------

Degree Ueld 
Doctorate 
Bachelors/Professional 
(Masters. aero coded) 

Years in Department

Sex 

Rank 

Male = 1 
Female = 0 

ProfaRsor 
Associate Professor 
Assistant. Professor 
(Instructor, 11e� coded). 

Year1:1 in Current Rank .; ,,.
Years in rank Professor 
Yenrs in rank Aaac:,oiato ,Prole.••mr 
Years in rank Assistant Professor 
Years in rank Inl!truot(>r 

Dlaclpl ine 
(HIGIS Ta,conomy) 

Bloloo 
Busine•• 
COIIIDUD loa tlon 
Cumputur Soiftnoe 
&Juoatloo 
lr16tioeerin6( 
P'ln!!t Arts 
lloalth rrotnn■icmR 
Languages and HumanltleH 
Library Soienoe 
Mathematics 
Physical Soienoes and Aviat.iun 
Psychology 
Politionl Soienou 
Rome Koonomlos 
Law 
(Sooial Soienoes, zero coded)

·--·--·--· -----------------------
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k 

For the yearu 1978-·79 through 1986-87 both propost�l ,u,,1 

appropriate datu. Io the cBse of promotion tho rnnk would he ow} 

rank lower fur proposed salary but is oorrf!ct t·or ac:tual salary. 

Table 2 gives results for the regression coefficiont�, F wtluc, 

arid h:isorial correlation :for t-:tne (wi1.h salttry) alor1,;t wj Ua H arid 

tho proportion of women for eaoh year, in both the proposed arul 

TABLE 2 

Regreflsion Coeffioienf;t1, F VAlues, Rh1erinl 
CorrHlations, R ancl Proportion n! Homma wit.t, 

Propast�d and Actual Sulnrios 
···-·••·--··· - ----·--·--·--·---... ·-·-----···-----·-----··· ··----...... -- ....... 
Propom,d A0Lu1tl 

Point Polnt. 

/ 

Reg. Bisi. Prop. Rog. tHsl. f't'fl(J . 

. --�uft.f( ... ____ F. ___ c2rr ... __ B __ !f.ml§n_ __ <;2v.t1 ... ____ r__ ___ �n: ... __ u_ ___ Nrn.11m, 

3flJ.03 1. 57 .?.6R .913 .1◄5 537.55 2.71 .?.67 .070 . 1 f,H 
a,u. 07 .80 .21r, .849 . 16:J 731. 11 4.80 .286 .806 . urn 

6(1f),:1i 2.02 .338 .654 .185 530.45 2.09 . :113 .00'1 . mo 

57?.. ?.'/ 1. &6 .273 ,840 . 175 12&0.23 6.27 .276 .8'12 . u;o 

1351. m; 6.28 . 317 .e:i8 .183 1674.58' 10.35 .329 .850 .J'/U 
1M2. :32 7.96 .341 .848 .186 1007.74 3.91 .334 ,061 . to!; 

1203.57 r,, &6 .340 ,036 .185 1362.60 5.30 ,320 .ff:14 . 1'74 
1110, "4 4.19 ,328 ,841 .188 739.51 l. 42 ,286 .861> . 1.90
040.'/0 2.23 .360 .861 .195 747. 11 l.60 .375 , 802 .200
IS04. 12 .74, , 302 ,861 . 211 

• rom M«trl, I u and N 1) )1 ftllNI (1970)

Tnblfl 2 .YltJlclf.r ,mmo int.nrm,t;irag out.0011fft1, Tho ao1:uul maouril. 

or inequity by uex ottan exceeded the proJaoted inequity hy aux; 

u]no, l.t10 lnoquit,y by Hux apptfaroo to ponk in 1,he:, early 1980'�=

( in f;orms of the t•egrassion c:oaffioieot for sex). and h,u:: 

111,1,1mroc) to clr-01) to only nbout $140 highur 1-taari p-rojoc:1.1:<I for 
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1977--7fL However, 1,ha point biserial c:orre l a-l,i nr1 hns flc,nn up 

cmw i,lr.rably, indicating that real clifferencos in moan sal11t·ie:-; 

hnvo :,;hat-ply i r1nreasoo. It is useful to aclclrm1s salury 

diffttrences by rnnk as shown in Tnbla 3. The numbt1r of persons 

at eac:h rAnk by smc are shown in Table 4. 

TABI.E 3 

Mean Sal11rius hy Sex and Rank fur Projffo·l;acl
and Actual Salaries, 

--·· ··--·-·---··. ·-·--· -- ·-· 
Proposed 

_________ Iru,;1. _Ar-isl;P AscP l'rgL Tnt1tl __ !ns1. 

977-78*
F 14606 17283 21309 16954 12883 
M 15524 10151 22164 19040 130Q5 

l9'/11 79 
II' 13395 15292 18002 23195 17008 13330 
M 14200 1.6370 19251) 23335 20045 14158 

19'79·00 
F 1281:1 tf,881 1

°

9422 24306 17286' 13124 
M. 15027 17207 20594 249fil 21461 14400 

1080··81 
,F 1464U 16047 20148 25957 19420 161fi8 
M 15809 18!H2 21921 26868 23001 16683 

1981··82 
F 18112 20790 24310 29064 2271\7 16686 

N 21860 22438 26243 31896 27581 21864 
1982··83 

F 1790'1 20li3!S 24001 27001 22906 17997 
M 21009 23243 27140 331&3 28&&6 22172 

190:l-•84 
i,• 10272 7.0090 25220 2032& 23335 19194 
M 21030 24190 27142 :13000 28814 20294 

1004--·85 
F 10303 21051 24052 27945 2327!S 170M 
M 21013 2:J245 268!}0 :)21\68 201H�O 22943 

19or,- on 

F 215r.6 22887 28083 31934 25997 22603 
M 23814 ?.A848 20060 36743 32410 24380 

HJ06··87 
Jo' ?.1922 24147 2UOR4 34132 26810 
M 2520?. 27882 31134 38046 33?_88 --

*Takttn t·rom Mtu·t.i.n ,m<l Wi 11 i ams (1978)
...... - ···-----·- ........ _, .. _________ - ---------

98 

1977··1987 

Actun 1 
•• ··-· • • 

A1-1stl' AfmP 

15001 17143 
15518. , 18263 

15180 18040 
16189 19275 ' 
16100 18662 
169R4 20403 

10560 ?.2014 
20565 23:)16 

20271 24084 
22727 26058 

20398 24023 
233!8 26710 

20698 24490 
230150 286!SO 

24255 24803 
23ttn 26:J4 t 

231?.7 26091 
26715 29677 

.. '"··---··•-· ··--·· 

r:nrL ... Tl!! 

21866 161 
?.2277 19� 

:!2786 1 ·1: 
23567 20: 

21393 J!l, 
:rnri 10 21: 

262Ul �1 
28646 �l.5 

\ 

�B.141 22 
31608 ?.7 

28922 2:: 
32013 :w 

27727 2: 
32451 2r 

:r,Mo ;2: 

:120011 21 

32116 7,( 

3A400 :1: 

·-··---·····
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TADJ.E 4 

. . ···-· ............. - ---·· --····-··--··· -----··--··-·· ..... -.-•• · -- . ·-·- ·--- .. · ·• · · · · ·  ·-·-· ...
Proposed Ac-t,uol

-· Inst ... _. A:mtP .... AscP ...... Yl"of ___ Total ____ Inst_ ..... AsstP __ AsoP __ .. J'.l"of. _ .. Tol,11 l 

10 
8 

13 
6 

8 
5 

fl 
11 

6 
9 

8 
9 

to 
7 

11 

14 
64 

18 
59 

27 
f>O 

21 
61 

?.9 
1i7 

?.1 
65 

26 
62 

23 

r,o 

20 
107 

24 
125 

22 

125 

25 

125 

24 

124 

30 
113 

30 
122 

20 
114 

6 
98 

7 
110 

7 
114 

11 
115 

9 
121 

8 
123 

10 
134 

11 
138 

40 
269 

59 
302 

69 
304 

Bf, 
306 

70 
313 

71 
310 

74 
327 

73 
317 

r, 

8 

6 
9 

7 
� 

11 
3 

15 

57 

20 

47 

22 
45 

22 
43 

21 
50 

24 

52 

• 17
40

10
40

24 

126 

21 
124 

25 
125 

22 
117 

29 
111 

30 
llf> 

28 
111 

20 
100 

8 
114 

8 
115 

11 
115 

!:J 
121 

B 
121 

JO 
133 

11 
\38 

10 
139 

!i(i
2!)!1 

67 
2flB 

M 
2tW 

6;1 
290 

70 
:100 

(l� 
aoo 

fiD 
290 

I 4 
30 

111 
10 

140 
7fi 

309 
6 
1 

tu
39

3fl 
101 

9 
136 

09 
277 

l'l 

8 
3 

27 
40 

30 
100 

0 
140 

80 
299 

11 Crom Mur·l,lra arid Wll \lama (1070) 

Whih, U1artt 1trn some, ditfioult.lon duo t.o p:t·uLul,le mhmiritt 

information (that is, information gone from tho public 

tlornu.oonl,s), 11, sottms c:htftr that if women we:,rt, "unclorranlw<l" for 

tho oiu:·lier yoarN in the study, they are far more so for th� m1mt 

rtu:tml, 11voi loLle ynar. Using projec:ted dota :for 1977-70, f; of 40 
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w<•mtiri or 15% ,u·A profo:;;sors, as c:ompart,d 1;o 98 of 269 mcm or· 

:-J6. 43%. For 1986-87, 9 of 80 women or 11. 24% 11re professor�1, nN 

nowrmrf,d to 140 of 209 mtm or 46. 82%. For t.hosf! who might� havn 

hopP-tl that these sorts of differences would dissipttte <luring u 

pttriod uf supposffll redrnssing of inequi t.y, thtutft cmt<:omt:s eonf:i rn 

the dashing of those hopes. Further, saJary differences by sox 

with in ranks fuvorffli men by approximatdy $800 al; fUtch rank for; 

proj1:1oted 1977-78, c!Ompared to 1986-8{ proj6ctod clata where 

di fforenc:es are in the range of $3000-$4000 u1. e,mh ruuk, whilt, 

salaries in<!reased by only about $10000 for women nnd $13700 fo� 

mtm dudrig 1;he interim. Tbi1-1 Ia·t;ter findiug is par1,ic:u11.1rly 

1:1no111alous, c:on�idflrin,t the changes in the c:oeffinient for sex 

(gor1dttr) shown in Table 2; it· c:au bu recalled thnt discriminttt.fim 

c)ostu to women tll!l?UIS to have reduced almost hlluk to 1977-78

luvols, after going IIUOb biSbftr in the ttarly 1980't1.

Yot ft clltfetr,,nt lnterpretatlon would bu ohtalnod Crom 

vi ttw I ''" tbu ·t.wo-wey ANOV A outoome•, RUllfl6t1t.it1(t it, wou 1 d ht1 

worthwh llc, t;o lnupuot 0bu.ogo11 la other vu• lab lt111 Lu t;.bo 

rt1gr•o11Aicm onnlyuis. Ratbnr t.tum ul.t,ttarpt.. tu alvo -t.ho onl,lrc1;y oJ 

thn tmt.s ot ro.rrooslon an11lysea shown in Tablo 2, throo 1mnly,mn 

irwmil.JJtot.fKl 11rn difl<IUll&ftd. Tnblo ft rooordtt thtu1n nnolyirns: t.tu 

propooecl sal11rl.ttl'I tor 1978-79 and 1988-87 ttnd t;.ho notunl s11l1trit,t , 
fr·om 19fH-82. Thestt years werft ohoaftn lit1onuso they show U1tt 

minimum nff.,ot. tor 08X (propos"'1, 1978-79), m4xlmum ttttent Cot· 

Ame (,w-t.ual, 1981·-82) and mos1; reoont outuomn (proposfl<i, 

1986 87). 
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TABLE 5 

Ruttrfl�rnion Annlysf?s for Three Sehm'l.f:d Y<:ut's 
(Proposed 1978-79, Actunl 1981-82 and Proposed 1986-87) 

l'r.oposed Actual • ••• - ·-··-- • P�1;p;i;:;,ltj • 
1978-·79 1981··82 198(Hl7 

Reg. Reg. Reg. 
o ······-·· _!;Qeff. F Coeff. _____ F _____ Coeff. _____ _J.t'_ 

lleld
·afat
ors/Prof.

1sO1· 
i.111;.o P1·01'1.msc,r
Lunt l'rofor-1sor

i.n Curront Rnnk
:iSOr 

iato Prllfttaaor 
t.,mt, l't·ofoHtmr 
,Jotor 

,I tuo (llr«llfi) 
••tY
1tttJH 

1nl onl-ium, 
1l;ttr So lnnof't 
11, i Clfl 

1ttc,r lnlf 
Art,H 

r.h Pr.or.
,nut lhun.

11ry Solf,nntt
nmnt.ioff
Sol . 1tml Avtn.

hology
tlo"l Soltinoe
, Eoonomi1111

802.08 
1377. 13 

-93.91

341.07

9999.24 
!>642.34 
2188.97 

197.58 
159.98 
266.46 
157.60 

-869.94
1603.15
C,33.33 

2410.42 
fi33. r,1 
392.07 

··1220. 03
-1794.AO

-7f11. 10
lll�0.�5 
392.86 
-47.98
700.22
261.69 
866.17 

8205.57 

6.18 
. 2.11 

8.17 

.80 

134.02 
50.87 

7.62 

17.17 
7.93 

12.73 
.88 

1.42 
8.41 
.20 

3.77 
1. 12
.40

3.82 
3.26 

2.11 
t.00
.20 
.01 

1.04 
.09 
. 56 

97.43 

1126. 71 
1680.21 

-106.51

1674.50

814'/.24 
2883.28 

241.56 

374.05 
332.66 
277.91 

··949. 04

38.13'
4059. ·11 
-633.66
3643,04
2409.74
4773.05
1162. 12
3401.M

• 571. 01
3441. 30 
1360.86 
3011.09 
1:16. a·,

2007.16 
2078.12 

16325. 76 

5.95 
1. 51

5.93

1.0.35

24.44 
3.27 

.02 

32.63 
19.53 

5.70 
2.32 

.00 
21. 31.

. 1f1
5.20 
9.00 

21,:JO 
1. 41
5.37

. 4r, 
3. ()l 
1. 36

11.84 
. 4ti 

3.37 
1. 59

150.00 

522.04 
3001. 00 

--111. 27 

504.12 

1Ml84.11 
9725.70 
6045.0� 

433.98 
313.60 
192.64 
874.97 

•·392. r,o
6312.41

10927.30 
110·1.:14 
6810.4fl 
··437. 15
1417.81

··40. 01
f\!J52. 24 

104.04 
4032.67 

533.17 
2486.40 
··176. 89

l!H09. 78 

4. ·n 
1. 1fl 

5.60 

.74 

64.M
26. 61l
10.20

39. fj'/
15. f>4
?. . r,-1
l. r, 1

. 1 Z 
r,o.oG 

38. 9!)
.I. llfi

,u;. O!l 
.zo 

1. 1()
.no

:1. :17 
. 01 

21. 87 
. HI 

2. ·11
01 

ma. on 

Tahla r, is cloftrly complex; simpllstio in1;orpl'etatiouH would 

viol tt l,tt t.taat. oomplf,xi1.y. Somfl in1;erprr.-l,a-t;ions, howuvttr, c:uu l11.• 
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mft<ht. nm import,mce of disr.ipJint-, (HEGIS cut.egory) in sulary 

bP-«:i>mr:1; quite ole1tr. Rectmt 1111tJor g1tiners nrc i?om1>1Jt"'r snien1:r: 

(u1• ,,lracm1. $'/300, cot111>hrod t,c, social A<dtiru:fm, s.in<:� 1901 · 82}, 

b1minei;s (with largo comparative inr:reases for tbtt lavt l;wo 

rope wt.ml years), engintterin(( (up mortt t.han $4000 froa 1970-79 tn 

UJ81-82, and an adrlitional $2000 for 1986-87), lihrnry acit.mco 

(uv $1600 for 1981--02, and an addit;ionnl $1900 for 1986··87) ttrnl 

polil;ical science (up $1750 for 1981-82 and an additional $500 

fc,r t 986-87). Wha·t, iH nut apparffllt. in the flu·t.a lR that Uu�se 

dim:ipl ines have higher pt'oportions of malm; Lhnn clo thosr-, whoAe 

uJ Jml,t1 ( vis-a-vis U,e a0<:ial st:ier1ut1R whi<:h httvn u hiEtht,r 

propc,r.t;ion of fcmal,,s) are not as marked. Ira the y,,,,r 1985 RB in

part,loulnr, ftn 1n1,ernal study allowed large individual dev'iut.iom; 

Ln 1111 L1tt"Y b1111ed oo "aarket" r.onsidf'lrations. Thostt market 

uc,rnildt,r11t,ic1ru1 Wflrf, ac:bicived b;y uumparlr1't 11alarit1t1 in various ,�, 
' 1 './1, 

oat..ouodofl to a regional average. Dft�rtmontflf Wt>t'O ooo,p11rt1cl t.,, . 

U1t1 111t1nn of ■imilar depaz-1,mentR wit:hln tlutt rttritioraal atudy wi t.11 

tha Lntont ot ralal04111alarlew to nenr the, rtttrlonul ftYttrnl{oH. 

Thlfl 11t,udy, thou«h o! uoraflidorablo import,moc, ira cltrt.nr·mlraln•1 

a11lt1rle1t, waa not ltffner111ly dlasttmLnatQjl; wlthln n oollog,,, 

retHuJ l,n for afftto1,tld depnrtmor,t,11 •if:tM, t,tt known, 1,ul, I.ho ovur·,all 

l,uxt.•u·a tor tho univer11Lty wa1:1 uot knelwn, Oran Otlflft ln poLut; wmi 

U,n "1-1t.1.1ti11tio.1" dopart;m1mt,. ft\nutt tho Uni vttrtt l t.y uf Nurt.h 

Dukot;,1 h11s the only Auch grouping in tho regi.on, thi.s dttpdrtmmtl; 

w11A mcautly at, t,hff norm and thus DftfKhd no ad.Justmttnt. Tho 

fall ihi.lity of the other data oan only be conJ,,ctured-··thu 1l11l;a 

102 



wor� r1t1ver made availabl,i for aunlysis. Nnvortholos1:1, on th,-, 

h11si:. of 1,hmm <lnf;a, onu do11ttr1,mm,I. in p1tr1 .. imt111r· wns I.ho 

roc:i.pim1t of B wiudf1tll····politioal soicuco ( in tho c;nl IP-(!n of 

buf!irn:i-m). This dApartment's salory cluml(As from 1984--0:i l;o 

1985 06 included one indiviilw,1 .going from $2fi97fi to $3'/000 (11 

$l 102ti or 42. 44% iru:rease), while onothAr went from $26450 to 

$37200 (a $10750 or 40.64% inc:reasa). The remaining five fnc:ulty 

rt,cmivnd innrottsu� of $?.120 t;o $6390 (8.37% to 20.52%); t,htt mc:1m 

inc:rcmsA within thA •mivP.rRity ovAr11l1 was 11.4%. Theso uhn111101-1 

wm·t1 ,, major souruo of intornnl dAI•tn-1,men1;ttl dist11,tre6mcm1, t.t11,1. 

flVc3ntunlly saw one fanulty mflmher moving to nnothor dep,u•l;mc-mt in 

1.tw uni VArsi1,y, and newflptspur artl<:lt,a <m theso irwreastm in ho-U,

thtt lomtl and student newspapers. l,11st in ttll of this is Uu11. 

the-mu Ho-uallttd "morkttl, n<ljustmtm1;s" htth•ucl vtt1 jcl11·t,o evtm ltu·um· 

ell r fo ronoat1 ln pny betweftn men nnd womc,n, though acid it Lona l . 

I o�mn1 wc-u·u l!!!�t, mori tmd woniori :lu 'UICI ti h10i pl .lmu, l.turl, tuul l1u·tto1· 

pr•o1•01•1,luraN of womtm Uum U,t, unlvorni1,y ovorftl?U, Hondn t.o U,o 

rot!rcmtJ Ln6( ot i n11qu l ty hncJ bec,n ol roumvontoc.l ln two w1t)'H ····tho 

mur·kol. 11clJ11t1l,111oril,w tavor·oc.l 1111110 domir111l,ml 1l01111rta11orit,li, mul Uu,uo 

rnoull,y tu 1lupnrLmcmtti1 t•t,oolvlntt lom-1 t'nvornhlo t.rwstmonl; c:otJltl 

t,1111110 t.t,flir l.r-tu,t.111,rrit, ft'I, lwttil, pm·t.1tt11Y ore 1,1,oir· ll'iEfhvr 

(H'opnrtlon of womon. 

Hcttlt-m-udng it1Hquit,)' 1hm t.o tm� Wtllflfl (inoludintI gandur hmmd

i11mtu i t.y) woulc.l flt!t,m rml, ·t,o lot, pttrl. of 1,bti irowt1<l'ittl,o fulau·ti ,.-1. 

l;lu, IJniVftrsity of North Dnkotn. PrP.llmint1ry budaot;s for tho 

1911'7 UO biormium iuoludfl pay incrtttt�•m l,u-t,ol ing 2% for Uw rn,t,i r·t1 
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r,nric"l, wiU, 1.httl, raiRft. -to comtt in 198R·-8S>. 1':v(:rt Ut is modest;
h11n·•1>1sr-, might still,,,, fflimin11ted; even worst:, c:11-tbank:,; in 

fiu:uJ t.y mid/or Ralttritts arH pom,iblt, dutt to U1t: ·nr,anc:ial 

the sl;ate, whioh i1:1 largely dependffllt on two indust;i-ies, 

a{fric:ulture and fotJs.il fuoh,, bot;h suffering in -Uu� PZ-P.serrt-. 
fin11noi11I. arena. 

Cc,mment.s on Choosing Variables Invttsl;iuut.ing 

Gender Dias in Salary 

Sc:ot-t (1977) su«&feH1;ed usiri(f a small nurnher of vari nhl f?s, .,,.t 

not inoluding r11nk, in addreRffina pnssiblo SOX himi. 

of rwL i.rt(:luding 'ratik ·was btumd upon rar,k's huim.t 11 

Het·

"oont·11minl\t"'1" vari11bltt, th11t is, runk itaelf is ao<!orde<l 

gm,dot· rum-·rittul,ral way. Tbe ·1,rttRM·I, s-tudy_ httH Ufff1C') rank 11s �.-

ht oorrt,ot. in hftr a1111tt·r1;lon th11t. r11rik 1a lfftnder im,quifa1b'Je­

t1•H·tt l.)' the data un rank by ■f'tx ln Table, 4 wou 1'l bu morfl 

su1>1.111rt,l Vtt than uoot,rttdt<rtivo of hfrr vic,w. Uuwttvur·, rtmk 

buvo oroo"noft wlthln a unlVQt'Ulty tmttin,t, uncJ it,s excl1minn 

c:orw ldornt,ion mltfht, rur1dnr 111.udles lftfffJ aooe11t,ubl fl in tu1·mB 

red rr,ss lntf lneciu l ty. 

1'l1t1 p1·o<w1u, of uhouHln,t vttrlnhles ts ti ,,ulit luul 1.H:-1;; 

oul;1Jua1os wil 1 bo at loattt partift lly ,fotttl:'111 tmwl by t.ho ine lus ion 

111· oxuluslori of glvfffl v,sriab]nlf. Gfmernlly spnaking, t.hH 

inc:l,mlon or mortt v11rinhle11 will tond to rP.tluc� th� impact of Jl 

given vari11hln (su<:h lffl HOX). Though not. shown htiro, �,ttc:h 
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Hrt11ly:ih: tihown in Tttblt1 2 was <hip) icmt.ud for ,:ud, nmk w..int! 11 

iu r,mk. Ir1i1,jnlJy j1; wns felt. thttl. 11 qu11dr1tl,jc: 1 ... rnuf mi1!irt, 

pomiihly be ocn11rring at th� associate prof,:,ssor lnvttl and lower, 

rioxt; r1111k might P.XpP.rience n�gativn eff�cts in rc�t{artl to thei.r 

sttltH"itm. While somP. sec:on<I degree 1;rumh; did md:�1. for· U,fl 

d111,11, nlmo:-it witho1Jt exc!aption therP. were oorr.osp1Jmling 1lrop�; in 

out;oomfl is that for the lower ranks, womm1 st,,y i.n a r1mk longnr 

I.tum iriur, (ttii:<J <:ould btt another resul1; of pom;:iblo 

,t ifu:riminBtil)n), WhP.rttaR 11t thP. prof,�ssor r11nk mou arc in rimk 

lonftor t.han women (obviou1:1ly, j'f U,t,y UEYI, t,hort1 :-wonor, I.hoy' 11 

be, thoro longer). Addrossing inequity, whether chm to {ferulot· 

r·td u I.ml rmuwru, or to somtt oUmr <1ttune, is u oubl,l c, p1·uc:ttflt:1; 

,11.l'foront pttr'HOnH (whethttt• ri,r,mu·1:tu:1ru or nol,) will nul, ort�ri 

11,tr·oo 011 t.t,u mtumlrllt or iuuqu11,y c,r cl1Hot·i111innt,lon. Tho limlt,u 

of t·o(trttm,Lon 1tt1 " l.ttohnl11ut> tor 1lot,,,l:'minlnt.! 1.noqult.y uhoultl l,11 

11,,1,orcml,, It t.t1<t r·tt1wuroht1r/nut.ivJ1-11; lH diliUtml, Ir• U,o ohuiou 

of warlttbl_nH, hn/ntu, will b., ahln to bot;tor show "wtutt lo." 

llowuvnr, rt16JrHt-1Rlon t.ellu UH riut.tiind ttlmut; "wtu,t; tJhoulct hfJ," 'l'uu 

ofl;on, we mlnlntori,r•t,I; "what ls" fol:' "wh11t, Hhoul,1 Ltt." Tho 

ror·mor (whot, Is) <JQrJ ho, t.o somfl tlo,;trnu, de·l;t11·miratt<l, duptmdir1i,t or, 

t.lio inHonui t.y of t.t,tt rttflflnrchor in ohom:tirag �arit1blnn. 'l'ho 

l.11l.l.11r (wh11t, 1-1hould hc=t) iH frought. with per1,1<m11l mtJanintts lik•ily

l,o diffor for cliffm•tJrat individut1ls nlt.t10uttti <:om1t:m111s m11y 
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1' 

Multivariate Analysis Versus 

Multiple Univariate Analyses 

The analyses discussed in this paper are those used in
research situations where analysis of variance techniques are
called for. These analyses �re used to study the effects of· 
"treatment" variables on outcome variables ( in ex post facto': 

well as experimental studies). With a single outcome variabl 

we speak of univariate analysis of variance (ANOVA); with 

multiple outcome variables it is multi�ariate analysis of 

variance (MANOVA). 

With multiple outcome variables, the typical analysis 

approach used in the group-comparison context, at least in 

behavioral sciences, is to either1 (1) conduct multiple 

ANOVAs, or (2) c'ond�ct a MANOVA followed by multiple ANOVAs?' 

The thesis of the current author ia that the latter approach'' 
,,>f: 

� 'f ', ·•<:! seldom appropriate, and the former approach-is appropriate on

in some special iituations. 
:;;<!)· 

The purpose of this paper is to•· 

provide a rationale for tho stated thesis, and to present 

argument for a truly multivariate analysis, when appropriate� 

Typo I Error Protection 

An argument often given for conducting a MANOVA, as a 

preliminary to multiple ANOVAs, is to "control for Type I err 

probability" (see, e.g., Leary & Altmaier, 1980). The 

rationale typically given is that if the MANOVA yields 
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significance, then one has a "license" to carry out the 

multiple ANOVAs, with the data interpretation being based on 

the results of the ANOVAs. It may be intuitively appealing to 

conclude that one would incorrectly reject a null ANOVA 

hypothesis less frequently if the null MANOVA hypothesis is 

initially rejected than if the latter were not rejected. This 

is the notion of a "protected (ANOVA) F test" (Bock, 1975, 

p. 422), an extension of Fisher's protected t test idea as

applied to the study of contrasts in an ANOVA context. 

If a researcher has a legitimate reason for testing 

univariate hypotheses, then he/she might consider either of two 

testing procedures. One is a .simultaneous test procedure 

(STP) advocated by Bird and Hadzi-Pavlovic (1983) and 

programmed by O'Grady (1986). For the STP, as applied to the 

current MANOVA-�OVAs context, the referent distribution for 

the ANOVA F values would be based on the MANOVA test statistic 

used, Bird and Hadzi-Pavlovic (1983, p. 168), however, point 

out that for the current context, the overall MANOVA test is 

not really a necessary prerequisite to simultaneous ANOVAs. 

Ryan (1980) makes the same point for the ANOVA-contrasts 

·context. These two contexts may be combined to a

MANOVA-ANOVAs-contrasts context in which it would be reasonable

to go directly to the study of univariate group contrasts, if

univariate hypotheses are the main concern (see next section.)

A second procedure for testing univariate hypotheses is to 

employ the usual univariate test statistics with a Bonferroni 

adjustment to the overall Type I error probability. How 



"overall" is defined is somewhat arbitrary. 

probability of committing a Type I error across all tests 

conducted on the given data set. Or, it could mean the Type I
error probability associated with an individual outcome 

variable when univariate questions are being studied. Whatever

the choice (which Em be a personal one, and one that is 

numerically nonconventionall), some error�splitting seems very 

reasonable. Assuming that Type I error probability for each'ir

a set of m tests is constant, the alpha level for a given test 

may be determined by using either of two approaches. One 

approach is to use the additive Bonferroni' inequality: for m 

tests, the alpha level for each test is given by the overall 

alpha level divided by m. A second approach is to use a 

multiplicative inequality: for m tests, the alpha level for 

each test is found by taking one minus the mth root of the 

complement of the overall alpha level. [See Games (1977).] 

The per-test alphas--constant across the m tests•-found using 

the two approaches are, for most practical purposes, the same. 

Therefore, the simpler of tho two approaches, namely the first 

one, is rocommondod when multiple tests arc conducted. 

In nearly all instances, outcome variables arc 

interrelated. Thus, tho ANOVA f tests are not independent; 

furthermore, contrast tests for individual outcome variables 

may not be independent. This lack of independence does not, 

however, present difficulties in determining the per-test 

alpha level to use. That this is the case may be seen by the 

following double inequality: 

overall alpha < l - (1-test alpha)m < m • test alpha. 

111 



It turns out that when conduc'ting m tests, each at a 

constant alpha level, a considerably larger overall alpha level 

results. For example, 6 tests, each conducted using an alpha 

level of .OS, yield an overall alpha level of .30 using the 

additive inequality, and about .26 using the multiplicative 

inequality (the middle of the double inequality above). The 

above double inequality ignores the extent of the outcome 

variable intercorrelations. If r is the constant correlation 

between all pairs of outcome variables, then the overall alpha 

level is approximately (Bird, 1975, p. 346) 

1 - r
2 (1 - test alpha) (1 - r2 ) (1 - test alpha)m ,

Again, for 6 tests, each at an alpha level of .OS, and a 

constant bi-variable correlation of .30, the overall alpha 

level is about .25. 

While adjusting the individual test alphas in conducting 

multiple tests addresses the Type I error protection problem, a 

potential related problem emerges. For m tests and a test 

alpha equal to (l/m)th of the overall alpha, the statistical 

power of tho multiple tests may be a concern if m is "large." 

one way of obtaining reasonable power values is to use an 

adequate sample size. Thus, in designing studies that 

incorporate multiple outcome variables, the sample 

size-to-variable ratio is an important consideration. The use 

of a liberal overall alpha is recommended; something like . 20, 

or even higher in some situations, This whole issue becomes 

much more involved when group contrasts are studied for each 

outcome variable. Sound planning, good judgment, and 

reasonableness are clearly called for. 
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Mere,_ly :;<:;on?\lf?,�i,�g .�.:MANC?,V.�, ::191;>,tai,;iing .signif_icance at •som

level, and then conducting �ultiple .1!-NOVAs, each at. a 

conventional, significance l�ve�, _is .hardly "controlling for;>::

Type I error probability." �he notion that one completely

controls for Type I error probability by first conducting an

overall MANOVA or ANOVA is open to question (Bird & 

Hadzi-Pavlovic, 1983; Bray & Maxwell, 1982, p. 343; Ryan, 1980.

since the alpha value for each follow-up test would be less 

than pr equa.l to the. alpha employed for the overall test only 

when the overall null hypothes.is is true. (See, also, 

Wilkinson, 1975.) This notion does not have convincing 

empii::ic�l support in at least a MANOVA-ANOVAs context--the 

, ,Hun,unel and SHgo ( 1971) and Hummel and Johnston ( 1986) studies 

notwithstanding. 

When Multiple Univariate Analyses? 

One situation in which multiple univariate analyses might 

bo appropriate is as a moans of screening outcome variables 

prior to a MANOVA. It behooves tho rosoarchor to screen out 

non-functional variables at tho outset for various reasons; to 

enhance parsimony, to enhance ostimatod predictive accuracy, tc

abate collinearity, and so forth. Suppose a researcher has 15

sets of unimodally distributed outcome measures. A reasonable

first analysis step would be to conduct 15 ANOVAs. A 

rule-of-thumb that seems appropriate is to delete any variable
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m further analysis if the associated ANOVA F-value is less 

n 1.00. In a two-factor design this rule would pertain to 

"all-effects'' test--the test of the equality of all design 

1 population means. A rationale for this rule is that such 

F-value implies that the variable is contributing nothing

"noise" to the analysis., [An F-value of unity is 

,ivalent to an eta-squared value of df
h 

/(df
h 

+ df
e

).) 

A second situation that would call for the use of multiple 

variate analyses is when the outcome variables are 

,nceptually independent" (Biskin, 1980). [This is the 

ithesis of a situation involving a variable system, a notion 

cussed in the next section.) In such a situation one would 

interested in how a treatment variable affects each of the 

come variables. Here, there would be no interest in seeking 

linear combination of the outcome variables; an underlying 

,nstruct" is of no concern. In particular, an underlying 

struct would perhaps be of little interest when each outcome 

table is from a different domain. Dossey (1976), for 

,mple, atudiod the effect■ of three treatment variables 

4ching Strategy, Exemplification, Student Ability) on four 

come variables: Algebra Disjunctive Concept Attainment, 

,metric Disjunctive Concept Attainment, Exclusive Disjunctive 

1copt Attainment, and Inclusive Disjunctive Concept 

ainment. Considering these outcome variables as 

1ceptually independent, four three-way ANOVAs were conducted • 
• 

The third situation in which multiple univariate analyses 

rht be appropriate is when the research being conducted is 
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exploratory in nature. Such situations would exist_ when "new''
treatment and outcome variables are being studied, and the 01
effects of the former on the latter are being investigated so
as to reach some tentative, nonconfirmatory conclusions. This
approach might be of greater interest in status studies, as· .. 
opposed to true experimenta� studies. 

In the two latter situations it might be argued (via the 

"protected-test" argument) that the multiple tests on the 

individual outcome variables should be preceded by a MANOVA. 

As mentioned above, however, this is not necessary. If tests 

on individual outcome variables are the tests of basic 

interest, then going directly to the univariate analyses would 

seem reasonable. One can employ a simultaneous .test procedure 

by referring to a MANOVA test statistic (with or without a .. ::, 

Bonferroni adjustment), or multiple univariate analyses by;:5 

referring to a univariate test statistic with a Bonferroni�" 

adjustment, 

A fourth situation in which multiple univariate analyses· 

may be appropriate is when some or all of the outcome variabl 

under current study havo boon previously studied in univariat' 

contexts, In this caso separate univariate analysis results 

can bo obtained for comparison purposes, in additiori to aJaj 

multivariate analysis if the latter ls appropriate and 

desirable. 

A fifth situation calling for multiple univariate analys

e!is where a researcher characteristic is considered. The 

researcher characteristic is a lack of understanding of, and/a 
t 
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1ppreciation for, multivariate methods. A lack of training and 

?Xperience in multivariate methods may very well account for 

the lack of understanding/appreciation. Attempting to use 

inalysis procedures with inadequate understanding is futile 

indeed. One possible solution to the lack-of-understanding 

problem (for non-dissertation research) is to contact a 

knowledgeable methodologist, stimulate his/her interest in the 

topic being investigated, offer him/her co-authorship, and 

complete the collaboration. 

Finally, there is an evaluation design situation in which 

multiple univariate analyses might be conducted. This is when 

some evidence is needed to show that two or more groups of 

units are "equivalent" with respect to a number of descriptors. 

·rhese analyses might be considered in an in situ design for the

purpose of a comparative evaluation of a project. In this 

situation evidence of comparability may be obtained via 

multiple informal ("eye-ball") tests, or formal statistical 

tests. 

Some six situations are presented that would seem 

appropriate for multiple univariate analyses. Multiple 

univariate analyses miQht be conducted: (1) to screen outcome

variables prior to a multivariate analysis; (2) to study the 

effects of some treatment variable(s) on conceptually 

independent outcome variables; (3) to explore now 

treatment-outcome variable bivariate relationships; (4) to 

re-examine bivariate relationships within a multivariate 

context; (5) when a researcher is multivariately naive; and

(6) to select a "comparison" group in designing a study,
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t�ttf: �: tr �1:} i� :,,,;,i /:. �,tfrod.,'!;�11:n: �:1:.-;1�t 
Why a Multivariate Analysis? 

Of.course, the analysis.strategy employed by a researcher

is dependent, among other things, upon the questions he/she'ha

of the data on hand. And these questions are, or at least

should be, derived from beliefs or theories of the researcher.

With questions in mind, it is assumed that the researcher has

judiciously chosen a collection of outcome variables that are

relevant to his/her investigation. The interrelationship of 

these variables ·is an important consideration in deciding upon 

an analysis strategy. More specifically, does the collection 

of variables constitute, .in some substantive sense, a system? 

Or, perhaps, are there subcollections that may constitute'.;il.7· 

multiple:systems? 

A "system"·of outcome variables may be loosely defined�as 

a collection of •interrelated variables that, at least -ta 

potentially, determines one or·more meaningful underlying.rrm 

variates or constructs, In a system one has several outcome 

variables which ropresent ·a\small number of 

constructs--typically one or two. , For example, 'Watterson ;et:"'1

al. ( 1980) studied a system of ·five outcome measures on f.ffV 1 

attitudes (based on interview and questionnaire data) that0l�ad 

to two meaningful variates, political attitude and freedom·:of 

expression, Hackman and Taber ( 1979) studied a system of 21 r . 

outcome measures on student performance (based on interviewJ

data) that determined two meaningful variates, academic 

performance and personal growth, 
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A goal of a multivariate analysis is to identify_and 

interpret the underlying construct(s). For such potential 

constructs to be meaningful, the judicious choice of outcome 

variables to study is necessary; the conceptual relationships 

among the variables must be considered in light of some 

overriding "theory." A multivariate analysis should enable the 

researcher to "get a handle" on some characteristics of his/her 

theory: What are the "emerging variables"? 

These emerging variables are identified by considering 

some linear composites of the outcome variables, called 

canonical variates or linear discriminant functions (LDFs). 

C'orrelations--sometimes called structure correlations--between 

each outcome variable and each LDF are found. Just as in 

factor analysis, the absolute values of these correlations, or 

''loadings," are used in the identification process: those 

variables with high loadings are "tied together" to arrive at a 

label for each construct.2 [See, however, Harris (1985, p.

319), for an opposing point of view regarding such a use of 

loadings,] 

Sometimes a researcher is interested in studying multiple 

systems, or subsystems, of variables. Those subsystems may be 

studied for comparative purposos (seo, e.g., Lunneborg & 

Lunneborg, 1977), or simply because different (conceptually 

independent?) constructs--based on different variable 

domains--are present (see, e.g., Elkins & Sultmann, 1981). In 
• 

, ! 

this case, a separate multivariate analysis for each subsystem 

would be conducted. 
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* A primary reason, then, for conducting a multi�ariate

analysis is to identify the variates or constructs that 

underlie the collection of outcome variables chosen for 

analysis. By doing so, one analyzes the collection as a 

system, taking into consideration the intercorrelations of the 

variables. This approach e�ables a researcher to seek answers

to more general (more interesting?), complex questions; 

questions that reflect the real world of behavioral (or any 

other) science.3 [See Dempster, (1971) for more on data

structure.) 

There are two� potential reasons for conducting a 

mult.ivariate analysis. Either of these reasons is considered 
\ ' 

' � 

when the intercorrelations of the outcome variables are to be 

kept in mind. One potential reason is to determine if fewer 
� t ' 

variables than the total number initially chosen can adequately 
1 

define a meaningful system. This is the so-called variable 

selection problem, and is discussed in some detail by Huberty 

(1986). This problem might be considered so as to seek a 

parsimonous interpretation of a system. It should be noted 

that this is not an imposed parsimony--as one might get with 

.multiple univariate analyses--but a parsimony taking into 

consideration tho intercorrelations of tho outcome variables. 

Another potential reason for conducting a multivariate 

analysis is to make an assessment of the relative contribution 

of the outcome variables to the resultant group differences, or

to the resultant effects of the "treatment" variable(s). This

is the so-called variable ordering problem. Although the 
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assessment of variable importance is very difficult in all 

multi-variable analyses (including canonical correlation, 

factor analysis, cluster analysis), some reasonable indexes 

have been proposed for the MANOVA context (see Huberty, 1984). 

Of course, a meaningful ordering of variables that constitute a 

system can only be legitimately accomplished by taking the 

variable intercorrelations into consideration. 

In a multiple-group situation, the study of system 

structure and of variable importance may lead to some 

interesting and informative conclusions. In the univariate 

case, group contrasts (pairwise or complex) are often of 

interest in addition to, or in lieu of, the omnibus inter-group 

comparison. Group contrasts may also be studied with multiple 

outcome variables--here we have multivariate group contrasts. 

The construct associated with one contrast may be characterized 

quite differently from that for another contrast, Also, the 

variable orderings for effects defined by two contrasts may be 

quite different. For a detailed discussion of this analysis 

strategy, sec Huberty and Smith (1982), 

None of tho above throe data analysis problems (system 

structure, variable selection, variable ordering) can be 

appropriately approached via multiple univariate analyses. As 

Gnanadosikan and Kettenring (1984, p. 323) put it, an objective 

of a multivariate analysis is to increase the "sensitivity of 

the analysis through the exploitation of the inter-correlations 

among the response variables so that indications that may not 

be noticeable in separate univariate analyses stand out more 

clearly in the multivariate analysis." 
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multiple P-values from the ANOVAs? Furthermore, how does one 

compare the power of a multivariate test with the power of a 

set of univariate tests? These types of comparisons are 

problematic, particularly because of "inconsistent" MANOVA 

ANOVA results that may occur. 

Ignoring the interrelatedness of a collection of outcome 

variables can lead to obtaining redundant information. For 

example, suppose Variable 1 yields univariate significance, and 

that Variable 2 is highly correlated with Variable 1. 

Significance yielded by Variable 2, then, would not be a new 

result. Van de Geer (1971, p. 271) points out that, "with 

separate analyses of variance for each variable, we never know 

how much the results are duplicating each other." 

In summary, if a collection of outcome variables 

constitutes a potentially meaningfull system, then a 

multivariate analysis called for. That is, a multivariate 

analysis should be conducted if interest is on potential 

underlying constructs. If not, then a multiple univariate 

analysis route would be taken (without a preliminary 

multivariate analysis). If control over Type I error is of 

concern when conducting multiple univariate analyses, it is 

suggested that Bonfcrroni-adjusted probability values be 

considered. 
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Footnotes 

1
In attempting to encourage graduate students to formally 

study multivariate methods, the current author has often been 

confronted with a response such as: "A researcher, keeping in 

mind some 'theory' underlying a research effort, poses his/her 

questions first, then seeks analyses to answer the questions. 

If multivariate analyses are imminent, then he/she can approach 

a 'statistician' for help." My argument, which only seldom is 

heeded, is that knowledge of multivariate techniques should 

enable the researcher to pose more interesting, relevant, and 

penetrating questions to begin with. 

2
rt has been pointed out by Harris (1985, pp. 129, 257, 319) 

and proven by Huberty (1972) that in the two-group case, the 

squared LDF-variable correlations are proportional to the 

univariate F values. Thus, it might seem that if a system 

structure is to be identified via loadings, then multiple 

univariate analyses would suffice. In the multiple-group case 

where at least two LDFs result, however, the multiple 

constructs cannot be identified by multiple univariate 

analyses. 

3
Tho notion of a "construct" may bo viewed as a varying one 

across different types of multivariate a·nalyses. For the 

group-comparison or grouping-variable-effects situation on 

which we focus herein, the identified constructs are extrinsic 

to the set of outcome variables. That is, the optimization of 

the composites (i.e., LDFs) is based on something external to 

the outcome variables, namely, the maximization of effects. 
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Similarly for the optimization of .composites (linear 

class if lea tion functions) in the context ,of ,,predictive 

discriminant analysis (see Huberty, 1984) where.classifica 

accuracy is maximized. On the other hand, in component 

analysis, for example, the identified constructs are� 

to the set of outcome variables. That is, the optimizatio 

the composites (i.e., components) is based on something 

internal to the outcome variables, namely, the maximizatio 

accounted-for variance in the variable set. Furthermore, 

extrinsic-intrinsic, constructs-of-constructs situation co 

result when one conducts a MANOVA (or classification analy 

using component or factor scores as input. 
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ABSTRACT 

The present study was cond1Jcted to 1nvei,t1gate d1£ferencee 

in item performance, reliability, and scale means of the Bern Sex­

Role Inventory when comparisons are made across developmentally 

different groups. Analyses were conducted comparing results for 

adolescents with results for adults, and further analyses were 

conducted comparing reeulte for the adolescents aoroee various 

4dolescent gender and age groups. The results tend to support the 

a conclusion that the BSRI has reasonable measurement integrity 

when used with adolescents, and thus indicate that the measure 

may be useful in exploring developmental changes in sex-role 

perceptions as they occur during adolescence. 
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In a seminal article in the personality, 

Cpnstantinople ( 1973 l argued that persons could • possess both 

characteristics that are stereotypically· , .. :,ma1e·:� its well as 

characteristics that are stereotypically female. Personality 

researchers have come to call such persons androgynous. Bem 

(1975, p. 634) has argued thai "a non-androgynous sex role can 

seriously restrict the range of behaviors available to an 

individual as he or she moves from situation to situation." Kelly 

and Worrell (1977) summarize studies that have empirically tested 

the proposition that androgyny ls an adaptive personality 

characteristic. Generally studies support Bern's position, though 

some studies (Heilburn, 1984) suggest that the trait may be more 

advantageous to females than to males. 

Although several measures of androgyny have been developed, 

the Bem Sex-Role In��ntory (BSRI) (Bem, 1974) "has been the most 

frequently used of the recent sex role instruments"· (Koenigsberg, 

1982, p. 2). H'owever, the BSRI. and the methods used to measure' 

the androgyny construct have both been topics of heated acade�i6 

discusiion (e.g., Bem, 1979; Pedhazur & Tetenbaum, 1979). 0�� 

Studies of the BSRI measure have been �xtraordinarily 

diverse ln their methods and designs. Sample sizes have ranged 

from 44 (Bledsoe, 1983) to 894 (Sassenrath & Yonge, 1979). Powell 

(1979) employed 15 samples to cross-validate hls results·, 

Although many studies have used variations of common factor 

analysis to evaluate the measure, researchers have also employed 

multidimensional scaling (Koenigsberg, 1982), smallest space 

analysis (Ruch, 1984), confirmatory factor analysis (Harsh, 

1985), analysis of the variance/covariance matrix (Belcher, 
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Crocker & Algina, 1984), and extraction of �econd-order factors

(Edwards, Gaa & Liberman, 1978). Thompson (1986) presented .. a

meta-analytic integration of the various factor analytic studies 

and concluded that the theoretically expected structure underlies 

BSRI data. Even seemingly contradictory results are generally 

supportive of the measure's validity once solutions are rotated 

into a common factor space. 

Virtually all of these myriad studies have examined 

(e.g., statistics that are a function of covariations 

covariances, correlations) among item responses. However, these 

statistics are insensitive to the influence of central tendency. 

For example, two sets of scores can be perfectly correlated when: 

(1) both sets each have a mean of 5.0; or (2) both sets each have

a mean of 1,0; or (3) one score set has a mean of l,0 and the 

other score set has a mean of 5,0. 

Since structure ls a function of the relationships among 

iteme, a test may have a similar structure in diverse 

populations, but the populations may differ with respect to other 

aspects of item performance. For example, item means could be 

markedly different across populations even if the structures 

across the populations were identical.. As Oorsuch (1983, p. 335) 

notes, 

To the extent that lnvarlance can be found across 

systematic changes ln either variables or the 

individuals, then the factors have a wider range of 

applicabi 11 ty as generalized constructs. • The 

subpopulations over which the factor occurs could--
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and probably would.;;-d i ffer in ,"their· ;inearfJsc'ores ·'or

variances across the groups, but the •pattern of 

relationships among the variables ·would 'Obe the 

same. 

Knowledge iegirding such� dynamic would be important from a

measurement perspective 

scores within a scale 

because the process of 

also assumes that all 

summing 

the 1 terns 

item 

are 

reasonably homogeneous with respect to their mean values. This 

•assumption 'is made with respect to both item characteristics

'within a given population and item performance acrose 

populations, 1£ the test : ls to be·. employed in various 

·populations.

A·. concrete example may clarify the essential character of 

this assumption. If the item means on a two item test in a 

population were both four on a seven-point scale, 

who scored ,'five on both scales is deviating from 

then a person 

the expected 

item means by the same amount, and the scale score of 10 for the 

person •Ulj)ruents a meaningful deviation from th-.i known total 

score mean of eight, But say the population mean responses to 

items one and two were, respectively, six and two, The p�rson who 

scores, respectively, six and two on the items ls assigned a 

scale score of eight. The person who scores two and slx is also 

assigned a scale score of eight, even though the two sets of item 

scores represent very different responses when compared with 

expected or average population responses.

It is unfortunate that central tendency has not been

considered a noteworthy issue in most of the previous research on

androgyny measures. The instruments that measure androgyny
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typically produce �ascullne and temlnlne scale scores by summing 
• .!\ 0 ,. • • �--J·,,,�'f:f•;cf"' 

relevant item scores. If means are not comparable across items 

within a given sample, then scores on items deviate about 
;1,: ,, 

different means and adding item scores without considering these 

variations may distort total scores--the scores may lack 

measurement validity and studies using the measures may therefore 

be invalid. The process of adding item scores without considering 

variations 1n item means requires the critical assumption that 

the items are deviating about the same or at least comparable 

means so that one ls not adding "apples and oranges", i.e., so 

that the addition process ls itself valid, 

Even if item means are comparable across items within given 

sample types, it is important to ascertain whether the item means 

ar� also comparable across sample types, e.g., developmentally 

active adolescent groups versus adult samples. If differences in 

scale means across developmental groups are due to a few items, 

the content of those items may have substantive implications or 

may raise questions about the validity of those items when used 

with certain types of samples. 

However, most of the studies in this area have employed 

college students as subjects, The similar character of most of 

the samples limits ability to generalize about the validity of 

the BSRI, As Worell (1978, p. 783) notes, "restricting all of the 

sex-role research to college students, unfortunately, leaves us 

with many unanswered quest ions about the general! ty of results 

and the applicability to constrast populations." It ls especially 

surprising that so few studies have employe� adolescents as 
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subjects. Bem (1979, p. 1052) argues that even young children are

aware 
.� 

girls 

of 

but 

sex-roles. 
� ,-,,; : • t t :)tlfr�t\rJ.i•:t.• �:.'"it»1·h�r1 ::,.-•·� .. -' , •. q., t· J�¥ .r .•. Marsh and Myers (1984) tested ad�lescent 

'"' , ,,, :· �· ,• ·" r. school officials allowed the use of only ·a subset·· of 

BSRI item5. Mills (1980) employed a sample of 418 adolescents, 

but primarily was concerned with the structure underlying BSRI 

responses rather than with central tendency of item responses. 

The present study was conducted to investigate differences 

in BSRI results involving developmentally different subject 

groups. Three research questions were considered in the study. 

First, how comparable are item means across different 

developmental and sex groups? The influence of sex was considered 

since there are developmental differences across gender groups 

and since the BSRI measures sex-role perceptions that may also 

differ across groups as an interactive function of both 

developmental group and gender, Second, within a sample of. 

adolescents, what are the influences of age and sex on BSRI 

reliability coefficients? If the test is reliable when used with 

younger subjects, the measure may be an important vehicle for 

investigating changes in adolescents' sex-role perceptions. 

Finally, what differences in the two BSRI scale means are there 

across adolescent age and sex groupings? The analysis of scale 

score means may provide some such insight regarding these 

changes, 

Results 

Several of the many BSRI validity studies in the literature 

report item means for biologically male subjects as against 

female subjects. Thus, five sets of item means from adult samples 
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were available from previous research. In order to i·provide ,,ai

developmentally different comparison group, the pre's'erit11{1ai.ithors

collected data from 256 adolescents (25\ girls) rang'ing 'fn age
(mean • 12.9; SD • 1.86) from 9 to 17, These data were analyzed

in several ways in order to address the study's first research 

question. 

Figure 1 pre5ent5 the item meanB reported ln each of the 

previous studies. In order to facilitate comparisons, the means 

are graphically presented along the one to seven response scale 

employed on the instrument. Bem (1981) has proposed that a 

"short form" of her instrument can be constructed by only scoring 

20 of the items on the BSRI. These items are underlined in Figure 

1. Letters "A" through "E", respectively, represent: a) the

,means reported by Bledsoe (1983) in a study involving 44 female 

teachers; b) Hoferek's (1981) means from� nationwide survey of 

physical educators involving 189 women; c) Pedhazur and 

Tetenbaum's (1979) means for 489 female graduate education 

students; d) Hoferek's (1981) means for 102 men; and el Pedhazur 

and Tetenbaum's (1979) means for 171 men. The means for the male 

adolescents in the study are repesented by pound signs ("#"); the 

means for female adolescents are represented by asterisks ("*"). 

The means for the two adolescent gender groups are presented 

w1th1n thelt 95\ confidence lntervale, repreeented by 'hyphens. 

The items are sorted first by scale; the 20 BSRI [emlnlne scale 

items follow the 20 t:1ascul1ne scale items. For each item, the 

mean of the two means for adolescents and the mean of 'the five 

means for adults were computed, as was the'deviation of these two 

statistics, This difference score is presented· in parentheses for 

134 



each BSRI ,item. Within each scale, the 1te.ms.,pre.se.ntedsJ,n_;F1g4re

1 have been arranged in order of descending differences. �cross 

the two subject groups. 

INSERT FIGURE 1 ABOUT HERE. 

In order to compare the variability of item means across 

items and across the seven subject groups, on each of the 40 

.1 tems , a classical sex-by-:age-group two-way analysis of var lance 

was conducted. using the.item .means as the dependent variable. 

Table 1 presents the 40 BSRI items- ln descending order of 

variability of the mean scores . .  Thus, for example, means on the 

item, "Feminine", tended to vary most across the seven subject 

samples. For each item, Table 1 also presents the sum .of squares 

attributable to each effect and the percentage of each item's ,sum 

of squares that is attributable to each source of variance in the 

anal ye is, 

INSERT TABLE 1 ABOUT HERE, 

The reliability coefficients presented in Table 2 were 

computed in order to address the study'• eecond research 

question, The table reports the alpha reliability coefficients 

for the two BSRI scales across various age and gender groups. 

INSERT TABLE 2 ABOUT HERE, 

Total scale scores within the various age and gender groups 

represented in the adolescents' data set were compared 1n order 

to address the study's third research questions. Table 3 presents 
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the cell means across the subject groups. Table 4 reports the

results 

scales. 

of a 
',, (il!f..-":':� two-way analysis of variance for both the .BSRI

\:,:t:>' '}. 

INSERT TABLES 3 AND 4 ABOUT HERE. 

Discussion 

The analyses reported in Figure 1 compared means of means in 

order to minimize the influence of disproportionate sample sizes 

in the various groups. The Figure 1 results indicate that 

adolescents tend to score lower across almost all of the BSRI 

items. In particular, with respect to �asculine items, the 

adolescent subjects perceived themselves to be less analytical, 

se 1£-suff icient, self-reliant, forceful, independent, and 

forceful. The finding is not surprising, and primarily reflects 

perception of the reality that adolescents are dependent on 

others. The finding that adoloscents consider themselves less 

analytical may reflect a perceived obligation to be carefree. 

With respect to the [eminlne items, the adolescents 

perceived themselves to be leas sensitive, compass lonate, 

sympathetic, tender, warm and gentle, These results augge!t. a 

self-orientation that may be an adaptive effort to work through 

issues involving identity and role expectations. 

These findinga do not contradict a view that adolescence ls 

a time of role exploration (Erikson, 1963, pp, 247-269), but 

suggest that this exploration may primarily be achieved by the 

"dolng" of trying on roles rather than through the "thinking" of 

reflection, In fact, psychoanalytic theo�y (A, Frued, 1972, pp. 
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317-318) suggests that this doing may be component 
.:;,t!i)'.,..,f."\,,f ::' l'- i•\\ t 4 f C ,!\!": , 

of adjustment: 

The character structure of a child at the end of 

the latency period ... has to be abandoned to allow 

adult sexual! ty to be integrated into the 

individual personality. The so-called adolescent 

upheavels are no more than the external indications 

that such internal adjustments are ln • progress ... 

We all know individual children who as late as the 

age of fou·rteen, fifteen, or Sil<teen show no such 

outer evidence of innir-unrest ... They are, perhaps 

more than any others, in ne�d of �herapeutic help. 

The results presented in Table l provide further insight 

regarding the measurement characteristics of individual BSRI 

items--the magnitudes and the sources of variance in the mean 

scores from the various subject groups are presented. The 

variablitity (iQ§,•25,93; Y•25,93/6•1.ll; lQ.•1,05) of the seven 

means on the item, • atheletlc, was an artifact gt'lnerated by 

including data from Hoferek's (1981) physical educators, who 

perceived themselves to be more atheletlc than other subject 

groups, However, it ls clear that there was disproportionate 

variability on two other items, feminine (lQ,•2,08) and masculine 

(ll•2,0l), These standard deviations are especially noteworthy 

since the response format only ranges from one to seven. 

It is disturbing that the vast preponderance of the 

variability on these items was associated with gender, as 

indicated by the effect sizes of sex for these items. Bern (1981, 

p. 14) has not included these items in the "short form" portion

- "
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of her measure: 

Note that the terms "feminine" and "masculine" have 
i;__,,,,-;,/,<', .. 

themselves been eliminated from the Short F.orm of 

the BSRI. These terms actually reflect "higher-

order" traits and are constructs denoting clusters 

of traits themselves rather than behaviors. 

However, a more parsimonious and thus more likely interpretation 

would argue that the these two items merely measure physical 

gender, as suggested by the present analyses. If so, the 

inclusion of these items seriously undermines the validity of the 

measure, since the measures purportedly evaluates psychological 

orientation regarding sex-roles and not physical gender. Thus the 

use of these items has been criticized previously on both 

theoretical and empirical grounds (Pedhazur & Tetenbaum, •1979). 

Bem (1981, p. 5) notes that "the test is arranged so that 

the thirty short-form items appear first and, where time is 

limited, subjects may be instructed to stop after the item 

'conventional,'" However, the savings in time from using the 

short form is very minimal. Many researchers will be tempted to 

employ the original "long form" so that their results will be 

more comparable with previous research and because they may 

presume that the long form will be more reliable since it ls 

longer. However, the two forms are highly correlated (Bem, 1981, 

p. 15), and the "short form" t:1ascul1ne scale 1s .at least as 

reliable as the "long form" t:1 scale 

[eminlne scale is noticeably more reliable 

and the "short form" 

(Bern, 1981, p. 14 l 

and may well be more val id. The use of the "short form" or of 
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the "long form" minus these two 1 terns ls there'fore·· strortgly 

recommended for most research appllc:atlons. 
' 

The remaining analyses presented in Table 1 'support the 

previous interpretation of Figure 1. For example, large effect 

sizes for age were fo·und for the items, sensitive, compassionate, 

analytical, and other variables noted previously. Nevertheless, 

the variability in item means across developmental groups was 

relatively small, wa·s systema'tic rather than random, and involved 

theoreti�ally· interpretable diffe�ences. 'The analysis suggests 
" j  I" 

th,1t ' 1 te'm means ,ue reasonably comp.u,1ble acro::16 subject gro11p::1, 

'6(), that mea:!!urement concerns regarding this aspect of test 

performance are not appreciably warranted. 

The analyses reported in Table 2 suggest that the BSRI has 

,reasonable reliability even when used by younger subject groups. 

The tf.asculine scale reliability coefficient of ,82 compares 

favorably with values of about ,86 reported by Bern (1981, p, 14). 

The temlnine scale reliability coefficient of ,78 compares 

favorably with values of about ,78 reported by Bern (1981, p. 14) 

fo; �everal stud!��· �1th' adults. The Table 2 results also suggest 

triat 'the measure c:1n b'e reasonably employed even wl th younger age 

groups wlthii • the adolescent age range, The results must be 

interpreted with some caution, since some age groups included :few 

subjects, but . the pattern ls consistent across the ages 

represented in the study, 

The results presented in Tables 3 and 4 suggest that both 

gender groups tend to seore somewhat higher on both scales as 

individuals grow older. However, the most noteworthy pattern ls 

that males tend systematically to become more �ascullne whlle 
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females tend to become systematically more [eminine as they age 

during adolescence. The .. tabled resul:ts also indicate that. males 
-� ,>.Vii:�,::, 

14:•'lli '.! 

and females are more comparable with respect to th��r .t!.a,sculi_ne 

scores than with respect to their [emlnlne scale scores. This 

suggests that females �y be more likely to become androgynous 

than are their male peers. Hales may find androgyny less 

advantageous during adolescence, j1.1st as some research sugge::1t::1 

that androgyny may generally be more functionally advantageous 

for adult females (Heilburn, 1984). 

In summary, the results of the present study generally 

support the conclusion that scores on the Bem sex-Role Inventory 

(Bem, 1974) are reasonably reliable and valid even when subjects 

are young adolescents. Although the present results corroborate 

previous findings that the two items, masculine and feminine, do 

not have desirable .measurement characteristics, variations in 

item performance across developmentally different groups 

generally were relatively small and were predictable. Thus, the 

BSRI mea�ure may be helpful in exploring the development of sex­

role perceptions during adolescence, or in tracking the effects 

of culture changes on the sex-role development ,pro�ess as 

societal expectations and norms change, 
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Table,1 
Classical sos oecomposltlon t 1t �J l .,.\ 

sos sos Effect sos Effect Effect 
Variable Tot Sex Size Age Size Inter Size 

Feminine .. 25.93, 25,183 97.12\ 0.002 Q .Ol\ a.ass 0.21\ i,$ 
Masculine 24.36 23.989 98.48\ 0.235 0.96\ 0,175 0. 72\ ".:::... 
Atheletic 6.64 0.922 13.89\ 0.138 2.08\ 0.204 3.07\ 
Sensitive* 2.58 0.068 2.64\ 2.224 86.20\ 0.156 6.05\ 
Competitive 2.18 0.843 38.67\ 0.012 0.55\ 0.013 0.60\ 
compassionate* 2.10 0.044 2,10\ 1.773 84.43\ 0.051 2.43% 
Analytical 1.97 0.076 3.86\ 1.910 96.95\ 0.021 1.07\ 
Sympathetic* 1.84 0.137 7.45\ 1.354 73.59\ 0.161 8.75\ 
Childlike 1.79 0.253 14.13\ 0.014 0.78\ 0.058 3.24\ 
Self-sufficient 1.76 0.010 0.57\ 1. 537 87.33\ 0.011 0.63\ 
Forceful» 1.68 0.163 9.70\ 1.417 84.35\ 0.150 8.93\ 
Tender* 1,61 0.136 8.45\ 1.238 76.89\ 0.030 1. 86\
Self-reliant 1. 53 0,000 0.00\ 1.382 90,33\ 0.005 0.33\ 
Eager soothe* 1.48 0.259 17.50\ 0.803 54,26\ 0.199 13.45\ 
Loves children* 1.46 0.287 19.66\ 0,282 19.32\ 0.679 46.51\ 
Affectionate* l. 42 0.228 16.06\ 0,823 57.96\ 0.152 10.70\ 
Acts as leader . 1.36 0, 311 22.87\ 0.496 36.47\ 0.001 0.07\ 
Independent# 1.33 0,003 0.23\ 1.048 78.80\ 0.000 0.00\ 
Gentle* l. 32 0.057 4.32\ 0.934 70.76\ 0,220 16.67\ 

. Warm* 1.25 0,067 5.36\ 0.979 78.32\ 0.032 2.56\ 
Loyal 1.22 0,083 6. 80,\ 0,913 74.84\ 0.097 7. 95\
Has Leadership# 0,90 0,233 25.89\ 0.383 42.56\ 0.007 0.78\ 
Take 1Stand# • 0. 85 0.177 20.82\ 0.633 74, 47\ 0,001 0 ,12\ 
Willing risk# 0,78 0.412 52.82\ 0.000 0.00\ 0,013 1. 67\
Hakes decisions 0.66 0.274 41. 52\ 0.356 53.94\ 0,009 1. 36\
Understanding* 0.65 0,060 9.23\ 0,524 80.62\ 0,019 2.92\
Soft-1Spoken 0,64 0.179 27.97\ 0.274 42.81\ 0.099 15.47\ 
Assertive# 0.63 0.002 0.32\ 0.580 92,06\ 0.018 2.86\ 
No harsh lang 0,62 0.062 10,00\ 0,481 77.58\ 0.001 0.16\ 
Aggrulve# 0,62 0. 271 43.71\ 0,001 0,16\ 0.001 0.16\ 
Ind 1 v iduallst 0,53 0,001 0.19\ 0.326 61,51\ 0,177 33.40\ 
Defends bellefl 0.50 0.004 0,80\ 0,309 61.80\ 0.038 7.60\ 
oom1nantl 0,48 0.270 56.25\ 0.110 22,92\ • 0, 038 7.92\ 
Ambitious 0,43 0.063 14, 65\ 0.032 7. 44\ 0.088 20,47\ 
Oull lble 0.36 0,216 60.00\ 0.058 16 .11 \ 0.033 9.17\ 
Cheerful 0,29 0.035 12,07\ 0,123 42.41\ 0,030 10.34\ 
Strong personl 0.23 0.007 3.04\ 0,146 63,48\ 0.000 0.00\ 
rlatterable 0.23 0,018 7.83\ 0.021 9,13\ 0.148 64.35\ 
Shy 0,19 0.013 6,84\ 0.015 7,89\ 0.023 12,ll\ 
Yielding 0.04 0,001 2.50\ 0.007 17. 50\ ·: 0.012 30.00\

* 
scored a:, a ,t1aecul1ne item as part of the "i,hort form." 
• 

Scored as a [eminlne item as part of the "short form." 
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Table 2 
Alpha Reliability Coefficients for Adolescents 

Both sexes Males Females 
Age n M F n M F n M F 

9 8 .62 ,85 8 .62 . 85 
10 16 ,85 .07 13 .82 .04 3 . 93 .58 
11 30 .85 .78 22 .83 .78 8 .88 .37 
12 54 ,81 .59 46 ;76 .49 8 .86 .82 
13 64 .74 .81 so . 74 ,79 14 .80 .88 
14 37 .84 .84 23 .84 ,84 14 .88 .80 
15 20 . 90 .81 12 .90 .80 8 .90 .54 
16 16 .86 .87 10 ,85 .84 6 ,67 ,87 
17 11 .85 .86 8 .88 .84 3 ,59 .29 

All 256 .82 .78 192 .79 . 74 64 .88 .82 

; Table 3 
Cells Means for Two-Way Analysis 

I 

• Masculine Femlnlne 
Age Males Females Total Males Females Total 

9 94,S 94.5 83.6 83.6 
10 93,0 81.0 90.8 79.5 81.7 79,9 
11 98,7 87.1 · 95. 6 82.2 98.2 86.S 

• 12 99,0 78,5 95.9 81.9 88,4 82.8 
13 96.1 97.6 96.4 83,4 92,2 85.4 
14 ;LOO, 6 98.6 99,8 82,0 97,2 87.7 
15 102,9 91. 4 98.3 76,0 93.0 82,8 
16 103,3 85,5 96,6 89.9 106.8 96,2 
17 103,S 94,7 101.1 91.0 111. 7 96,6 

Total 98,S 91.3 96.7 82,7 9S,S 85,9 

Table 4 

clasis 1c sos oecompoo1t1on Acrooo scaleo 

Masc·u1 lne B:Uect 

source sos df • HS rcalc S1ze 
Age 1996,2 8 249,5 .99 3.0\ 
sex :3177,2 1 3177,2 12,70 4,7\ 
Age*Sex 287S,4 7 410,8 1,64 4,3\ 
Residual 59772,4 239 250,1 
Total 67123,8 2S5 263,2 

remlnlne Effect 
source sos df MS rcalc S lze 
Age 3542,0 8 442,7 2,47 6,4\ 
Sex 6969,6 1 6969,6 38,90 12,6\ 
Age*Sex 1114. 3 7 1S9,2 .89 2,0\ 
Residual 42823,0 239 179,2 
Total 5S347,5 255 217,0 



MASCULINE 

Figure 1 
Item Means Across Studies 

_,._:.. 
analytical 1-----2-----3-----4-----5BADE-6-----7 5.03 

(1.14) --*-- C .57 

--It-
self-sufficient 1-----2-----3-----4-----5---AC6B----7 5.61 

(1.03) ---*-- E D .54 

--ft-

6elf-rellant 1-----2-----3-----4-----5----EAB----7 5.77 
( 1. 00) --*-- co . 50 

--It- A 
forceful 1-----2-----3-----4---BED-----6-----7 4.56 

(,97) ---*--- C .53 

-I--

independent 1-----2-----3-----4-----5---AED-B---7 5.67 
( ,86) --*--- C ,47 

A 
--1- B 

assertive 1-----2-----3-----4-----ED----6-----7 4,81 
(,64) -*--C .32 

-ft--

willing take stand 1-----2-----3-----4-----5-ABE-D-----7 5.37 
-- �; --*-- C • 38

-#--

acts as a leader 1-----2-----3-----4--AC-E--B--6-----7 4.90 
(.55) ---*-- D .48 

-1--
b.A.l leadership ability 1-----2-----J-----4-----Ac-EBD6-----7 5,30 

(.48) --•--- .39 

--1- B 

1nd1v1dual1st1c 1-----2-----3-----4-----5-AED-6-----7 5.37 
(,48) ---*C- .30 

--1- A 

defends 2.:uD belief; 1-----2-----J-----4-----5---Ea6o----7 s.73
(.47) --*-C ,29 

-#--

makes decisions easily 1-----2-----3-----4--ABESD----6-----7 4,S9 
(.46) ---*-C .33 

--1-
atheletic 1-----2-----3--c--�---E-5-----6BO---7 5.04 

(-.39) 1.05 
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-IA
strong personality l-----2-----3-----4-----5-E-B-6-----7 5.35 

(, 31) ---*C-D .19 

-•--

dominant 1-----2-----3-----4ABD-E5-----6-----7 4,41 
(,24) ---*--C ,28 

-•--
competltlve l-----2-----3-----4A--C-5E-B--D-----7 5.15 

(-,16) ----*-- ,60 

--IB 
ambltlous l-----2-----3-----4-----A--CED6-----7 5,45 

(1 13)'' ---*-- .27 

--1-

willlng take risks 1-----2-----3-----4A---BED----6-----7 4.81 
(-,04) --*-C ,36 

FEMININE 

-•--
mascullne 1-----CAB---3-----4-----s----E6-D---7 3.74 

(,03) ---*-- 2.02 

-•--

aggress1ye 1-----2-----3-----A-cE-BS-----6-----7 4.so
(-,02) ---*--D ,32 

-11-

;en;s1t1ye a Dllil 
( l. 27) 

1-----2-----3-----4-----s----ADC----7 
--*-- BE 

5.57 
.66 

- .

-ti-- A 

compa;sslonate 1-----2-----3-----4-----s--BDE6-----7 5.41 
(l,14) --*-- C ,59 

-tl--

;ympathet1c 
1-----2-----3-----4-----s--soAc-----7 s.48

(l,01) --*--E .55 

--•---

tender 1-----2-----3-----4-----SBDAC-6-----7 5.05 
( ,96) ---*-·E .52 

-•--

� 1-----2-----3-----4-----S-BOA-6-----7 S,37 
(, 85) --*-•EC , 46 

-1-- A 

gentle 1-----2-----3-----4-----s--so-6-----7 s.J4
(. 83) --*-EC , 47 

--•-

loyal l-----2-----3-----4-----s-----6EBA--7 6.15 
( , 8 2) -* --CD , 4 5 
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affectionate 
(.80) 

eager soothe hurt 
(. 79 l 

--#-
1-----2-----3-----4-----5--BD-A-----7 

---*EC 

-#-- B 
1-----2-----3-----4-----5--DC-A-----7

-*E-

--It- B 

5.43 
.49 

5.38 
.so 

understanding 1-----2-----3-----4-----5----DA-----7 5.71 
(.63) --*-EC .33 

--#-- D 
not harsh language 1-----2-----3-----4--EA-5-----6-----7 4.37 

( .60) ---*--CB .32 

--It- A 
loves children 1-----2-----3-----4-----5---E-B-D---7 5.85 

(.49) -C*-- .49 

-It-- A 
feminine 1-D---2E----3-----4-----5-B--C6-----7 3.98

(.42) ---*-- 2.08 
-u-

soft-spoken 1-----2-----3-----B--CDES-----6-----7 4.22 
(.41) ---*-- .33 

-#- AB 

cheerful 1-----2-----3-----4-----5--ECD6-----7 5.58 
(.31) -*-- .22 

-#--
gullible 1-----2-----DEB-A-4-----5-----6-----7 3.30 

(.24) --*--C ,2S 

--#-DA 
flatterable 1-----2-----3-----4BCE--5-----6-----7 4,34 

(,13) --*--- .20 

-•--
shy 1-----2-----3-ADCE4-----s-----6-----7 3.54 

(•,11) -B-""--- .18 

-rn-

yleldlng 1-----2-----3-----4-DA--5-----6-----7 4.JJ
(,07) -""CE- .09 

--#-
childlike 1-----2-a---Ec---A4-----s-----6-----7 2,94 

(-,06) D --""-- .S5 

�. The confidence intervals for biologically male adolescents bound 
"#"; comparable values for females bound "�"· The mean of the seven 
means ls presented at the end of each scale; the SD is presented below
the mean of the seven means. 
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