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to· Assess Important Factors Used to Select Colleges 

INdoN Newman 
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John Frau 
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'l'h• purpo•• of thi• •tUdy wa• to inve•ti9at• th• relative 
•ffectiv•n••• of th• traditional conjoint analy•i• approach to
th• aultipl• r•y:•••ion approach that include• per•on vector• 
protil•• analy• •• It wae expected that th• aore •ophi•ticated 
model• would incr•a•• th• effectiv•n••• in term■ ot it• 
•hrinka9• ••tiaat•• and th• accuracy ot it• predictability ot.
two holdout 9roup•. !l.'be data •ouro• con•i•ted of a ■upl• ot 100
■tudent• who rated ei9ht colle9•• on five attribut••••quality ot
education, financial aid, quality of dona lite, atUdent/taculty 
relation•, and aocial aid.
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com��iaon of conjoint Analy■ia, Multiple Regreaaion 
'-:V:>':'\ /?'1,�·.' ' 

' 

Model• with Peraon Vector■ and Profile Analy•i• 

to Aa•e•• Important Factor■ Uaed to Select College• 

Introduction 

In recent yeara, JUnY college• and univeraitie• have faced 

increaaed competition for atudenta. 'l'bua, it ha• been 

increasingly important,.·for an inatitution of higher education to 

be able to identify what factor• are important to the atudenta 

who choae to enroll in the in•titution. 

Marketing reaearch (cattin, Wittink, 1982) ha■ identified 

conjoint analy■i• a• a very u■etul ■tati■tical technique in which 

one 1■ intere■ted in having the client■, ■tudent■, or con■umer• 

prioritise a variety of it-■• '1'WO other approach•• al■o ■eem to 

be appropriate to uae when attempting to a■■••• the ■election 

proce■■ of college-bound ■tudent■a (1) multiple recJre••ion 

model■ with paraon vector■ (FraH , llewaan, ,.1981), and (2) 

profile analy■i�. 

ObjectiVH 

Thia paper attapted to ooapare the ability of conjoint 

analy■i■, multiple reqre■■ion aodel■ with panon vector■, and 

profile analy■i• to produce intonation that could be u■ed by 

college and univer■ity par■oMel to detenain• which factor■ were 

important to ■tudent■ when ■electing a univer■ity or what type of 

atudent■ ■elected a given type of univer■ity. 
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� Collection 

'l'be reaearch inatrument uaed to collect th• data analyzed 

in thi• �tudy focu■ed on five institutional attribute■ reported 

to be of aignificance to atudent• Who aartriculated to Ashland 

Univeraity. Thia liat of attribute• waa developed through 

literature review■ (Tiernry 19801 Traynor, 1981; Kuh, Coomera, , 

Lindqui■t, 1984; Conant, Brow, , Mokwa, 1985), diacuaaion with 

program adviaora and ■tudenta, and from the paat experience• of 

admiaaion• recruitera. 

'l'ha five attribute• included in thia atudy were financial 

aid, aocial life, quality of dona life, atudent-faculty 

relationahipa, and quality of education. Bach of th• five 

attribute• had two levela. 'l'h• two level• that were formed for 

each attribute were aaaigned a value of O or 1 in order to allow 

the raaearch•r• to quantitatively fona hypothetical univeraitiea 

with variou• combination• of attribute lavala. 'l'be attribute■, 

level•, and value• aaaigned to each level were a• followaa 

1. Quality of education

a) reputation i• not well known• o

b) reputation i• wall known• 1

2. student/Faculty relationahip•

a) faculty are a00eaaibl• if aou9ht • O
b) faculty are extremely a00eaaibl• • 1

3. Quality of dona life

a) below my expectation• • o

b) above my expectatona • 1
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-a) little financial need i• ••t • o
b) ao■t financial need i• met• 1

5. social Lit•

a) few ■ocial activitie• are available• o
b) uny ■ocial activitie• are available• 1

Five attribute• with two level• each would allow 32 

different univer■ity p�ofiie■ to be formed. With the a••uaption 

that interaction effect■ are negligible, the .. in effect• could 

be e■tiaated with only eight orthogonal array■• 'l'h• eight 

orthogonal arrays used in thi■ ■tudy which were formed with the 

aid of the computer ■oftware entitled Conjoint De■igner (Bretton­

Clark, 1187), were li■ted in Table 1. 

ln addition to the eight orthogonal array■, two array• were 

de■igned t� provide a ••an■ of a•••••ing the degree of predictive 

validity. (See Table 1.) 'l'he■e two array■ were·referred to•• 

the "holdout univer■itie•" beoau■e they vere,not included in the 

e■tiution procedure■• 

Th• que■tionnair• vaa adllini■tered during the ••cond week 

of the fall term of 1987 to freshman ■tude�t• enrolled in a 

freshman ■eminar cour••• Th• reapon••• of 100 of the student• 

were used in thia study. ••• Praa■ and PaWJh (ltlt) for 

- .
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conjoint Analysis 

'l'he analyai• conducted by the u■e of a aoftware package 

(Bratton-Clark, 1987) produce■ a ■et of five regre■■ion 

coefficients plua a con■tant term for each atudent. 'l'hat i■, a 

■eparate regre■■ion analy•i• wa• performed on the data of each of

the 100 ■tudenta.

Each of the regr•••ion coefficients generated by the 

conjoint analyai• for a giv�n ■tudent indicated what would happen 

to the respondent•• ratings of the universities when the 

attribute changed from the "zero" level to the "one" level. To 

illustrate the point, consider the regre■aion coefficient value 

of 2.0 recorded for the financial attribute for re■pondent 1. If 

financial aid wa• to increa•• frOll the "little need being met" 

category to the ••o•t need being aet• category, the reapondent•• 

rating• of the univer■iti•• would increa■e by 2.0 point• on the l 

to 10 ■cale u■ed on the que■tioMaire. 

A relative importance fiCJUr• waa calculated for each 

attribute by dividing the ■um of the five average regrea■ion 

coefficient• into each of th• average regre■aion value■. The 

five relative importance fi9Ure• generated by thi• procedure were 

expr••••d a• percentag••• 
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Table 1 

ill:{i.',, ;· .. Orthogonal Arrays Used for Conjoint Analysis•• 
Multiple Linear Regression Models 

.. 

/0:j" l 

l i�}f'j!". ',,, .student/ 
Quality Faculty Quality 

and 

of Relation- of Dorm Financial 
universities 

A 

B 

C 

D 

E 

F 

G 

H 

Holdout 
Univer■itie• 

l 

;J 

Education 

0 

1 

1 

0 

0 

1 

1 

0 

1 

1 

ships 

0 

0 

1 

1 

1 

1 

0 

0 

1 

1 

Life 

0 

0 

1 

1 

0 

0 

1 

1 

1 

0 

Aid 

0 

1 

1 

0 

1 

0 

0 

1 

0 

1 

Social 
Life 

0 

1 

0 

1 

0 

1 

0 

1 

1 

0 

Note. laoh oharacteri■tic i• c011posed of two level■• The zero 
value indicate■ th• pre■ence of the lower of the two level■• 
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Reaulta of the Conjoint Analy•i• 

The relative importance figure• indicated that financial 

aid wa• the ao■t illportant attribute with a value of 26.241. 

Financial aid wa• followed in importance by the quality of dorm 

life (21.291), the quality of education (20.841), the 

■tudent/faculty relation■hip• (16.631), and the •ocial lite

(151). (See Table 2.)

Predictive Validity

Th• ob■erved and predicted rating• for the holdout 

univer■iti•• were u■ed to provide two ••ti.mate• ot the ability of 

the re■ult• of the conjoint analy•i• to predict ■tudent rating•. 

The fir■t •■ti.mate wa■ a correlation coefficient for th• 
predicted and ob■erved rating■• The ■econd ••ti.mate wa■ an 

average ab■olute difference value for the difference between the 

predicted and ob■erved rating■• Th• correlation coefficient 

value and the average ab■olute difference for the ob■erved and 

predicted rating■ were .37 and l.87� re■pectively. 
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Multiple Linear Regre■■ion Model 

•��Surrogate Per■on Variable

Model Structure 

'l'he/.■econd approach u■ed to analyze the ■urvey information 

required the con■truction of a aultiple linear regre■■ion •odel 

that included a ■urrogate per■on variable. Before ■uch a •odel 

i■ pre■ented, however, a di■cu■■ion of a •odel that include• the 

actual per■on variable■ .ay prove helpful. 'l'he variabl­

included in the •odel that u■ed per■on variable■ (Model 1) were 

a• follow■: 

- ti 

Y • rating• of the eight hypothetical univer■itie■ (values 

ranged from 1 to 10) 

Xl • quality of education 

o • "low" level, 1 • "high" level)

X2 • ■tudent/faculty relation■hip 
,, 

(0 • "low" levelr 1 • "high" level)

X3 • quality of dOl'll lit• 

(O • "low" level, 1 • "high" level) 

X4 • financial aid 

(O • "low" levelr 1 • "high" level) 

X5 • ■ooial lite 

(0 • "low" levelr 1 • "high" level)

I 



P1 • reapondent 1 

(1 if from reapondent 1, o otherwiae) 

P2 • reapondent 2 

(1 if from reapondent 2, O otherwiae) 

P99• reapondent 99 

(1 if from reapondent 997 o otherwise) 

waa: 
The atructure of the,. regreasion model with peraon variables 

Y • ao + blX1 • b2X2 • b3X3 • bb4X4 • b5X5 • b6P1 • b7P2 • . . .  
bl04P99 • a (model 1) 

The use of the person variable required by Model 1 i• not 

practical due to their large number. Thu• a multiple linear 

regreasion model desi;ned to include a aurrogate person variable 

waa uaed. Thi• ■urrogate per■on variable aea■ured the impact of 

the 99 per■on variable■ required by Model 1. 1 
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Table 2 

conjoint Analy•i• Result■ 

'}f'•}' I 

Average 
Regre•■ion I of Relative 

Characteristic Coefficient Importance 

Financial Aid 1.775 26.24 

Quality of 
Dorm Life 1.440 21.29 

Quality of 
Education 1.410 20.84 

Student/Faculty 
Relation•hip• 1.125 16.63 

Social Life 1.015 15.00 

correlation coefficient between th• predicted and ob••rved 
rating• of th• holdout univer•itie• • .37 

Average ab•olute difference between th• predicted and ob•erved 
rating• of th• holdout univer■itie• • 1.11 

10 
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Th• value of th• aurroqat• peraon variable• wa• COJIPO••d of 

an-average rating for each peraon. Th• •urrogate variablu wa• 

repnaented in Model 2 by •x6.• Th• value• for thi• variable 

ranged fiom 2.625 to 8.5 for the 100 •tudent■• 

Th• aultipl• r•gre••ion model with th• •urrogate per•on 

variable (Model 2) u•ed to analyze the •urv•y information waa aa 

follow■: 

Y •au• b1X2 • b2X2 • b3X3
°

• b4X4 • b5XS • b6X6 • • (Model 2) 

Th• r•qr•••ion coefficient• for th• univ•r•ity attributes 

that were generated by Model 2 were equal to th• average 

reqre•aion coefficient• tor th• conjoint analy•i• (See Table 3). 

Before the reqreaaion coefficient• could be atati■tically 

teated, the atandard error• had to be corrected for the 

appropriate d•c;,r••• of freed011. Th• number of de;r••• of freedom 

wa• 695, which waa equal to the •ample aize of 100 (number of 

•tudent•) aultipli•d by 8 (number of college•) ainu• 6 (number of

attribute• plu• one). Each ot the regreaaion coefficient• tor 

the univeraity attribute• waa atatiatically •iqnificant at th• 

.01 level. Th• multiple correlation coefficient waa .7641 and 
2 value waa .sa.

the R 

Predictive Validity 

The reqreaaion coefficient• generated by Model 2 were uaed 

to predict the ratinqa of the holdout univer•itiea. The . 

11 



correlation coefficient for the predicted and observed ratings 

wa• .76 •.. <Th• average absolute difference between the predicted 

�• same procedure applied to the second half of the data ••t 

reatilted in a correlation coefficient value of .74 between the 

observed and predicted ratings. Again, this value ahowa little 

shrinkage (1.71) from the aultiple correlation coefficient of 753 

for Modal 2. 

i Refer to Pedha1ur (1177), Williw (11771 1110), Pr••• 

McDougall (1183), and Williaaa and Williw (1185&1 1185b) for 
diaouaaiona of a aurrogate variable used to ••••ure the uount of 
variation in the dependent variable aaaociated with a ■et of 
peraon variabl••• 

- 11 
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eoapariaon 2t � Re■ul ts 

Th• ••tillated illpact of the university attribute• on th• 

student rating• by the conjoint analysis, and the INltipl• linear 

regrea■i6n model with a aurr09ate person variable were identical. 

For both procedures, the order of illportanc• waa aa follow■: 

(1) financial aid, (2) quality of dona life, (3) quality of

education, (4) student/faculty relationship■, and (5) quality of

social life.

Th• aultipl• linear revre■aion aodel with the •�ate 

person variable, however, produced a correlation coefficient 

value of .76 for the predicted and observed rating• of the 

holdout univeraitiea, •• compared to the value of only .37 for 

the conjoint analy■ia. 

'l'h• aultipl• linear r•tJre•■ion aodel with th• aurr09at• 

person variable al■o produced a lower average absolute difference 

between the predicted and obaerved �•ting■ for the holdout

univer■iti•• than did th• conjoint analyaia. The average 

abaolut• difference valuea were 1.50 and 1.11. 

Th• low a2 value■ of th• regre■■ion aod•l■ that UHd th• 

clu■t•r• •• th• independent variabl•• indicated that the clu■t•r• 

were unable to explain th• variation in the univeraity rating• to 

any high degr••• Por thi• data aet, th• cluater infonaation waa 

of little a■aiatance in identifying th• importance of university 

charaateri■tic■ •• viewed by variou■ group■ of atudenta. 

13 
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Quannal Analyaia 

following deacription of quannal analy•i• i■ heavily 

1:>a11ed on vantubergen (1966) and Newman and carolyn Benz (1988) .. 

The.·third data analyai• procedure applied to th• data ••t waa 

quannal analyaia. Th• purpoae of uaing thi• procedure waa to 

determine whether certain type• of people could be identified 

that favored different type• of achoola. 

Th• factor analy•i• computer program uaed in thi• atudy waa 

QUANNAL Vantubergen, 1966). Thi• program place• aquared multiple 

correlation.value• in th• principle diagonal a■ collllonality 

••timat•• and conduct• a Q-analyaia. 'l'hi• approach i• appropriate

for th• purpo•• of differentiating between people int •nus of th• 

ahape of their profil••• 

Five •t•P• are u••d in a Q factor analy■i•• 

step 1 - An intercorrelation matrix i• formed by 

correlating every peraon'• rating• of th• 

it ... with every other per■on'• rating of it .... 

'l'hu, the eight rating• for reapondent 1 were oorrelated 

with the rating■ of the other 99 re•pondent■• 'l'h• au• procedure 

wa• followed for each reapondent. 

Step 2 - 'l'h• matrix of intercorrelation• if •ubmitted 

to factor analy•i• •o that "p•r•on•" are variabl•• and 

'l'h• 



Sub. 
No. 

1. 
2. 
3. 
4. 

!5. 

6. 
7. 
a. 

' 

'l'otal 
Var. 

items are ob■ervations. A principal axis ■elution i■ 

obtained. Thi• re■ult is aubaitted to a vari.max 

rotation which produce■ orthogonal factor■• on thi■ 

ba11is, a factor repre■enta a grouping of per■ona around 

a coJ11J11on pattern of ■orting th• itaa. Hence, a factor 

represents a type of "person" (Vantubergen, 1966). 

TWO Factor Solution Sub. Three Factor Solution 
I II h 

.22 

.92 

.98 
• 7!5

.82 
-.06 

.86 

.17 

48 

.83 

.17 
-.13 

.49 

.19 

.90 

.09 

.92 

34 

.'5 

.as 

.97 

.81 

.71 

.82 

.76 

.ea 

82 

No1•
2 
3. 
4. 
!5. 

6. 
7. 
8. 

' 

'Total 
Var. 

ho 
.87 
.84 
.33 
.37 

-.04 
.97 

-.02 

34 

!h
.16 

-.16 
.37 
• 0!5

.91 

.14 

.a1 

32 

H;J 
.39 
.!50 

.86 

.90 

.03 

.1, 

.39 

27 

1.1is 
.93 
.98 
.99 
• 95
.83 
.99 

.91 

93 

The factor analytic •odel con■truct■ hypothetical type■ of 

"p•r■on■" baaed on the way the actual people interviewed rated 

the it•••• One can group people by a■aigning thu to the type 

that they are ao■t like, i.e., the factor on which they have the 

highe■t loading. 
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Step 3 -Bach pattern of item. a■■ocia■ted with each 

by weighting each itu reapon■e of each itu 're■pon■e 

of each of the peraon• mo■t highly a■■ociated with a 

, 9iven factor by the degree to which they are loaded on 

that factor, the qreater i• the weight. 'l'h••• weighted 

re■pon••• are ■WIiied aero•• each itu ■eparately. 'l'hi• 

procedure produce■ an itu array of weighted re■pon••• for 

each factor in the rotated factor analy■i• ■olution 

■elected. 'l'he array• of weighted rep■on••• are then

converted to z-■cor•• (Vantubergen, 1966).

Hypothetical type• conatructed by th• factor analytic aodel 

i• ba■ed on a weighted pattern of the it ... (hypothetical type■). 

Th• more a per■on•• rating i■ like the hypothetical type, the 

more weight it receive■ in the average. The ■pacific weight 

given i• calculated a■ follow■a 

Vbere1 r • load.ing 

The weighted average 1• called an itu factor array. 

Th• peraona uaed to eatiut• an array an highly •••ociated 

with that type, but they an not a■■ociated to a high deqree with 

any of the other type■• ror the peraon• ■elected., the aquare 0-f 

the load.ing on that factor abould approach the c01111unality b2. 

The array■ of weighted it•• rating• are converted to I acor••• 

Th• array of z ■core• for each type i• called the factor array. 

16 
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Step 4 - 'l'h• array• of item z - acor•• for each factor 

(factor arraya) are ordered from moat rejected for each 

factor. Thia provide• a hierarchy of item acceptance for 

eac:h factor or type of •persona" (Vantubergen, 1966). 

The following are exuplaa of hypothetical typea of 

"persons" that th• factor analytic model would conatructz 

Itama I II III 

unlveralty l 1.02 - .24 .12 

University 2 l.!53 1.03 l.!54 

University 3 .42 .31 -1.03

University 4 - .06 .32 - .!51

University !5 -1.oa -1.35 -1.54

University 6 .ao 1.20 .!5 

University 7 -1.20 .02 - .6

University a .10 l.!50 2.0

Whan ordered in tenaa of th• z-acorea, the factor array 

becomes a hierarchy of itama that are rated for each of th• 

factors or tn,.a, 'l'h• followin; ia an example of th• firat 

typoloqy (Type I) I 

z-score

1,93
1.02

,80 
,70 

,42 

- ,06

-1.oa
-1.20

%ta 

tJnlveraity 2 
tJniversity 1 
tJniveraity 6 
tJniveraity 8 
Univeraity 3 
Univeraity 4 
University !I 
University 7 

Similar raaulta were obtained for each type. 
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�;,Step 5 � Th• arrays of it- z-acor•• • (factor arrays) for 

, •••oh type are compared by subtraction for each pair of 

factors.·• Thi• produce• array■ of difference ■core■ for 

each pair of factors. Thi• provide• th• basis for 

differentiating one factor or type of person from another 

Vantugergen, 1966). 

Thia is accompli■hed �y comparing the type• dealing with the 

following queationa: 

1. What items differentiate one type from another type?

2. What items differentiate one type from all other

types?

3. What items or areas of agre-ent •e- to cut aero••

all of the type■?

Que■tion 1 i• dealt with by comparing the array for all 

type■ taken two at a ti••• The z-aoor•• for each pair of 

univer■iti•• are ■ubtracted and ranlced according to ab■olute 

difference■• 'J.'o illwstrate, conaider the followings 

Type II Type %-Type II 

1.02 - .24 1.2, University 1 
-1.20 .02 1.22 Univeraity 7 

.10 1.10 .10 University 8 
1.!53 1.03 .10 University 2 

.10 1.20 .40 University 6 
-1.oa -1.3!5 .27 Univeraity 5 
- .o, • 32 .31 Univeraity 4 

.43 .31 .12 University 3 

18 



Siailar analy••• are conducted for all other cmapariaona. 

Queation A• Queation 2 waa addr••••d by examining 

tho•• it-■ that are higher (or lower) in th• array for one type 

than they are in th• array• for all other type•. Thia proc••• i• 

aimilar to th• proc••• followed in Queation 1. That ia, the z 

acor•• of Type I are compared to the average Z aoor•• for Type•

II and III. 

OU••tion 1• To th• extent that the z-aoor•• for all type■ 

are nearly equal, one aaaUJD•• agr•-•nt. A oonaenaua it- would 

be one in which the difference between th• largeat z-acore given 

that item by one of th• type• and the amall••t z aoor• i• l••• 

than 1.00. In our example, the oon••n•u• it-■ would be the 

followings 

Rating 
of Univeraiti•• 

Univer■ity 5 
tJniveraity 2 
tJniver■ity, 
Univer■ity 4 

MaXillull Difference 

... , 

.50 

.70 

.13 

Average 
z-soor••

,Aero•• Type•

1.32 
1.37 

.83 

.oe 

Th• average z-■core■ of the conaenaua iteu and the z­

acorea of the differentiation it-■, which reaulted from 

addreaaing Queationa 1, 2, 3, are uaed to deaoribe the type■• 

That ia, th• univeraiti•• correaponding to th• aforementioned z­

acor•• are uaed to identify type■• 
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Re■ult• .2! Quannal Analyai• 

Three Q-factor analy••• were computed. one analy■i• waa 
based 

upo� the rating■ of the eight univer■itie■, the ■econd on 

demographic varia!)le■, and the third on the univer■ity and 

demographic varia!)le• together. on all three of the Q-factor 

analyae■, only one typology emerged. 

ln the first an�ly•i•, all of the 100 ■ubject• were 

identified in '1'ype l. ln the second analysis, 99 of the 100 were 
•' • 

identified in Type l. ln the analy■i• combining the universities 

and demographic varia!)les, 98 of the subjects were identified in 

Type 1. All one can ••• form th••• result■, only one type 
'"' 

consistently emercaed, therefore, we were unable to use 

difference• in type• a• predictor vari�l••• A aultiple 

reqrea■ion analysis by Fraa• on the illpact of the da09raphic 

variable of the data further validates the boaogeneity of thi• 

sample. 

line• we were in a desperate •••rob for aore than one type, 

it was ■uqqeated that we try a cluster approach, which tend• to 

produce aore than one type. Ward'■ (1163) cluaterinq program 

take• a ••t of N object■, which are Maaured on a nUllber of 

different variables, and attempt• to optillally qroup tha fr011 N 

to N•1, etc. The qroupinq• are baaed upon uxiai&inq the average 

intergroup distance, Vhile ainimi1inq the averaqe intragroup 

di■tanoe. 

- If 
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Th• approach begin• by defining each object aa a group. 

Th••• N groupa are then reduced by one, until all per■ona have 

been cla■aified into one of two group■. More detail of thi■ 

approach:can be found in SAS, a■ well a■ Veldman (1967). 

U■ing th• clustering program, three cluster analy■e■ were 

completed. When uaing a cluster analy■i■, one ha■ to decide on 

the number clu■ter■ one want• in the ■olution. The deci■ion u■ed 

for thi■ ■tudy wa■ that no clu■ter would contain le■■ than five 

people. 

The fir■t clu■ter analy■i■, u■ing the univer■iti••' rating• 

and the three demographics, produced four cluster■ with 27 people 

in clu■ter one, 56 in clu■ter two, 11 in clu■ter three, and 6 in 

clu■ter four., Th••• four clu■ter■ accounted for 611 of the 

variance for all grouping■• Th• ■econd clu■ter analy■i■, baaed 

upon univer■itie■' rating■, produced three clu■ter■ with an R2 

equal to .55, with 58 individual■ in clu■ter one, 36 in clu■ter 

two, and 7 in clu■ter three. Th• third clu■ter analy■i■, baaed 

upon demographic■ alone, produced only two clu■ter■ with alao■t 

everyone loading on clu■ter one. Therefore, it va■ not 

con■idered. 

Th• four clu■ter■ produced by the fir■t clu■ter analy■i■ 

were �••d •• predictor variable■ to predict the rating■ of ••ch 

of the eight univer■itie■, the eight regre■■ion equation■ 
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Table 3 

Multiple linear Regre■■ion Re■ult■ for Model 2 

variable 

Conatant 

n • 800 

R,2 • .58 
df4 • 6H 

X1 

X2 

X3 

X4

X5 

x, 

Regrea■lon 
Coefficient■ 

1.410 

1.125 

1.uo

1.775 

1.015 

1.000 

-:s.:s, 

• stati•tioally •i911ifioant at the .01 level.
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Value 

12.21• 

9.74* 

12.47* 

15.37* 

8.79* 

• . 

'1' 



p
rodu

ced th• fo llow ing valuea: .1
2
, .27, .17, .1a, .1a, .26,

.3 4, 
and 

.2a. Whan the cl uate ra  from th• aecon d c lus te r  analyaia

co
ntain ihg' thr•• cl uatera, were uaed a a  pred i ctor v ariable a, they 

yiel ded the f o ll owi ng 
R 2 

val uea: .0 3, .1 a, .1 4, .15, .16, .20,

.3 0, and .1a. S ina• th •  use of croaa-v ali dat ion proce dur•• would 

produce ev en  l owe r  valuea, tho•• procedure• we re n ot impleme nted . 

23

produced the following valuea: .12, .. 27, .11, .11, .la, .,~, 

.l4, and .21. When the cluatera trom the aecond cluater analv•~ .. 

containing tbr•• cluatera, were u••d •• predictor var1•h"••• f''h.v 

yielded tna tallowing a,2 value•: .03, .11, .14, .1s, .)6, •'", 

.Jo, and .11. Since the uae of croaa-validat!l>n procedu•• woul" 

produce even lower valuea, tho•• procedure• ware not ;1 ....... , ... •nt."lc,. 
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Diacuaaion 

., ;,The conjoint analyaia and the multiple regreaaion model 

with a aurr09ate peraon vector produced identical ·••tiutea for· 

th• ·:five univeraity attribute■. The •ultiple regreaaion 

procedure that incorporated a aurrogate peraon vector waa better 

able to predict the holdout univeraiti••• Thu■, th••• reaulta 

seem to imply that if a univeraity adminiatration want■ to obtain 

information on which uhiveraity attribute■ are •oat i.Jllportant to 

their atudents, either conjoint analysis or a multiple regression 

model with a aurrogate variable ia an appropriate procedure. 

With thi• data ■et the Q-factor analy■i• failed to provide 

uaeful information. The claaaifyin9 of atudent by type did not 

allow for a hi9h d•CJX'•e of explanation of the ratin9a of the 

varioua hypothetical univeraitiea. The uae of Q-factor analyaia, 

however, aay provide inai9ht into the univeraity ■election 

proc••• by atudenta if varioua CJX'OUp■ are identifiable. 

Three point• ahould be noted with re9ard to future 

reaearch. rirat, a aultiple linear reCJre■aion aodel with a 

aurr09ate peraon vector i• a valuable procedure to uae to 

determine Which univeraity attribute■ are important to atudenta 

when ■eleotinCJ a univenity. The incluaion of the aurr09ate 

peraon variable did iaprove the reaearchera• ability to predict 

the ratin9• of the holdout univeraitiea. rurther atudiea in thia 

area with •ore detailed attribute• would be informative. 



Second, unless various groups of student. rate the 

universities differently, Q-factor analysis obviously will not 

provide useful informaiton. Xf such CJX'OUP• exist, however, the 

information may provide university administrators with some 

insight into what type of student• prefer their particular 

university. 

Third, the conjoint and regression analyses are really 

asking different questions -'that the Q-factor analysis. The 

conjoint' an�{r�gr•Hion analyses are attempting to determine 

which of the university characteristics are •o•t important. The 

Q-factor analysis·attempta to determine if there are various
> '· ' 

typologies based on the students• university ratings. This third

point leads to an often discussed conclusion. Determining the

preferable reaearch •ethod i• dependent upon the question of
'f>l ���'t,r ;,• .. ;, 

interest. In other words, the research question has to dictate

the methodology.
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MULTIPLE UNEAR REGRESSION VIEWPOINTS 
VOWME 111. NUMBER 1, FAU 1991 

Relationship Between Multiple Regression, 

Path, Factor, and LISREL Analyses 

Randall E. Schumacbr 

Unlwralty of North T.-.

.Ab.tract 

A baaic knowledge of aultiple regreaaion concept• 
pendt• further underatanding of path, factor, and 
liarel analy•••• Specifically, •tandardiaed partial 
re9r•••ion coefficient• (beta -.i9ht•) a• applied in 
path, factor, and liarel analy••• an pre•ented. Th• 
aultivariabl• .. thoda ha,,. in c011aon the general linear 
aodel and are the .... in ••,,.ral reapecta. Firat, they 
identify, partition, and control variana.. Second, they 
are bHed upon a linear combination of variable•. And 
third, th• linear -.i9ht• can be computed ba••d on 
•tandardiaed partial re9r•••ion coefficienta.

Multiple re;r•••ion or the general linear aodel approach 
to th• analy•i• of eaperiaental data in educational re•earch ha• 
becoae increuin9ly popular •inoe 1H7 (Buhaw and Findley, 1H9). 
In fact today, it hu becoae recogniHd H an approach that bdd9•• 
the 9ap betWffft correlational and analy•i• of Tarianoe thought in 
anawering nHarch hypotheH• (�il, Kelly, I NoNe.U, 1975). 
ltatiatical textbook• in paychol09Y and education otta preaut th• 
relationahip bet-..n data analyda with aultipl• regreHion and 
analyaia of Tarianoe (Draper , lat.th, UH1 Willi ... , 1t74a1 
l\oacoe, 19751 Sdwuda, U7t). Graduate atudenta taking an advanced 
atatiatic• cour•• an therefore prOTided with th• aultipl• linear 
regr•••ion fr ... work for data analy•i•. Qi..a their knowledge of 
aultipl• linear re9reaaion techniqu•• applied to uniTariat• 
analyd• (one dependent Tariable), their under•tandin9 can be 
extended to the relationahip of multiple linear ngreadon to 
variou• aultivariate atathtical technique• (!telly, hfl•, McNeil, 
with Bichelber99r I Lyon, 1969, PP• 228-2481 Newaan, 1988). The 
article therefor• expanda upon thi• under•tanding and indicate• the 
importance of the atandardiaed partial rec;reaaion coefficient (beta 
weight) in aultiple linear regr•••ion a• it·i• applied in path, 
factor, and li•r•l analy•••• 
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Multiple r•gr•••ion technique• require a b aeic underetandin9 of 
•ample •tati•tic• (n, .. an, and variance), •tandardised variable•,
correlation (Pedhazur, 1982, pp 53-57), and partial correlation
(Cohen , Cohen, 197!11 Bou•ton , Boldin9, 1974). In •tandard •core
fona th• au.ltipl• r•gr•••ion equation ie1

J 

z • b s 
y X 

The relationehip between th• correlation coefficient, the 
unstandardised re9re•sion coefficient and the standardized 
regr•••ion coefficient i•1 

s • • • 

xy X 

b - ------ - b - r
2 • xy

8 • y 
X 

ror two independent variable•, th• r•gr•••ion equation with 
•tandard •cores ie1

J 

s • bs +ba

y 1 1 2 2

And th• etandardised partial regr•••ion coefficient• are computed 
by1 

r - r r r - r r 

yl y2 12 y2 y1 12 
b - ------------- b - --------------

1 2 2 2 
1 - r 1 - r

12 12 

Th• correlation between th• original and predicted eaore• i• 
given th• epeaial n ... Nultipl• Correlation Coeffiaient. It i• 
indicated HI 

I\ J • 
• y y 

And the Squared Multiple correlation Coefficient ie related a• 
follow•• 

I\ J 

yy 
-

2 
I\ 
y.12

- b r + 
1 yl 
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MOLTIPLJI: IUl:GUSSION BXAMPLE 

A multiple linear regreHion example uaing a correlation aatriz 
aa input (SPSSX tJHr'• Guide, 3rd Bdition, 1988, Chapter 13) ia in 
the appendix. The reault• are: 

2 .• 
R - b r + b r + b r

y.123 1 yl 2 y2 3 y3

- (. C23) .!07 + (.363) .cu + (. 0C0) .276

2 
R - .40

y.123

A ■yetematic determination of the ao■t important ■et of 
variable• can be accompli■hed by ■etting the partial regre■aion 
weight of each Tariable to aero. Thi• approach and other 
alternative methoda are pre■ented by Kelly, h99a, , McNeil et al 
(1969) and Darlington (1968). 

In ■ummary, regre■aion techniquea han been ■hown to be robuat 
(Bobrnatedt, Carter, 1971)1 applicable to contraat coding (Lewi• 

, Mouw, 1978)1 dichotoaoua coding (McNeil, Kelly,, McNeil, 197!)1 
and ordinal coding (Lyona, 1971) reaearch aituationa. Multiple 
regreeaion can al■o be Tiewed aa a apecial caae of path analyaia. 

•ATB ANALYSIS

Sewall Wright ia credited with the deftlopment of path analyaia 
aa a aethod for ■tudyin; the direct and indirect effect• of 
Tariablea (Wright, 1921, 193,, 1960). ••th analyei• ia not a 
aethod for diacOftring cauaea, rather it teat• theoretical 
relationahipa called "cauaal aodelin;". The ■pecified aodel 
eatabliahea cauaal relationahipa uon; the •ariablea whens 

•• teaporal ordering exiat•
b. covariation (correlation) i• preaent
c. controlled for other'cauaea

Model ■pecification ia neoeaaary in exaainin9 aultiple 
Tariable relationahipa. In the abaenae of a model, aany 
different relationahip■ -on; Tariablea can be po■tulated 
with many different path coefficient• being ■elected. ror 
example, in a three •ariable aodel the following four relationahipa 
could be poatulated1 
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!-(a) 

(C) 

X 
',. ,X .

X 

2 1 

2 

y 

X 

1 

y 

(b) X X 

2 1 

y 

(d) X

2

y 

X 

1 

The four different model• have been con■id•r•d without reveraing 
the order of th• variable•. Bow can one decide which aodel i• 
correct? Path analyai■ do••n't provide a way to apecify the model, 
but rather e■timat•• the effect■ once the model baa been apecified 
"a priori" . ••th coefficient• in path anal31'•i• take on the 
value■ of a product-moment correlation and/or atandardised 
regr•••ion coefficient• in a model ("olfle, 1977) . .  �or example 
given aodel (d)a 

X 

2 

X 

1 

'l'Hmfl 

b • p 
1 y1 

y 

b • p 
2 y2 

r • P
12 12

A path model i8 •peoified by the HHarcher baHd on theory or 
prior rHearch. Variable relationahip• once apeoified, in atandard 
a core fora, become •tandardi■ed • regre••ion coefficient• . In 
multiple regr•••ion, a dependent variable i• regre•••d in a aingl• 
anal yd• on all the independent variablH. In path analy•h one or 
more multiple regre••ion analy•e• are performed. Path coefficient• 
are computed baHd upon only the particular Ht of independent 
variable• that lead to th• dependent variable under con•ideration. 
Aa in regr•••ion analy•i•, path analy•i• can u•• dichotomoua and 
ordinal data in th• cauaal aodel (Boyle, 19701 Lyon■, 1971). 
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Path aodele permit diagruaning how a particular Ht of 
independent variable• lead to a dependent variable under 
conaideration. Bow the patha are drawn determine whether the 
independent variable• are correlated aau••• (unanalysed) , aediated 
cauaee (indirect), or independent cau••• (direct). The aodel can 
be teated for the aignificance of path coefficient• (Pedhasur, 
1982, pp !58-62) and a goodneaa-of-fit criteria (Haraacuilo , Levin, 
1983, pp 169-1721 'l'ateuoka , LohnH, 1988, pp 98-100) which 
reflect• th• eignificance between the original and reproduced 
correlation matrix. Thia procee■ i• commonly called decompo■ing 
the correlation matrix (Aaher, 1976, pp 32-34) according to certain 
rule• (Wright, 1934). 

PATH »IALYSIS BDMPLl!l 

A four variable path analyeia program i• in th• appendix. In 
order to calculate the path coefficient• tor the model, two 
regreaaion analyaee were performed. The aodel with the path 
coefficient• iaz 

X p • .423 
1 Yl 

p - -.071
p - .224 31 X p - .040 y 

21 3 Y3 

p • .!593 
32 

p - .363
Y2 

X 

2 

'l'he original and reproduced oorrelationa are preHnted in 
matrix form. The upper half repre■enta original oorrelationa and 
the low.r half th• reproduoed oorrelationa which include the 
regreaaion of patha linking independent variable• to the dependent 
variable. 

VAl\l.ULIII y Xl X2 X3 
. 

y 1.000 ,!507 .481 .276 
Xl .423 1.000 .224 .062 Original 
X2 .362 .224 1.000 .!577 Correlation• 
X3 ,040 -.070 .!593 1,000 

l\eproduced 
Correlation■ 
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Th• original correlation• can be completely "�roduced" if all 
effect.a: direct. (DZ), indirect. (D), apurioua (S) and correlated 
(C) are.included., l'or examples

! • '  .,,, 

). 
r - p ,· - .224
12 .12

C 

r - p + p p - .062
13 31 32 21

DZ IS 

r - p + p p - .577
23 32 31 21

DB s 

r - p + p p +p p +p p p - .507
lY n Y2 21 Y3 31 Y3 32 21 

DE IS IS IE 

r - p + p p +p p +p p p - .481

2Y Y2 Yl 32 Y1 21 Y3 31 21
DI: II: 8 8 

r -
p + p p + p p +p p p + p p p - .276

3Y Y3 Y1 31 Y2 32 Y1 21 32 Y2 21 31
DB 8 8 8 8 

In auamary, path analyaia can be carried out within the context 
of ordinary re9reaaion analyaia and doe• not. require th• leamin9 
of any new analyda tecbniquH (Aaher, 197', p321 Willi ... , 1t74b). 
Tb• advantage of path analyd• ia that it enable• one to apecify 
direct. and indirect. effect.a uon9 independent Tariabl••. In 
addition, path analyai• enable• ua to deaoapoae the correlation 
bet.ween any two TariablH into aillple and coaplex path• of which 
aOIH are Manin9ful. ••th coefficient• and the nlationahip 
between the od9inal and rep.:oduced co.:nlation aatrix can alao be 
teated fo&- ai;nificance. 
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FAC'l'Ol\ .AHALYSIS 

Path models and th• uaociated test of aignificanoe between 
original and reproduced correlation• are uaed in confinuatory 
factor analy•i•. ractor analy•i• aaauae• that the obaerved 
( .. aaured) variable• are linear combination• of •oae underlying 
aource variable (factor). In practice, on• eatiaat•• population 
par ... tere of th• -••ured variable• from a •ample (with the 
uncertainti•• of model specification and .. aaureaent error). A 
linear combination of weighted variable• relate• to multiple 
regreaaion in a aingl• factor model and to a linear cauaal ayat-■ 
(path analyai• - "multiple" multiple regreHiona) in multiple 
factor modela. Path diagrama therefore permit repreaentation of 
th• caueal relationahip• among factor• and obaerved ( .. aaured) 
variable• in factor analyaia. 

In general, th• firat atep in factor analyai• involve• the atudy 
of interrelationship• among variable• in the correlation aatrix. 
!'actor analyaia will addr••• the question of whether th••• •ub••t• 
can be identified by on• or more factor• (hypothetical conatructa). 
Confirmatory factor analy•i• ia used to teat specific hypoth•••• 
regarding which variable■ correlate with which conatructa 
(Long, 1983). 
FACTO!\ MODSLS 

!'actor analyaia aeaua•• that aoae factor•, which are ... 11er in 
number than the number of obeerved variable•, are reaponaibl• for 
th• covariation aaong th• obaerved variabl••• ror example, gi-..n 
a unidiaenaional trait in a aingl• factor aodel with four variable• 
the diagram would be (It.la, Mueller, 1978a, p 35)a 

d• .735 
y y 0 

b • .677 r 

y 

d• .917 
X 1 0 

1 1 
b• .402 

r 1 
d• .100 

b • .800 X 2 u 

2 2 2 

d • .843
X 3 u 

b • .535 3 3 
3 

WHSUa 

b - atandardised regr•••ion coefficient
i 

! l 

f. 



•• .. /�e ,rariance of each obeerv9d variable ie therefore coaprieed of
· t.h• 'proportion of variance detenu.ned by t.he comon factor and t.he
· .. proportion ... detenu.ned by t.h• unique :factor, • which topt.her equal
. the >.total ,rariance of each obeerv9d variable. 'l'here:fore s

2 2 
8 • b + 

i i. 

2 

d • 1 
i 

'l'he correlation between a common factor and a variable 
iet .. •• 

r • b 
l',X i 

i 

'l'he correlation between .a unique :factor and a variable 
ie: 

r • d 

u,x i 
i 

'l'he correlation between obeerv9d (aeaeured) variable• 
eharin9 a c0111111on :factor iet 

r • 
X ,X 

i j 

b b 
i :, 

And finally, the variance attributed tot.he :factor ae a 
reeult of t.h• linear cOllbination of variable• iet 

2 

b • 

2 

I b 2 

i. "

---- r.1234
" 

Wheres M • number of •ariabl•• 

2 
b • •quared factor loaclin91t 

i 

2 

Notes ab • eigen•alu• 
i 

2 

b • co.aunality 
i 
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l'AC'fOI\ »GLYSIS SXANPLS 

A ■ingle •.• f'aotor analy•i• proeJram with f'our variable• in ·a 
correlation matrix f'omat i• in the appendix. 'l'be path dia9X"am i• 
the .... u above (!Ci.a� Mueller, 1978a, p 35) with the INlight• aa 
f'ollow•: 

b � .677 b • .402 b • .eoo b • .535 
Y 1 2 3 

And, f'aotor •core• computed aa: 

l'•bY + bX + bX + bX 
y 1 1 2 2 3 3 

Multiplying the coef'f'icient• between pair• of' variable• give• the 
f'ollowing correlation matrix: 

VAIUABLB y Xl X2 X3 

2 
y b .27 .54 .36 

1 

2 
X1 .27 b .32 .22 

2 
2 

X2 .a, .32 b .,3 

3 

2 
X3 .3C5 .22 .43 b 

., 

'l'be common tact.or vad,anoe .t.aa 

2 
2 I b 

I\ • i • .... + .u + .,, + .2P • .JP
r.123, ---- ---------------------

N 4 

The unique tact.or Tarianoe i•• 

2 

2 I (1 • b ) 
1 - I\ - i - .s, + ·" + .36 + .71 - . fl

r.123, --------- ---------------------

M 4 

.. I 

I 
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In summary, f'actor loading• (irariable weight■) are ■tandardiaed 
regre■■ion coef'f'icient■• . A■ ■uch, linear weighted combination• of 
irariabl•• loading on a factor are u■ed to compute factor ■core■ 
(ICim , Mueller, 1978b p 60). 'the weight• are al■o the correlation 
between th• ob■er,red (aeaeured) ,rariabl•• and the factor 
(hypothetical con■truct). If the ,rariable correlation■ (weigbta) 
are squared and ■ummed, they de•cribe the proportion of variance· 
determined by that factor. 'l'bie i• traditionally known a• an 
eigenvalue, but termed comunality in factor analy■i■• When all 
variable• are ■tandardised, then the linear wei9bte are called 
•tandardised regre••ion coefficient■ (regre■•ion analy•i•), path
coefficient• (path analyei■), or f'actor loading• (factor analyeie).
'l'he factor analy•i• approach i• di■tinqui•bed froa regre••ion or
path analy•i• in that obeer,red variable correlation i• explained by 
a common factor (hypothetical con■truct) . In factor analyeie
therefore the correlation between ob••r'V'ed ,rariable• i■ the reeult
of •haring a common factor rather than a variable being the direct
cau•• (path analy•i•) or predictor of another (regre••ion
analysis).

LISR!:L 

Linear atructural relationahip• (li■rel) are often diagrUIINd 
by uein9 multiple factor path IIOdel• where the factor■ 
(hypothetical contruct■) are viewed ae latent trait• (Jore•kog, 
Sorboa, 1986, pp I .s-1. 7). 'l'he lierel aodel conaiat• of two partaa 
the aeHureaent aodel and the ■tructural equation aodel. 'the 
aeaeurUlent aodel ■pecifi•• how th• latent variable■ or 
hypothetical conetruct■ are aea■ured in tenui ot the obaened 
c--a■ured) variable■ and de■cribee their .. a■ureaent propertie■ 
(reliability and validity). 'l'he atructural equation aodel 
•pecifi•• the cau•al relationehip aaon9 the latent Yariabl•• and i•
ueed to de•cribe the cauaal effect• and the aaount of unexplained
variance. Th• li•r•l aodel include■ or encoapa•••• a wide range of
aodela, for exa11ple1 uniTariate or aultiYUiate regre■•ion aodel•, ·,
confirmatory factor analyaia, and path analyei• aodel• (Jore■kog,
sorboa, 1986, pp 1.3, :a:,t-l.12). cut.tance (1913) pre■ent• an
overview of eev-eral li•rel ■ubaodel• with diagr... and
explanation•. Woltle (1H2) preHnt• an indepth preHntation of a
single aodel to introduce and clarify lierel analyei•. 'l'he li■rel
pro9ru therefore perait• re9reHion, path, and factor analyaia
whereby aodel specification and .. a■ureaent error oan be a••••••d•
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l'uller (1987) ext:en•i-..ly ccwer• li•rel and factor analy•i• 
model• and eapecially extend.a re;r•••ion analy•i• to tbe ca•• where 
tb• variable• are --••ur•d with error. Wolfe (1979, pp 48•!51) 
present• the relation•hip between liarel, regre•aion and path 
analy•i• eapecially in re9arda to bow aeaaureaent error effect• tb• 
re9r•••ton coefficient (path coefficient). &rror• of aeaaureaent 
in •tatietic• hav. been •tudied ext:en•i-..ly (Wolfe, 1979). Cochran 
(1968) •tudied it from four different aapecte: (1) typea of 
mathematical aodele, (2) •tandard technique• of analy•i• which take 
into account aea•ureaent error, (3) effect of error• of aea•ureaent 
in producin9 bia• and reduced preci•ion and what remedial 
procedure• are available, and ( 4) technique• for •tudyin9 error of 
aeaauruaent. Cochran (1970) alao •tudied the effect• of error of 
aeaauruaent on tbe •quared·aultipl• correlation coefficient. 

LISUL-l'ACTOI\ .UOU:.YSIS 11:XAMPL& 

A LISUL factor analy•i• program with a correlation aatrix a• 
input i• in th• appendix. The factor analytic model in matrix 
notation i•s 

Wheres 

X • L x + q 
X d 

X • obaerved variable• 
L • atructural wei9hta (factor loading•) 
x • latent trait (factor) 
q • error variance (unique variance) 

d 

The LIIUL reaulta ares 

a. L • LMGSDA X <•tructural wei9ht••factor loadin9a)

t • .f77 x • .402 x • .eoo x • .s,s 

1 2 3 

b, q • TH&TA Dl:LTA (unique factor vadanoe) 
d 

Y • .54 X • .84 X • .3f X • .71 

2 2 

1 2 3 

a. b • LAHIDA X (common factor variance)

Y • .46 X • .16 X • .64 
1 2 

X • .29 
3 
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. The concept or aodel apecirication and 9oodneee or rit pertains
:to .:the :ori9inal correlation aatrix and the ••tiaated correlation
•aatrix., '.'; Th• ••tiaat•d correlation aatrix i• 1 ,, ·: • • 
G@�-tttwr,:·';,1t ·�, • � -,1, 

''''.\( 1. ,, .272 
.\c'iYsO i • .542 .321 

.362 .215 .427 

The.original correlation aatrix iaa 

8 -

.507 

.481 .224 

.276 .062 .577 

Th• 9oodneH or fit index (CD'I) uain9 the unwei9hted leaat 
aquar•• approach (OLS) i• then computed aaa 

2 
CD'I - 1 - 1/2 trace (8 - C,)

', ,''.< ,�i ., 2 
CD'I - 1 1/2 (1.308 1.02) 

CD'I - 1 - .041 

CD'I • .959 

LISUL-UQUSSION .ANALYSIS BXMGtLB 

A LISUL r•;r•••ion pr09raa with a correlation aatriz u input 
i• in th• appendix. Th• re�••ion aodel in aatriz notation ia: 

Y•GX+s 

Wheres Y • dependent �riable 
a• 9 .... aata:ia: (beta wi9hta) 
X • independent �riabl•• 
• • error• of prediction (error ..-arianoe)

Th• LISUL reault• are th• .... aa in the previou• re;r•••ion 
pro9raa1 

2 
ll • G r

y.123 1 yl
+ G r 

2 y2 
+ G r 

3 y3 

ll • (.423) .507 + (.363) .481 + (.040) .276
y.123

2 
ll • .40

y.123

- .
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CONCLUSION 

The appropriate atatietical method to uae i• often an iaaue of 
debate. It •oaetiaee requir•• more than one approach to analyzing 
data. The rational• for chooaing between th• alternative .. thoda 
of analy•i• i• uaually guided by reaearch bypoth•••• or queationa. 

Th• aultivariabl• methoda di•cu•••d have in 00111111On the general 
linear aodel and are the eUte in eeveral reap.eta. l'irat, they 
identify, partition, and control variance. Second, they are baaed 
on linear combination• of variable•. And third, the linear weight• 
can be computed baaed on atandardized partial re9r•••ion 
coefficient•. 

Th• aultivariabl• methoda however have different application•. 
Multiple regreaeion ee•k• to identify and ••tiaate the amount of 
variance in the dependent variable attributed to one or more 
independent variable• (prediction) • Path analy•i• •••Jc• to 
identify relationahipe among a ••t of variable• (explanation) . 
!'actor analy•i• •••Jc• to identify aubaeta of variable• from a much 
larger ••t (c0111111on/ahared variance). Liarel determine• the degree 
of model apecification and measurement error. The different 
methoda were derived becauee of th• need for prediction, 
explanation, co111111on variance, model and .. aeurement error 
a•••••aent type application•. 

Multiple regr•••ion technique• are robuat except for aodel 
apecification and measurement error• (Borbn•t•dt, Carter, 1971). 
Multiple regr•••ion technique• are al•o uaeful in underatanding 
path, factor, and LISUL applicationa. LISUL peJ:mit.• regr•••ion, 
path, and factor analy••• whereby aodel apecification and 
meaaurement error can be a••••••d. Li•r•l alao pez:ait• univariate 
or aultivariate leaat aquar•• analy•i• in either aingle •ample or 
multiple •ample (acroH population•) reeearch ••ttinge. An 
underatandin9 of aultipl• reqrHdon and general linear aodel 
technique• can therefore qreatly facilitate on•• underatanclin9 of 
the teetinq of reeearch queation• in 11Ultivariabl• aituationa. 

• 



AP:PBNDIX 

MOLTI:PLB UQNgSSION :Pl\OGRAM 
,:'If;� 

'l'ITLB IUl:GlUl:SSION WITH COIUUl:LATION MATRIX IN:PtJT , .'., · H . 
COMKBN'l' VAIUABLB MEANS•0, VAP.IANCl:S•l, CONSTANT•Ct "". ' ' 
MATRIX DATA VAIUABLBS•Y Xl X2 X3/N•100 ,/ r,,1>, 
BBGIN. DATA 
1.000 

.507 
.481 
.276 

1.000 
.224 

.062 
J:ND DATA 

1.000 
.577 1.000 

IUl:GIUl:SSION MATRIX•IN(*)/ 
MISSING-LISTWISJ:/ 
VAIUABLBS•Y Xl X2 X3/ 
DJ::PJ:NDJ:N'l'aY / 
J:NTD Xl X2 X3/ 

l'INISH 

:PATH ANALYSIS Pl\OGRAM ONJ: 

A. . V.UUULB 3 IUl:GIUl:SSJ:D ON V.UUULBS 1 AND 2 • :
' .,. • ).' 

TITLB PATH ANALYSIS SXAMl'LB WITH COIUUl:LATION MATRIX IN:PtJT 
COHNINT VAJUDLB H&AHS•01 VAIUANCSS•l1 CONSTANT•0 
MATRIX DATA V.UUULBS•Y Xl X2 X3/N•100 
BJ:QIN DATA 
1.000 

.507 1.000 

.481 , .224 1.000 

.276 .062 .577 1.000 
SND DATA 
IUl:QIUl:SSION MATI\IX•IN(*)/ 

NIISINQaLISTWISJ:/ 
VAJUULH•'lC Xl X2 X3/ 
DUSNDENT•X3/ 

l'INISH 

- ..

SNTSI\ Xl X2/ 

u



PA'l'H ANALYSIS PROGRAM 'l'lfO 

B. VlUUABLB Y UQRZSSSD ON 'VAIU.ABLBS 1, 2, AND 3

TITLB PATH ANALYSIS BXAM!Lli "1'1'B COJUUl:LATION MA'l'lUX INPtJT 
COMMENT VAIUABLli Hll:ANS•01 VAIUAHCBS•ll CONSTANT-0 
MA'l'lUX DATA VAIUABLBS•Y Xl X2 X3/N•100 
BBQIN DA'l'A 
1.000 

.50'7 1.000 

.481 .224 1.000 

.2'76 .062 .5'7'7 1.000 
am DA'l'A 
UQNgSSION MA'l'RIX•IN(*)/ 

MISSING-LISTMISB/ 
VARIABLBS•Y Xl X2 X3/ 
DUll:ND&NT-Y/ 
BN'1'D. Xl X2 X3/ 

!'IHISH 

!'J\CTOI\ .AHALYSIS l'I\OG'RAM 

TI'l'LI: l'J\CTOR ANALYSIS EXAMPLE WI'l'B COIIULA'l'ION Hl.'l'lUX INPO'l' 
COMMENT VAIUABLB Hll:ANS•01 VAIUANCl:8•11 CONS'l'AN'l'•0 
Hl.'l'a?X DA'l'A V.UUULBS•Y Xl X2 X3/N•100 
UQIN DA'l'A 
1.000 

.507 1.000 

.481 .224 1.000 

.2'76 .062 .57'7 1.000 
DID DA'l'A 
l'ACTOI\ VIJUMLBS•Y X1 X2 X3/ 

MADIX•IN(COR•*)/ 
CIUTSJUA•l'AC'l'OIUl(l)/ 
BXDJ\CTION•ULS/ 
I\OTA'l'ION•NOROTA'l'll/ 
PRINT CONUl:LA'l'ION DST INITIAL �ION I\OTATION/ 
l'ON0.'1' 801\T/ 
PLOT l:ICDN/ 
l'INIIH 



LISUL l'AC'l'OR »a.LYSIS Pl\OQlUU! 

TITLE 'LISUL l'AC'l'OR ANALYSIS WITH COD&LATION MJlTIUX 
INPOT PROGRAM 
NUHll:RIC DOMMX 
END l'ILB 
END INPOT Pl\OQlUU! 
USEIU'ROC NAMB•LISUL 
DATA !'OR GROUP OD 
DA NG-1 NI•4 N0-100 
LA 

'Y' 'Xl' 'X2' 'X3' 
at SY 
1.000 

.507 1.000 

.481 .224 1.000 

.276 .062 .577 1.000 
HO NX•4 NlC•l TD-DI,ft l'B•S'l' 
Lit 
' l'AC'l'OR' 
PA LX 
4 * 1 
OU ULS SI: TV PC u VA rs ss NI 
END USER 

LISU:L U:<DSSSION ANALYSIS PaocaAM 

'l'ITLB 'LISUL U:<DSSSION ANALYSIS WITH CORULATION lm.TIIUC' 
INl'tJT p� 
NUHSIUC DUNff 

BND l'ILB it"'" .. 
mm INPUT PI\OQI\AN ' 1 .:.'\1 . 

USSQI\OC IQKl•LIIUL 7i,:; 
DA'l'A 1'01\ QI\OU. OD 
DA N0-1 NI•4 lf0-100 
LA 
'Y' 'Xl' 'X2' 'X3' 
at SY 
1.000 

.507 1.000 

.481 .224 1.000 

.276 .0,2 .577 1.000 
HO NY•l NX•3 •s•DI 
OU ULS SI: TV •c M VA 88 NI '1'0 
mm USER 

- II 
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MULTIPLE LINEAR REGRESSION Vll:WPOINTS 
VOLUME 18, NUMBER 1, FALL 1891 

The Case for Non-Zero Restrictions 

in Statistical Analysis 

l<Atfth McNell 

New Mexico 811119 Unlwrslty 

On• of the many advantagea of MLR 1a 1ta veraat11ity and 1ta 
ability to anawer a vaat array of queat1ona. Unfortunately, moat 
reaearch•r• fall into the habit of aak1ng a amall aubaet of very 
a1m1 lar queat1ona. The queat1on being tHted ahould be atated 
firat, but can be identified from the full model and the 
reatr1ction(a) placed on that full model. While the reatrictiona 
can take on any numerical value, almoat all application• uae th• 
"default " value of zero: 

1 • 
2. 
3. 

a1 • a1 or ( a1 - a1 • o) ( t-teat) 
a1 • 0 (Correlation) 
at = a1 = aa • • • • a, or ( a, - a, s a

1 - aa = aa - a1 • • • • 0) 
(F-teat) 
( a

1 - a
1 ) • ( aa - a4 ) or ( ( a1 - a, ) - ( a1 - a4 ) • 0 ) 

(interaction) 

Th• focua of th1• paper wi.11 be on the uti 11ty of making a 
non-zero reatriction. Why the zero reatriction occur•· ao 
frequently will be queationed and hopefully r•••archera and 
atat1at1c1ana will ••• how the zero reatriction limit• th• 
concluaion• of the r•••arch. Th• argument will be made for making 
non-zero reatrictiona, reaulting of cour••• from "non-zero" 
r•••arch hypoth••••• Th• argument will be mad• for each of th••• 
a tat i at i ca 1 procedure•: two group t teat, Pearaon corr• 1 at ion, 
aingle population mean, one-way analyai• of variance, and 
interaction. 

Two ACAYR t I••t 
Perhapa the moat widely uaed deaign compare• the performance 

of two groupa. Th• r•••arch hypoth••i• take• the following form: 
Raaearch Mypotheaia 1: For a given population, the New treatment 
1• better than the Traditional treatment on v. (8 .. Note 1 for 
diacuaaion of directional hypotheai• teating.) 
Ful 1 Hodel: Y ■ a1N + a1T + E1 
Where Y • criterion of 1ntereat, 

N ■ 1 if aubject in New treatment; 0 otherwi••• and 
T • 1 if aubject in Traditional treatment; 0 otherwiH. 

The reaearch hypothea1• impli•• that th• •ample mean for N ahould 
be greater than the aample mean for T, or a1 > a,, or a1 - a, > o. 
Reatr1ct1on: a1 • a,, or (a

1 - a1 • 0) 
Forcing th• reatrict1on into th• full mddel reaulta in: 
Reatricted Model: Y • a1N + a1T + � 
But a 1 nee th• two vector• ( N and T) are mu 1 t 1 p 11 ed by the aame 
weighta, the vector• can be added firat. But N + T equal• th• Unit 
vector (or everyone). Therefore: 
Reatricted Model: Y = a1U + E1 

•1
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There are two linearly independent pieces of information in the 
full model. Forcing the one restriction on the full model results 
in one linearly independent piece of information in the restricted 
model. (See Note 2 for test of •i�nificance.)

A significant drop in the R from the ful 1 model to the 
restricted model results in a significant F. If the sample means 
are in accord with the anticipated result, then Reeearch Hypothesis 
1 can be held as tenable and the conclusion would be: For the given 
population, the New treatment is better than the Traditional 
treatment on Y. But a 11 that hae been ea id is that the New 
treatment is better th(ln the Traditional treatment. We do not know 
how much better; all we know is that the two treatments are not 
equally effective. 

But what if the coat of the two treatments is not the same? 
The Traditional treatment has eurely been eomewhat effective in 
the past. The New treatment will surely require eome additional 
cost in the form of special inservice, purchase of new materials, 
acceptance by teachers, students, and community, etc. Before the 
Traditional treatment is replaced by the New treatment, perhape 
the reeearcher ehould demonstrate that there ie, eay, more than a 
five-point superiority of the New treatment over the Traditional 
treatment. 

When a non-zero research hypotheeie 1• proposed, other 
researchers and statisticians often ask for the justification for 
the actual non-zero value chosen, as they ehould. But why should 
more justification be required for a non-zero value than for a zero 
value? Or looking at the issue form the other aide, why are 
researchers allowed to teat a zero value with little or no 
justification. When one realize• that zero 1• only one of an 
infinite number of values, then one realize• that the eame amount 
of juetification should be required of a zero value as of a non­
zero value. Furthermore, when one attempts to justify the zero 
value reetriction, one may realize that zero 1• not the value of 
intereet. Those reaearchere who have been defaulting with zero 
should know how to chooae a value, but may not. It 1• not the 
intent of this paper to 111uetrate how one determines th• magnitude 
of the va 1 ue teated 1 n the research hypothee 1 •, a 1 though a few 
euggeetiona will be provided. 

In the case where there was an expectation of a five-point 
superiority, the research hypothesis would be: 
Research Hypothesis 2: For a given population, the New treatment 
is more than five points better than the Traditional treatment on 
Y. 
Full Model: y • a,N + a,T + E,
The reeearch hypothesis implies that the sample mean for the New 
treatment 1• more than five units greater than the eample mean for 
the treatment or, a1 greater than (a1 + 6) or (a1 - a1 > 6) 
Restriction: a

,
= a

1 
+ 5, or (a1 

- a
t_

= 5) or (a
1 

= a
1 

- 5) 
Restricted Mode : Y = a,N + <•� - 5)T + E4 

Y = a
1
N + a, T - 6T + E4

( Y + ST) = a, ( N + T) + E
4 

( v + 5T > = a,u + E4 



There are two linearly independent pieces of information in the 
full model, Forcing the one restriction on the full model results 
in one linearly independent piece of information in the restricted 
model, (See Note 1 for teat of significance.) 

Notice that the full model in Research Hypothesis 1 ia exactly 
the same as the full model in Research Hypothesis 2, The number 
of restrictions is also the same, resulting in the same number of 
degrees of freedom. What is different, though, is the nature of 
the restriction and hence the restricted models are different. The 
two research hypotheaes are both "correct" and equal 1 y "valid" -
they just test two different hypotheses. Research Hypothesis 2 

provide• a more definitive conclusion. 
The actual "coat" of any treatment may be difficult to 

determine. But one muat remember that Research Hypothesis 1 
reduces to the default assumption that the "costa" are equal. The 
choice of a research hypothesis leading to a restriction of (a1 -
a2 = O) should be defended as much as a research hypothesis 

leading to a restriction of (a1 - a,= aome non-zero value), The 
restriction (a1 - a

2 
= 0) has become a widely used default value, 

but we must realize that it is only one of an infinite number of
values.

P•oceon cocc•Jot1oo 
The usual application of the Pearson correlation hypothesis 

is: 
Research Hypothesis 3: For a given population, the linear 
correlation between X and Y is greater than zero. 
Full Hodel: y. llc,U + a,x + e, 
The research hypothesis implies that the slope of the line of beat 
fit in the sample is positive, or a1 > o.
Reatriction: a ■ O
Restricted Mod•'= Y ■ aou +ox+ e, 

Y ■ aqU + E1 
There are two linearly 1ndependent pieces of information in the
full model. Forcing the one restriction on the full model results 
in one linearly independent piece of information in the restricted 
model, 

If the F test is significant, then one concludea that the 
research hypothesis is tenable, that the linear correlation between 
X and Y 1• greater than o, or that the change in Y per unit change 
in Xis greater than o: but we do not know how much greater than 
o. There may be reasons for wanting to know if the correlation is 
greater than a particular value, For instance, if the correlation 
under consideration is either a validity coefficient or a 
reliability coefficient, then we would definitely want a 
correlation coefficient above some specified value, such aa: 
Research Hypothesis 4': For a given J)opulation, the linear 
correlation between Y and the Retest of Y is greater than ,80. 
Ful 1 Hodel: y = 9ou + a,R +E7 

�P'tcttan: IIHtP'tcted Model It! : • 64 
The research hypothesis implies that the restricted model R2 will 
be (,80)2 or .64, The formula in Note 2 can be used when testing 

-9



this hypothesis for significance. 
Consider Research Hypothesis 5: For a given population, there 

is more than a .6 unit change in Y for every unit change in x. In 
this case the models would be: 
Full Model: Y=Bc,U+a1X+E, 
Restriction: a

1 
= .6 

Restricted Model: v = a0 U +.ex+ E
1 < v - . ex> = Bc,U + e, 

Notice that the full model in Research Hypotheses 3 and 4 is 
exactly the same as Research Hypothesis 5. The number of 
restrictions is also the same; resulting in the same number of 
degrees of freedom. What is different, though, is the nature of 
the restriction and hence the restricted models are different. 
The three research hypotheses are al 1 "correct" and equally "val id" 
- they just test three different hypotheses. Research Hypotheaes
4 and 5 provide more definitive conclusions.

The desired correlation (reliability, validity, etc.) may be 
difficult to determine, but ahould be no more difficult to justify 
than justifying the default value of o. Just because a1 = o has 
been used in the past doea not juatify ita use, particularly with 
hypotheses about reliability and validity. 

single eoouJatjon Mean 
The uaual application of the aingle population mean hypothesia 

ia: 
Reaearch Hypotheaia 6: For a given population, the population mean 
1a greater than a particular value, a. 

Here 8 1a aome meaningful value, depending on the given 
circumatanc••• Maybe the reaearcher want• to eatabliah that the 
population mean height 1a greater than 72 inch••• Or poaaibly the 
reaearcher ia concerned that a four-choice, 100 item multiple 
choice teat acore 1• greater than a chance acore of 25. Note that 
in th••• two example• (and in moat hypoth•••• regarding a aingle 
population mean), the value of zero makea no aen••• 8uppoae that 
a reaearcher wanted to eatabliah that the population of freahman 
at a particular Univeraity had a mean College Board Score above the 
national average of 450: 
Reaearch Hypotheaia 7: The population of freahmen at Univeraity 
X haa a mean College Board Score greater than the national mean of 
450. 
Ful 1 Model: College Board Scorea • aau + e,0 
The reaearch hypotheaia implies that the sample mean is greater 
than 450, or 8o > 450 
Restr1ct1on: a • 450 
Restricted Mode,: (College Board Scores)• 450 U + Eu, or

(College Board Scores - 450) • E11 

(See bottom of Note 2 for teat of significance and McNeil,1973 and 
McNeil, et al., 1975, p 315 for further details.) 

The desired mean may be difficult to determine (i.e., it may 
require some thought or knowledge of the phenomenon under 
consideration), but no more difficult than justifying the default 
mean of o. Indeed, using a mean of o in this example makes 
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abaolutely no eenee at all, and that 1• why it doean't appear in 
the literature. 

one-way 600Jv111 of Yor1ooce
The uaual application of the multiple group F teat (one-way 

ANOVA) ia: 
Reaearch Hypothesia 8: There ia at leaat one difference 1n the 
means on Y between the 1 populationa. 
Ful 1 Model: Y = a

1
G1 + �G1 + • , .a1G1 + E12 The reaearch hypotheaia implies that not all the aample mean• are 

aqua 1 , or that a1 not equa 1 a1 not aqua 1 ••. a1 for at 1 eaat one pair 
of means, or ( a

1
-a1 not equa 1 o: a

1-a1 not aqua 1 O; ••. a1_

1 
- a1 not 

equal O for at least one pair of means.) 
Restriction: a1 = a1 = ... a1 ; or 

a1 - at = o; a, - at = o: . . . a t-1 - a1 = o 
By replacing all the coefficients with a common coefficient, ao, 
we arrive at the following restricted model: 
Reetri cted Mode 1 : Y = 9oG1 + llc,G, + ••• 9oG1 + E11

Restricted Model: Y = -.,.,a1 + a, + ••• G0 + e11

Restricted Model: Y = a()U + E11

When the F test 1a significant then the restriction ia 
rejected and the research hypothesis 1• accepted as tenable. But 
the research hypothesis just indicates that the 1 means are not 
al 1 equal. Sfnce most researchers are not satisfied with that 
information (confirming that the research hypothesis wasn't very 
i ntereet i ng in the f 1 rat p 1 ace) , most researchers turn to poet­
hoc comparisons to find out where the differences lie. Th••• poet­
hoc comparisons are basically t-teet comparisons and are thus like 
Research Hypothesis 1. (See Williams 1974). The suggestion here 
1• to avoid asking a research hypothesis that you aren't interested 
in, and to go directly to non-zero research hypoth•••• that will 
yield satisfying information. 

Int1coc;t1Po 
Interaction is usually viewed only as a potent1a11y 

contaminating factor when trying to explain main effects. That 
is, most researchers hope that there ia no interaction ao that they 
can procHd with interpreting main effects. But the interaction 
research hypothesis may be important in and of itself. Indeed, 
whenever an F ha• been computed for the interaction, the 
interaction research hypothesis has been tested. The usual 
interaction research hypotheaie in a 2x2 design 1• as follows: 
Research Hypothesis 9: For a given population, the difference on 
Y between Treatment 1 and Treatment 2 1• not the same on Level 1 
as on Level 2. 
Full Model: Y • a1 (T 1•L1 ) + a1(T1•L1 ) + a1 (T1•L1) +

a4 (T1•L1 ) + E14

' 

m,, 
= (R2, -

Tz 
L1 
Lz 

= 
= 
= 

R2
11 ) / (11, - 11

11
) 

Where T1 = 1 if in Treatment 1; O otherwiae, 
1 if in Treatment 2; 0 otherwise, 
1 if in Level 1; O otherwise, 
1 if in Level 2; O otherwiae, 
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(T1 
• L1 ) = 1 if in Treatment 1 Amt Level 1, etc. 

The research hypothesis implies that the two differences are not 
the _.same, and that in the aample (a1 

- a,) not equal (a, - a4 ), or 
[ ( a, - a1) - ( a2 -a4 ) not equa 1 OJ • 
Restriction: (a, - a1) = (a2 - a4 ), or [(a1 - a1) - (Sz - a4 ) = OJ. 
By placing the one restriction on the full model, one arrive• at 
the follow;ng restricted model (See Note 3 and McNeil, et al., 
1975): 
Restricted Mode 1 : y = b, T' + b, T 2 + b,L, + b4L2 + Eu 

Acceptance of the non-directional reaearch hypothesis leads
to a non-directional statement. All that can be concluded is that 
the differences are not the same. Hence we don't even know if the 
differences are greater at Level 1 or Level 2, let alone the 
magnitude of the difference of the differences, we have just 
conducted a non-direct i ona 1 test of 1 nteract ion; a direct i ona 1 teat
of interaction ia reflected in the following: 
Research Hypothesis 10: For a given population, the difference on 
Y between Treatment 1 and Treatment 2 is greater at Level 1 than 
at Level 2, 
Full Model: y Iii a,(T,*L,) + a2<T,•L2> + a,(T2•L,) +

a4(T2•L2) + E11 
The research hypothesis implies that the difference between T1 and 
T� ia greater at Level 1 than at Level 2, or in the sample (a, - a,> 
h1gher than a2 - a4) or ( (a, - a,) - (Sz - a4) > OJ. 
Restriction: (a

1 - a1) s (a2 - a4) or [(a1 - a1) - (a, - a4) • OJ 
Reatr1 cted Mode 1: Y • b1 T 1 + b2 T 2 + b1L1 + b4L2 + E17 

A significant F for Research Hypothesis 10 provide• more insight 
than would one for Research Hypothesis 8. We know that the 
difference• are greater at Level 1, but again we do not know how 
much greater. If coat or theory dictate, aay, a difference greater 
than six before a decision 1• made, the following Research 
Hypothesis would be appropriate: 
Research Hypothesis 11: For a given population, the difference on 
Y between Treatment 1 and Treatment 2 is more than o unite at Level 
1 than at Level 2. 
Full Model: Y • a

1(T1•L1 ) + a1(T1•L1 ) + a1(T1•L1 ) + 
a4(T1•L1

> + E11 

The research hypothesis implies that the difference between T
1 

and 
T1 

ia greater at Level 1 than at Level 2 by more than o unite, or 
in the sample (a1 - a,> higher than (a, - a4 .+ O) or ((a, - a,) - (a2 
- a,. ) > O) •
Restriction: (a1 - a1) • (a

1 
- a,.) + o: or

< a1 - �, > - < a, - a,. > > o 
RHtricted Model: (Y - 0) ■ b1T1 + b2Ta + b1L1 + b4L2 + E11 

Research Hypothe••• 9, 10, and 11 al 1 test an interaction 
question, but in slightly different ways, In all three hypotheses, 
there are four linearly independent pieces of information in the 
full model, Forcing the one restriction on the full model results 
in three linearly independent pieces of information in the 
restricted model. Notice that the full model• in Research
Hypotheses 9, 1 o, and 1 1 are exact 1 y the same. Th• number of 
restrictions ia also the same; resulting in the same number of 
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degrees of freedom, What is different, though, ia the nature of 
the restriction and hence the re�tricted models are different, The 
three research hypotheses are all "correct" and equally "valid" -

they just te�t three different hypotheses, Research Hypothesis 
11, though, provides a more definitive conclusion, because as in 
the previous examples, a non-zero restriction was made. 

Note 1, All the Research Hypotheses in this paper (except the one­
way ANOVA) are directional Research Hypotheses. This follows the 
author's contention that a directional Research Hypothesis provides 
conclusive information wt,ereas a non-directional Research 
Hypothesis provides no conclusive information, The Full and 
Restricted models are the same for the directional and non­
directional hypotheses. The non-directional Research Hypothesis 
allows the researcher to conclude that a1 

doea not equal O, while 
the directional Research Hypothesis allows the researcher to 
conclude that a

1 
> O (McNeil I Begga, 1971), With reference to 

the non-zero restriction, of, say 6, the non-directional Reaearch 
Hypothesis allowa the concluaion that a1 not equal to 6, while the 
directional Research Hypothesia allow• the conclusion that a1 > 6, 
The directional Research Hypotheaia allows a more definitive 
concluaion using the same data and the same degrees of freedom. 

Note 2. The general F teat for teating two regression models is 
F(m11 m,): (R2, - R2

11) / (li, - 1111) 

( 1 - R2,) / (N - 11,) 
Where: R1, 11 R1 of the ful 1 model, 

R1
11 11 R1 of' the restricted model,

11, • piece• of' linearly independent information in the 
full model, 

1111 • pieces of linearly independent information in the
restricted model, 

m1 • (11, - 1111), and 
m1 • (N - 11,),

Thi• teat cannot be used when either the restricted model has 
no predictors, when the criterion variable 1a different in the two 
models, or when the Unit v•otor 1a not 1n the restricted Model. 
In th••• cases, the F teat muat rely upon the sum of th• squared 
score• 1n the error vector, E 1n both the full model (ESS,) and the 
restricted model (&8811): 

F • (ESS11 - ESS,) / (11, • 1111) 

(ESS,) / (N - 11,) 
Note 3. The 1 nteract 1 on examp 1 es a 11 aaaumed equa 1 N. The 
concept• ati 11 apply to the unequal N situation, although the
restricted model• will be different. (Sae Williams, 1972,)
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SUMMARY 

SIGNIFICANCE TEST USUAL RESTRICTION 

Peareon Correlation zero 

difference between zero 
two mean•

difference between only 
mean• (one-way f) zero 

interaction almost 
· alwaya
zero

■ingle population alway■
mean non-zero
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The selection of independent variables when utilizing : ..
multiple linear regression in a study is an involved and complex
process. The availability of a variety of computer programs
usually referred to as •stepwise• procedures affords users
numerous options about which they often have little 
understanding. The purpose of this paper, then, is twofold:
first, to present the major uses of regression analyses, the
advantages and disadvantages of selection procedures and some
caveats for researchers and those who teach statistics, and
secondly, to present, compare and contrast several variable
selection techniques using two data set. 

Huberty (1989) suggests that the concept of variable 
selection may have some worth in terms of parsimony, explaining
relationships, lowering the cost of data collection, and, 
sometimes, parameter estimation. Variable selection procedures
called stepwise procedures are available on all the major 
statistical computing packages including SAS, SPSS, and BMDP. 
Even novice researchers can easily run numerous stepwise 
procedures. Huberty (1989), however, continues by saying that 
stepwise analyses have been basically used for three purposes: 
selection and deletion of variables, 2) assessing relative 
variable importance, and 3) a combination of selection and 
variable ordering. 

·cy�
l) tt,t

Given this information, it is not surprising to find 
numerous articles in the literature and theses and dissertations 
in university libraries that have used and misused stepwise 
procedures despite th� many published caveats concerning its 
appropriateness. Perhaps one reason for the frequent misuse of 
stepwise procedures is the mistaken perception that the results 
of a stepwise procedure will ·yield the •best• equation. 
According to Hocking (1983), •there is not likely to be a best 
equation in multiple regression• (p. 226). This is because the 
use of differing criteria may result in the selection of 
different seta of variables (Draper, Smith, 1981). Pedhazur 
(1982) more specifically stated that such methods aa all possible 
regressions, forward selection, backward elimination, stepwise 
selection and blockwise selection can be utilized with differing 
criteria which will result in differing solutions depending on ·· 
the criteria. Morrie (1989) auma up these ideaa by saying that
•there is little theoretical justification for expecting any

stepwise procedure to be beat• (p. 2).

The goal of stepwise regression ia to choose a subset of

variables from a larger set for the purpose of parsimony,

prediction, explanation, and/or theory-building. However, since

the criteria.used in selecting variables are statistical,

measurement error or randomness may lead to the selection of

variable instead of an equally viable alternative variable.

Cohen and Cohen (1975) expounded on this issue saying that

•problems include capitalization on chance because of

simultaneous tests, sample specificity and trivial differences in

partial relationships leading to choosing one variable over 

another• (p. 103).

- f 
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When predictor variables are intercorrelated, •there is no• 
satisfactory way to determine relative contributions of the 
variables on R squared• (Edwards, 1984, p. 107) and •the idea of. 
independent contribution to variance has no meaning• (Darlington, 
1968, p. 169). Huberty (1989) reiterates these points by noting 
that various subsets of a given size can yield nearly the same R2 

value. Pedhazur (1982) states that the R in variance 
partitioning is sample specific and that nearly ide�tical 
regression equations can have

2
radically different R values. 

Furthermore, an incremental R may be statistically significant 
but substantially meaningless. Pedhazur (1982) argues that the 
incremental partitioning of variance may be used to control one 
variable while studying another variable only in causal modeling, 
and even then the results are of limited value in determining 
policy. 

Another problem to be dealt with is the interpretation of 
the regression coefficients. Huberty (1989) cautions that the 
order in which a variable is entered into a model should not be 
used to assess its relative importance. •The interpretation of 
regression coefficients as indices of effects of independent 
variables on the dependent variable appeals to researchers 
because it bolds the promise tor unraveling complex phenomena. 
Examination, however, is important because the apparent 
simplicity is deceptive• (Pedhazur, 1982, p. 221). Pedhazur 
(1982) warns that the absence of a theoretical model makes the 
meaningful interpretation of the estimated regression 
coefficients impossible. The types ot specification errors that 
can occur are numerous including omission ot relevant variables, 
inclusion ot irrelevant variables, interactions among variable,, 
and the hierarchy ot polynomial term. (Cohen, Cohen, 19751 
Pedhazur, 19821 Peixoto, 1990). 

When 10 ID4nY caveata against it have been published, the 
continued wide uaage ot stepwiae procedures is difficult to 
understand. variable 1election techniques in regression analy1is 
can be discussed in terms of parsimony, prediction, explanation 
and theory-building, and selection technique• are problematic in 
all of th••• area,. 

Parsimony involve• finding •a 1maller set of predictor 
variables that do an accurate job of predicting, nearly•• well 
as the total set of variables• (Horris, 1984, p. 1), Obviou1ly, 
parsimony is helpful to researchers who reap benefits in terms of 
economy of data collection coats and time. However, the criteria 
tor the selection of the beat variables must be weighed on a 
continuum between internal (parsimony) and external (cross 
validation) accuracy (Morris, 1984). A prior decision made in 
the name of parsimony can have a tremendous impact on the results 
of regression analyses used for prediction, explanation and 
theory-building. 

Pedhazur (1982) states that •for prediction, the goal of 
regression is to optimize prediction of criteria" (p. 136). The 
selection of variables for this purpose should account tor as 
much of the variance as possible while balancing practical 
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considerations such as cost and ease of administration. While Morris (1989) finds •particularly 'pernicious' ... a situation J�i
with a naive researcher ascribing the best prediction equation . ;:�,-,from the results of a stepwise program• (p. 1), Pedhazur (1982) <·ittl argues that •prediction may be accomplished in the absence of ,,:1t&; theory, but explanation is inconceivable without theory• (p. • :;rt.= 174) • L(� 

The goals of many researchers in terms of explanation have .rt� 
been to identify major variables and determine their relative T�'l 
importance (Pedhazur, 1982). This suggests that stepwise ;;•ui-:r. 
techniques may be plausible initially. The stepwise programs Jw..� 
basically perform a hypothesis formulation function (McNeil, •• ·:1±':.2
Kelly, , McNeil, 1975). However, •problems arise with the H!l'v 
stepwise approach, since a great many hypotheses are being tested·),!!, the resulting best model will most likely be drastically overfit·"� with replication relatively unlikely• (p. 364). •. 

• • 

Cohen and Cohen (1975) state that •a research strategy of
treating all independent variables simultaneously is most 
appropriate when no logical or theoretical basis for considering ,;i, .,., 
any variable to be prior to any other either causal or relevant. :f!�
in terms of research goals• (pp. 97-98). However, despite this' t ,:,:; 

seeming endorsement, they continue by saying •a dim view is take 
of stepwise in exploratory research because orderly advance is . •�t·
more likely in the social sciences when researchers use theory t� < I'
provide hierarchical ordering formed by causal hypotheses rather JI� 
than computera ordering independent variables• (p. 103). :!;;•;

Given all the problems of sample specificity, interpretation.: 
of regression weights, and varying R values, the question arisest�· 
when is it actually appropriate to use stepwise procedures. •• • �Huberty (1989) says that in cases where a large ratio of sample .:•1
size to variables exists, generalizability of stepwise regression '%i 
is enhanced, but an external analysi1 or a cross validation .,. ,,.,, 
should also be conducted. Thorndike (1978) agrees arguing that:"'-.,; 
•when a fairly large number of predictor variables are available
it is advisable to use a stepwise approach, but croaa validate• f 
(p. 167). Finally, Cohen and Cohen (1975) state that the ·--�distrust of stepwise procedures deer••••• ifs •1) the research
goal ii predictive not explanatory, 2) N is very large for a ( ,
given number of independent variablH (40 to 1), and, 3) cross .,,�
validate• (p. 104). Perhaps, Huberty (1989) offers the beat J:,�i:
advise when he says that •thorough study and sound judgement are t-1:'t 
suggested for choosing variable■ at the outset• (p. 62), and that�
•the data analyst should allow the findings at each stage to • 1 �(­
influence the direction throuqh subsequent stages• (Allen , Cody,➔f
cited in Huberty, 1989,· p. 65). • .:!4t, 

The numerou1 stepwise procedure■ available in the major 
statistical computing package■ are so easy to execute, however, 
that users quickly learn to rely on them, and there is a great 
temptation for researchers, especially novice researchers, to ·· 
assume that a stepwise procedure will yield the best model which �,::. 
will stand up to the test of cross validation. Again, this is - ,.i., 
simply not true. Stepwise procedures actually yield many best :L: 

- ,,
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models depending on the procedure used and the criteria employed, 
and it is up to the researcher to decide which one to use and 
why. In short, stepwise procedures are no substitution for 
thinking and theorizing. This paper, will now present, compare 
and contrast several variable selection techniques using two data 
sets. In the first example, the results of various stepwise 
techniques from the SAS package will be compared. In the second 
example, the results of several stepwise regressions used to 
answer various research questions will be compared. 

The first example consists of a dummy data set of 30 
subjects used for classroom teaching purposes. The dependent 
variable is graduate grade point average (GPA], and the four 
independent variables are the Graduate Record Exam Quantitative 
subscale (GREQJ, the Graduate Record Exam Verbal subscale (GREV], 
the Miller's Analogy Teat (MAT], and a faculty rating of graduate 
student performance (RAT). :(This data set is available from the 
au�hors upon request). 

The intercorrelations among these variables and the 
associated probabilities are presented in Table 1. 

:C1bl11 1 Caz:::celltiaDS IDd gz::0b1biliti11s tH • :s,n

l!.lz::ilblH mma GBE !:tA1 BAI 

GPA (r) .61 .58 .60 .62 
(p) .0003 .0008 .0004 .0003 

GREQ (r) .47 .27 .51 
(p) .009 .15 .004 

GREV (r) .43 .41 

(p) .02 .03 
MAT (r) .52 

(p) .003 
Aa can be seen the dependent variable GPA is highly 

correlated with all of the independent variables. All the 
independent variables are al1O highly correlated with each other 
except tor the combination·ot GRBQ and MAT Cr• .27) and po1sibly 
GREV and RAT (r • ,41), Therefore, pairs of unique information 
have been 1et up between GRBQ and MAT and between GREV and RAT, 

rive different analyses were run using this data set. The 
first was a full model with all four dependent variable• using 
th• forced solution,

2
,ROG REG. This •�•l was significant er,. 

25• 11.13, p <.0001, R • .64, adjusted R • .58). The parameter
estimates, t values and probabilities appear in Table 2. In this
model the t v�Jues for GREQ and MAT are 1ignificant, while those
for GREV and RAT are not.
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lla:cj ablfll ea:cametfll:c Bstimate 
, • • 

Intercept -1.738

GREQ .004

GREV .002

MAT .021

RAT .144

-1.83

2.18

1.45

2.19

1.28

.04 

.16 

.04 

.21· 

The next analysis which was performed was a forward 
selection. This program identifies a subset of variables which
will be as efficient as the entire set of variables for 

. predicting GPA. In this case, the significance level for . 
entering a variable into the model has been set on the lenient 
side to .15. The variables were entered into the model in the 
following order: RAT, GREV, MAT, �d GREQ. The R2 values for ••
each 11ew model and the change in R are presented in Table 3. , 
The R for the full stepwise model is .64, as in the full model,
since all the variables were entered into the model. •• 

Tahte 3 Bfll&Pltjng B2s and cbaoges io B21 
t:cam tbe tar;ward selection mflltbad ta predict 
GPA tram a21iodependent variah2es 
Variable Entered 

� 
Chan1e 

iota tbe HA4fll1 J.n...B:. 

RAT .39 

GREV .52 .13 

MA'l' .57 .os 

GRBQ ., .. .07 

'l'he third analy1i1 waa a backward elimination. 'l'he 
procedure atarta with all the vadablea entered into the model .. • 
and then eliminate• variablea. 'l'he 1iCjJnificance level for 
retaining a variablf in the model has been set to .05. Again the 
full modfl had an R of .64. 'l'he

2
variable, RA'l', was removed 

first (R • .62) and then GREV (R • .58), ao the best model with 
GREQ and MAT only included baa an R2 of .58. The reaults appear 
in Table 4. 

- I 
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TAhlA • Besulting B2s and cbaoges in B
21 

tram tbe hackxnrd elimination method to predict 
GPA from 111 indepeodeot yariahles 
Variables Variables Chanpe 
xoc2vded Bemaved � in...B:. 
GREQ, GREV, MAT, RAT . 64 
GREQ, • GREV, MAT RAT . 62 . 02 
GREQ, MAT RAT, GREV .58 .04 

The fourth analysis used the stepwise method. This 
>rocedure differs from the forward selection method in that
,ariables entered on earlier steps do not necessarily remain in
he model on subsequent steps. After a variable is added, other
·ariables in the model are inspected to determine if they still
•roduce a significant F statistic. If the F is not significant,
he variable is deleted from the model on that step. For this
ase, the significant level tor entry into the model was set to
15, and the significance level for remaining in the model was
et to .05. The results tor this analysis appear in Tfble 5.
Ile variable1 RAT, was entered into 

2
the model first (R • . 39)1 llen GREV (R • .52) and then MAT (R • .57). Finally, MAT (R •

52) was removed from the model because the F value for that
sriable was not aignififant, so the resulting beat model 
:icluded RAT and GREV (R • .52) • 

'l'ahle s 
from the stepx1ae procedure to pro01ct GPA 
tram 111 1octepeocleot yariahlea 

Variable Variable 
� 

Chanpe 
AtJul IDtlt■d Bomnwid in...B:. 
1 RAT .39 
2 GREV - .52 .13 

3 NAT .57 .os 

4 MAT .52 .os 

Finally, th• last stepwise procedure used was th• !!'fXimum R2 

,thod. Thia procedure adds variablH that maximilH R . The 
·sults ot this procedure are presented in Table 6. Thia
ocedure went through five steps and arriy•d at a model which
eluded all four independent variables (R • .64). However, it
-uld be argued th�� t�, beat mod•� 1• determined on the basis ot

e C(P) statistic. The optimal model is the one for which the
P) statistic approach•• the number of predictors. In this
se, the researcher should atop at step 4 since the C(P)
atistic is then equal to 4.63 which is closest to the number ot

edictor variables or tour.
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TnhJe 6 BesuJting B
2 

aod cce> from tbe maximum B
2

metbod to predict GPA from a11 independent xariah2es
Variables in 

.8.tm2 the model 

1 RAT 

2 GREV, RAT 

3 GREV, Mat, Rat

4 GREQ, GREV, MAT

5 GREQ, GREV, MAT,

� .c.w.. 

.39 16.74 

.52 9.69 

.57 7.77 

.62 4.63 

RAT . 64 s.oo

Table 7 presents a summary of the results of all the 
procedures. The full model, forward selection, and maximum a2 

method all include all four predictor variables and give an a2 

.64. What is curious is that for the procedures which select 
·only two variables the solutions are quite diffrrent. The
atepwiae procedure ends up with RAT and GREV CR • .5�), while .,11,u�; 
the backward elimination ends up wifh GREQ and MAT (R • .58). ,at� 
The forward, stepwise and maximum R methods all enter RAT into , ;, :'.ff&t
the model first because this variable has the highest correlation�­
with GPA (4 • .62). The next variable entered is GREV. The , n�:'I 
correlation between RAT and GREV is . 41. In the other •beat• two �iL 
variable solutions the correlation between the two predictors, -�'.':tf't, 
GREQ and MAT is .27. It is important to note that these are the t�.t 
lowest two correlations amon9 all the predictor variables. When, 
variables are hi9hly intercorrelated -and one variable ia entered 
into a model first, the next variable entered will add the most 
unique information, i.e., haa the lowest correlation with the 
firat variable. In pther words, variabl•�•r• really entered as 
pair• (GRBQ , MAT, R • .581 GREV , RAT, R • .52). Also, in· 
some aituationa the

2
procedurea, namely forward ael�ction, 

atepwiae, maximum R, did not produce the maximum R for the two
variable model• even tbou9b moat uHra think they do. Thia is ••
becaua• the al9orithma in the•• procedure• don't really check All
the poHibilitiH. •• 

%ahle 7 Caamarisoo •moo; tbe boat models at the full 
model and 1t1pwi1e r11ult1 

,�v 

Eroceduz:1 lC.lr11blH 1o tbe model 

Full model QRBQ, GREV, MAT, RAT 
ic 
.64 

'·d::h]k 
:ml,'lil 

Forward aelection RAT, GREV, MAT, GREQ .64 

Backward elimination GREQ, MAT .58 

Stepwiae procedure RAT, GREV. .52 
• Maximum R2 GREQ, GREV, MAT, RAT .64 

In light of thia information, what advise can be given to 
researchers using stepwise procedures? First of all, users of 
computer packages should know the limitations of the procedures 
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they use. Secondly, researchers should always study the 
correlation matrix before looking at other results. A thorough 
knowledge of the intercorrelations may lead researchers to force 
certain variables into their models first. 

In the next example, the results of stepwise regressions are 
used to answer different research questions. In this example, 
data from 65 first time, post-myocardial infarction and first 
time, post-coronary bypass patients were used to study 
attributions, self-efficacy, and outcome expectations as 
predictors of depression. The dependent variable was a 20 item 
scale called the Center for Epidemiological Studies - Depression 
(CES-D]. Attribution was measured by two instruments: a 9 item 
behavioral attribution scale (BEHATT] measuring the causes of 
heart disease that an individual can change, such as smoking, 
drinking, etc., and an 8 item nonbehavioral attribution scale 
(NONBATTJ measuring the causes of heart disease that are less 
controllable, such as heredity, luck, etc. The self-efficacy 
scale (SELFEFFJ has 19 items and measures behaviors that 
individuals have some degree of confidence that they can change. 
outcome expectancy 1 (OUTEXPl] was a 19 item scale rating how 
important patients believe changing particular behaviors are in 
preventing future heart attacks. outcome expectancy 2 (OUTEXP2] 
was a 19 item scale rating the extent of a patient's belief that 
if behaviors are changed future heart disease will be prevented. 
A series of four research questions was asked by individual 
members of a group of researchers and medical practitioners who 
each advocated a different modelling approach. The data was then 
analyzed using combinations of forced and stepwise procedures. 

In the first analysis, the question was asked whether the 
set of attribution or the set of felf-efticacy and outcome
expectation yielded the largest R. The results of this analysis 
consisting of two regression models which entered all variables 
simultaneously appears in Table 8. These two regression models 
produce very similar R2 values (.28 for the attribution variables 
and .32 for the self-efficacy and outco111e expectation variable■), 
and the weights for tour of the five variables were significant. 
In general, it was found that individuals were less depre11ed 
about their heart condition it they believed they had 1ome 
control in the matter. 
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'l'ahle B ·Analyd,a l - A compariaan at outcome 
exm,ctaocytaeit-etttcacy and attrihut1an :.. 
reqreaatoo analyaes ta predict dapresstoo 
l!az:iahle Be.ta 
Beq:i:1111100 Hodel 
OUTEXP2 -.48 lS.6* 
SEL!'EIT -.26 4.6* 

<";;U 

• :,!i

.• i. j-

OUTEXPl --.12 1.0 . ., )�

R2 
- .32

Beq;casd,oo Hodel 
BEHAT'l' -.37 9.6* 
NONBA'l"l' .31 6.5* 

R2 - .28 

*P < .OS
In the second analysis, the question was asked which set of

variables explains the most variance after one set was already.· 
forced into the model. When the self-efficacy . and outcome ,. 
expectation variables were entered into the model first, fhe.R2 

was . 32. After the attribution measures were added the R . . . •· . 
increased by .08 to .40. When the2 attribution measures were 
forced into the model first, the R was .28. After the self­
efficacy and outco11e expectation variables were added, the R2

. 

increased by .12 to .40. The results of both analyses were· 
fairly similar. 

, ,,:,,,,'.,l ,,•: 

The third analysis was a forward stepwise regression using ,. 

all five independent variables. These results appear in Table 9. 
In this case, the two behavioral attributions added significantly 
to outcome expectancy 2 in predicting depreslion. 

• • 

Tahlp 9 AQalyai• 3 - B11ultinq 82
1 and CblOPOI

in B I 111 lno 1t1pyt,1e roara11ton ta predict
aepm11tao vitb •\l !ndepandont urt•ble• 
yariab) II a! CblDPO in B

2 

OU'l'IXP2 .19 .19* 
BBHATT .31 .12* 
NONBA'l"l' .37 .06* 
SBLFBIT .40 .03 

OUTBXPl .40 .o.o 

* p< .os

The fourth analysis took a more theoretical approach. Some
theory suggests that attributions precede behaviors. Following 
this reasoning two analyses were performed. For the first model, 
the behavioral attribution variable was forced into the model 
followed by the stepwise addition of the self-efficacy and 
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outcome expectation variables. For the second model, the 
nonbehavioral attribution scale was forced into the model 
followed by the stepwise addition of the self-efficacy and 
�utcome expectation variables. The results appear.in Table 10.
)nly the significant additions of the stepwise procedures are 
reported. In both cases, outcome expectancy 2 was the only 
3ignificant contribution to the attribution Vfriable in 
�redicting depression. Again the resulting R values (.31 and 
.27) from these two models are quite similar. 

TAhl� 1n Analysis 4 %YA combinations at !arced 
attribution and stepwise outcome expec;tancytael!­
etficacy regression analyses to predict depression 
Yariahles � Cbange in 82

Regression Model l 
BEHA'l''l' .18 .18 

OUTEXP2 .31 .13 

Begress1ao Hadel 2

NONBA'l''l' .14 .14 

OUTEXP2 .27 .13 

In summary, although one could argue in favor of each of 
hese four analyses, the last analysis seems most reasonable 
!nee it. was based __ qn �heo_ry. This exupl,e d�es .. sb.Qtt,. OJlCe
gain, that the research question must dictate the research
ethodology.

It is hoped that researchers will realize that although 
ultiple linear regression is a powerful and flexible statistical 
echnique and although atepwise computer procedures are 
otentially useful and facilitative, using these techniques and 
rocedurea to meaningfully explain data is a complex process. 

ror non-experimental raaaarch, it is difficult if not impossible 
o untangle the affects of various variables. Sound thinking,
heoretical framework and understanding of the analytical methods
ce nece11ary to avoid illogical or unwarranted conclusion,•
?edhazur, 1982, p. 175). "Any meaningful analy1i1 applied to
omplax problems is never routine. The clarifying of
ontrovarsia1 in social acianca raaaarch will not be enhanced by
�plying all 1orts of technique•• (Padhazur, 1982, p. 171).
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IPLE LINEAR REGRESSION VIEWPOINTS 
tOWME 18, NUMBER 1, FALL 11111 

Case Influence Statistics 

Available In SAS Version 6 

John T. Pohlman 

Southern llllnola Unlverllty, C.rbondale 

Abstract 

Case Influence statistics are a useful diagnostic tool tor
ldenttrytng high leverage cases In a sample. A case's Influence 
on a solved regression mOdel dependS on that case·s residual 
and Its location. In the dlstrlbUtlon of the predictor variables. 
Cases with large residuals and located In extreme ranges of 
the predictor variables' distributions wm be most Influential. 
Case Influence Is mustated with an SAS analysts of a stmple 
data set. 

The REG program In version s of the Statistical Analysts System (SAS) 

provides a collection of case Influence statistics described by Belsley, 

l<\tl ns Welseh < 1980), and Freund and Littell< 1986). Influence statistics 

are designed to aid In the detection or cases which are highly Influential 

In the estimation of the regression coefficients. A case's Influence on the 

regression solution Is estimated by delettng that case from the sample 

and recomputing the coefficients. If the coefficients change considerably 

upon deleting a case, that case Is deemed Influential. Generally, cases 

whleh haVe large residuals and are In extreme range- of the predictor 

variables' dlstrlbUtlons will be most tnfluenttal. 
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Figure 1 presents a scatter diagram whleh Illustrates case Inf Juence 
:'for a simple linear regression model tn which a dependent variable cvj is
regressed on one predictor (X):- "the' ten :data potnts denoted with the 
symbOl <•> yield the regression equation 

r •I+ IX.

The ten data points denoted With the letters A to J are then used, one at a 
ttme, to au,nent thit or·lglnal)ample ·of t�-observat\?1

��
1 

Ten augme�ted
samples of size 11 are thus aeated. ,The first augmented sample ts 
composed of the 10 original data points plus polni• ;A. The second 

; • . :'· ':. '; i;' ,'• ' •J ·.\% � ; ,: ' .,� augmented sample consists of the 10 original observation plus point B, ' " 

and so on to the tenth augmented sample ustng case J along with the 
original observations. The Influence or the ten lettered data points ts 

• '· .�• •r 

determined by comparing the regression coefficients obtained when� 
'\ l,� 

lettered data point ta Included tn tht analysis with the coefficients 
. I ,,J,:·�"'1�.�'� obtained after deleting that data point Table I Shows the results of this 

analysts. 

··-··-·-·---------------- , r;

Insert Figure I About Here 
------------------- ------
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The second and third cohmns In Table 1 contain the regression 

coefrtclents obtained when cases A toJ augment the original sample of 10 

cases.,. The last two columns of the table show the Change tn the 

regression coefficients due to the presence of each lettered case. Note 

that the largest change In the slope coemctent OCC\l'S tor cases F and J. 

cases F and J have the largest deleted residuals and are the most 

disparate cases tn the distribution of x. cases F and J are the most 

tntluenttal cases. case J has a strong post'ttve Influence on. the sJope 
coetrtctent, since case Js presence In the sample causes the slope 

coetrtctent to be .23 I oolts higher than It would be tr case J were not tn 

the sample. case F, to the contrary, has an tctenttca11y strong negative 

Influence on the slope coetttctent 

Insert Table 1 AboUt Here 

INFLUENCE STATISTICS AVAILABLE IN PROC REG 
The Influence atattstlcs described here are available In the SAS REG 

procecue as options. SAS provides the statistics HAT OIAG H, OFBETA 

and OFFITS. For this lllustratlon assume that the general linear model ts 

tit to I data set, nametu 

V•XB•E 

where V ts a vector of values on the response variable, X ts an nx(p• I) 
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. 'll!,tr:!x., �r values on the Independent variables �lth . . a Jeadtng unit vector,

B ts the vector .or regression coertlclents and E ts a residual vector ., . .: ., ' """' ' ', � ,• 
' ' . . . 

:·letting XT denote the transpose or X, the ordinary least squares 

regresston coemc1ents are given by . 

e • Cxrxrtxrv, 

and the predicted values or Y are prodUced by 

.Y'•XB 

• • • xcxno-txrv

letttng H • xcxrxrtxr. then 

, Y' • HV.

The matrix H 18 the projection matrix for the predictor space �n that It 
I/: . 

l 11'/'. ;l •' 

operates on v to yield Y', and ta termed the bat matrhc, H 18 of order nxn 
'"' , ,\., t. 

and of the ume rank as X. The main diagonal values of H, htt,, are

mell\nt of the dispersion of case t from the centroid of the predictor 

variable space. Two cases with the same value of htt are. on the ,same 

probability contocr of the multivariate distribution of the predictor 

variables. In fact, htt Is a llnear transf ormatlon of the Mahalanobls 

distance or case t from the centroid or x <Weisberg, 1980, p. 105). The hu 

values are labeled HAT OIAG H by the REG program. The htt values measure 

- // 
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the potentia1 for a case to be inf1uentia1. The actua1 inf1uence exerted by 
a case wm a1so depend on that case's residual 

The DFBETA statist1cs are meas\nS or the inf1uence each case has on 

eaeh of the regression coefficients. For each case the wm be a separate 

OFBET A value ror eacti regression coefficient In the model, lnclUdtng the 

Intercept. The DFBET A ror case I on coerrtclent J Is 

bJ - bJ(t) 
OFBET A J(f) • 

( S2(t) (XTX)ff )1 /2 

where bJ Is the regression coerrtclent for predictor J estimated from the 

total sample, bJ(1) Is the regression coemctent tor variable J esttmated 

tn the sample with case t deleted, S2(t) ts the error variance estimate 

rrom the sample wtth case 1 deleted and (XTX)ff ts the t-th diagonal 

?lement or (XTXr I, 

The OFFITS 1tat11ttc ts a scaled measure or the Influence or case t on 

:he predicted value or v. Since all or the regresst·on coemctents are used 

:o produce a predicted V value, DFFITS becomes an aggregate measure or 

·.he Influence or case t on the entire regression equation. The DFFITS

,tattstic for case 1 ts given by
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DFFITS(t) • 

[S2(t) hit)I /2 

where Y't ts the predtcted Y for case t based on the total sample, Y't(t) ts 
the predtcted V based on the regresston equatton esttmated wtthout case 1 
1n the sample, and h11 1s the 1-th d1agonal value of H. The DFFITS stattstfo 

1s very s1m1Iar to COOk's o CCOOk, 1979>, another meastre of tnfluence · ·. 

avatlable 1n the REG program and also 1n the SPSS>< regresston pro�m. 

cases wtth DFFITS values greater than 2(Cp+ 1 )/n)I /2 are constdered to be 

high leverage cases (Belsley et at., 1980, p. 28). 

ILLUSTRATION WITH A DATA SET 
Appendix A provtdes a SASLOG and LISTING for a sample regresston 

• . ' . . . • ti} 
model based on 2◄ cases. Page 1 tn Appendtx A contatns the model , 

?-.•>:,:,;·::[/: 

statement (SASLOG line JO> Whtch requests the regre11ton of attttudes •. • 
toward school (ATTSCH) on INCOrt: Ind 10. The INFLUENCE optton ts ·, ' 

1i1f1�.' 

requested tor the mOdtl. 

Page 2 In the Appendix contains the parameter esttmates for the 
•,.,i,, 
·"

model, followed by the Influence statistics. The studenttzed residuals
• ,,,� �t· 

'•�!01 

(RSTUOENT) and the HAT OIAG H present the two Important SO\rtes of

case Influence. Case 6 has the largest studentlzed residual C2.982J> and

case 14 also has a large studentlzed residual C-1.5◄97). The DFFITS value

for case 14 ts C-1.5747), and thts ts the largest value, tn absolute terms,

- ,

12 

Y't • Y't(i) 



tn the sample. The negative value of OFFITS for case 14 means that the 

predicted Y for case 14 ts Increased when case 14 ts deleted from the 

sample; Conversely, the presence of case 14 tn the sample causes that 

case's predicted value to be reduced. 

The OFBET A stattsttcs are then presented for each regression 

.. coemctent, for eaeh case. case 14 Is also the most Influential case tor

estimating eaeh of the regression parameters tndMdually: INTE�CEP 

OFBET A • -.5455, INCO� OFBET A• -1.4997 and IQ OFBET A • .9250. As 

wtth the OFFITS statistic, the sign or the OFBET As Indicate the direction 

or Influence on the regression coefftclents tor case 14. case 14s 

presence tn the sample causes the y-lntercept to decrease, the regression 

coefftclent for INCO� to decrease and the coefftclent tor IQ to Increase. 

On page 5 or the Appendix the regression equation ts estimated wtth case 

14 deleted from the sample, and Indeed the changes In the coefficients are 

as suggested by the OFBET A diagnostics tor case 14. 

HANDLING lhfLUENTIAL CASES 

Once the lnfluentlal cases have been Identified the analust must decide 

what to do with them. The first step ShoUld be to determine If the 

tnf luentlal cases are correctly cOded. Typographical errors made while 

entering the data can produce htghly tnfluenttal cases. If data errors are 

detected, clearly the proper cowst or action ts to correct the data 

values. If the correct data values are not avallable then deletton of such 
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. cases ts reasonable. 

However, If the analyst determines that a case ts correctly coded and 
stlll highly tnfluenttal, three alternatives are avallable: t. delete' the 
case from the sample, 2. retain the case tn the sample but note that the 
case Is tnfluentlal, or J. revise the model to accommodate the lnfluentlal .. 
case. 

It ts a questionable practice to delete cases from a sample stmply 
because they are unusual. In tact, \I\USUII cases· often point : 1·c/ 
weaknesses In cxr models and may suggest tmprovements tn ou- theories} 

For example, tr a researcher flt a linear model to a nonltnear relattonstifp' 

many or the data points would be .found to have large restdUals. arid 

therefore might be highly tnfluenttal. Deletion of unusual cases In thts' 
' 

· .. , ?
1

t}k·1 ' 

e><ample would lead to the tnterpretatton or an tncorrect model. When''i
case 11 deleted from I sample tt 11 preswned that the model ts correct' 

and the orrendtng case ts tnvaltd. � models should be burdened to ftt .. 
f,//• 

our data; our data lhOUld not be obliged to flt our models. Data should 

not be deleted to better f tt cxr models Wllta we have compe11tng' 

evidence that the data ts wrong. 

The least sQUnt crtterton can Itself be the cause of an Influence'. 

problem. A case's Influence ts proportional to the square of tts restdUal 
when OLS estimation ts used. A researcher mtght try fttttng a model 

using a crtterlon other than OLS. The SAS version S package has a· 

- If 



procedure that fits models using the least absolute value error CPROC 
LAV>. lklforttNtely, this procedure Is not available In version 6 of SAS. 

This program minimizes the sum of the absolute deviations from the 

model, thereby tempering the influence of high residual cases. It the 

coefficients estimated with OLS and LAV criteria are comparable, the 

model may be considered sufficiently rot>ust for interpretation. Page 4 In 
the Appendix shows the LAV solution for the same model estimated 

earlier using OLS. The only coemctent that is changed markedly ts th,e y­

lntercept The coemc1ents for INCOt'E and 10 are approximately the same 
as their OLS cMterparts. one might, therefore, conclude that the OLS 

estimates are f alrly robust In this sample. 
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Table 1. Influence of Cases A-Jon Model Coefftctents 

case Regresston Coeftctents 

A 

B 

C 

D 

E 

F 

G 

H 

J 

Intercept. Slope 

1.625 .846 

1.435 .913 

1.182 1.000 

.913 1.087 

.692 1.15-4 

1.920 .769 

1.652 .870 

1.273 1.000 

.870 1.130 

.538 1.231 

Influence of Case on 
Intercept Slope 

.625 -.15-4 

.435 -.087 

.182 .000 

-.087 .087 

-.308 . 15-4 

.920 -.231 

.6S2 -.130 

.273 .000 

-.130 .130 

-.-462 .231 

Note: The regression equation for the original 10 cases ts Y' • I • 1X. 
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Appendix Page 1 

·SASLOG FOR THE INFLUEtlCE ILLUSTRATION

1 Dlffll CINE; 
2 Ol'TICINI U • lO tu9ER; 
3 lflllll' UID GEIOiR IQ HEN.TH CIMIE IICOIIE lmlCH; 
4 CND; 

IID'TI: Dlffll IET IDIIC.CINE IN 24 CIIIIIRURTICINI fllJ ? WIIIMLD. 
ltDTI: 'H llfl1'R ITIIW UIID 0�07 11mm fllJ NC. 

20 PRDC NI; 
30 naaEJ.. lmlCH ■ IICOIIE IQ /IIFLUIEIU;

IGIE: Tt£ MJCml£ ID UIID 0. tS tmltG fllJ OIIC 
fllJ MINTID MGII 1 TO 2. 

at MOC UIU; 
12 l'IDL IITTICH ■ ltaa IQ;

ltDTI: UIU II Nor .... TED IY Tt£ IIUnllR CIR IY • INITIMI HC. 
tlDII: 1HE MOCl!IUIE UIU UIID 0. 11 lmlG8 fllJ amac 

fllJ MINTID MIi a. 

at Dlffll 11G; 
M IET CINI· 
315 IFUIDIS M; 

ND1'I: Dfffll 11T IIIIIC .111) IN 21 CIIIIIIURT ICINI fllJ ? Wlllfll.D. · �
Nini: M Dlffll IMTIJB'I' UIID 0.04 llmlJI fllJ 42«, 

•MOC MD•
17 talll. m1CM • Iatan IQ;

1111'1: THI MICIIUII MO UIID 0, 10 IICalll fllJ +40IC
fllJ "UNTID MIi 4. 
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Appendix Page 3 

•·· IDIIUI. M1\IENT 
111T DIM 

N 
mu INTERCIP 

MTIO IFFITI IIFIETM 

21 7 ... 1.1207 0.2530 1.2IOII o.eszz -0.31K1822 -1.•1 -0.2119 0.MQ2 1.-7 -o ... -o.crm 
21 -t.tm -0.11110 0.0495 1,1714 -0.1191 -O.C11121 
24 •1,ISIN -o.ma o.oeas 1.2271 -0.mll O.OMO

INCGIS IQ 
- lll'IIETM lll'IIETM 

1 -0.2443 0,2171 
2 o.meo -o.ocms 
3 o.a1 -0.-
.. -0.CWII 0.1724 
IS 0,OMS -0.00111 
I 0.2:m 0.0099 
7 0.2371 -o.oa 
I -0.QMS -0.1171 
• -0.0111 -0,1121 

10 -0,0CIIIII -0,0401 
11 o.ma -0.0121 
12 0,Gm4 -0, 1049 
Q 0.0481 -0.11111) 
M -, . ..., o.aio
m -0.1121 -0.10III 
11 -0,0410 0,077' 
17 -o.o,. 0.0001 
" 0,.., -0,2111 
ti o.ma o.ooaz
20 0.- -o.oao
21 o.na o.aa:n
22 -0.0IN 0,ONI
21 -o.mte 0,CNII
24 0.0111 -0.0:111 

•r
t 

"' 

,, 

,, 
-•: 

_-:; 
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., Append Ix Page 4 

&JIU IEIIIEl81Gtl PR0CEIUE FaA DEPEltlEhf UMI-.E flTTICH 

."'9IMLI &JIU CGIFFICIINr 

INTIII 
ltmE 
IQ 

CIGTE: TIE CGEFFICIENT DTUIITEI flllE lltlCU. > 

IDIIUL lllt CF IIIIOWTE UflJD • 121D . .,.. .. 
flWl1ID 11ffllL lllt CF MIGLU1'I UIIJD • 27:l.CICIOODDCIO 
IU9III CF ---...rlCltl IN 1111'11 111' • 24 
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DIP Ulllllal: MTICH 
1111.YIII r, UIIIUINCE 

.... 

mm ... ...... 

ma 2 44ZI.IZ117 
IIR:III 2D 10lll.73020 
C T01'II. 2Z 11121.11211 

IIOOTta: 7.401'711 
11P IMf 11,lllm 
c.u. 22,CIS117 

r,Ma11n aru,,ra 

PIIIIE,.:il 
Ulllllal ... DTUIITI 

INTERCEP ' 4.03Q2207t 
ltms ' t.372S42DS 
IQ ' 0.W42 

Appendix Page 5 

IMf 
.... FIii.iE ,a>F 

2212 ... 
S4.,..,. 

40,3112 O.CI001 

....... O.IOII 
.,IHQ 0.1117 

l1'flDWI T PIii IIJ: 
IDRIR ,, ..... ....., IWII > ITI 

•. ..,.,. 0.411 0.1311 ,;I 0.216'Hll6 1.m o.aoo, 

0,Ol?'l«m o.m O.lON '1�j',11:111: ,�:1,1 ' 
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sane Paralle1a Between Predictive Diacriminant Anlllyaia 

and llll.tiple Regresaicn 

'1'he pupoae of thi8 paper ia to cutline 11C1D1 UIX)rtmt: 

aimilarities in, and differencee betwen, predictive diacrildnant 

analyaia em> and IIUltiple regr•icn (MR). '1'bl areu CONred, 

cboeen for their inp)rtance and need for clarificatim, are eatmat:ea 

of lll0del accuracy, bypotbe8ia t:eeting, and ncn-leut acpu:• m:Sela. 

sane of the parallel.a are well known, mare 1 ... wll known, and 

11C1D1 appear to have not yet been ccnaiderm at all. ,. 
I ' I ' ' ' ' ' ' 

It ia wll known that wt. 1) only two vroupa are invol.V.S, 2) 

the two popilaticn predictor covarllnce •trioea are u.....S -,al, 

and 3) the� prior prcbabiliti• of 9roup md>erabip are taken to 

be equal, the popilar 9minialn chi-.quare .ru1e• ('fat:auoka, JJ71, P• 

218) UIIOCiated with diacriminant' analyaia Cm) ia ecflivalent to

prmictin; a dichotaDoua cdtedcn variable via lllltiple regr .. icn 

(MR) Mthoda and cluaifyin; a aject: � the 9roup for wbicb the 

predicted cdtericn ia nearer the actual. An eapecially tnli9ht:.eni.nla 

exainlticn of thi8 and 101111 other lllltivariate tecmiquea fran the 

91Mral perapect:iw of MR 1a pr:wided by riury a liedwyl (1985) • 

aowv.r, a precauticn about the ecfli valence of tt,o-vroup 

cluaificaticn and lllltiple regr .. icn with a dic:hc>tc11D.18 cdtericn 

1a appropriate. In a tvo-9roup aituaticn, there 1a aw lineu 

diacdminant functicn (ID') and there are blo lineu cluaificaticn 

funct:icna (u:Fa) , an UR and an r.a are aUll)ly limar ccq,oaitea of 

- .
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Parallels 2 

tbe predictors. It ia true in a two-group ccntat tmt tbe 

regreuicn wights are proporticnal to tbe aingle ■et of UI" weights. 

Nben -'a linear regreuicn functicn (Ia) or an UI" ia UNd for 

cluaificaticn p.irpceea a cut-off critericn needs to be detemined -

with an Ia it ia midway between the two valuee by vbich the 

dichotaaoua critericn ia ceded, with an UI" it ia llidlay between the 

UI" 11111118 for the two 9f0UPfl• With the uae of :taa, there ia no cut­

off per .. , rather a unit ia cluaified into the group with vbich ia 

uaociated the larger :ta acore. It turns cut tmt tbe reapectiw 

:ta weight differences are proporticnal to the correapcnling UI" and 

(therefore) the lR" weight:a. 

lnpJt acor• for an lR", an UI", ancS an :ta are typically 

predictor variAlble NUUHao (Aa stated lbove, any of tbe thr• 

linear ccq,oeite types my be uaed for a two-gr:oup cluaificaticn 

prcbi..J It tum■ cut that another, atill equivalent, � to 

blo-9roup cluaificaticn •Y be -10J915• a.re, cne UN■ ID' acor• 

for NCb unit u inpJt for an ia, we tb.aa _,., 1n NNnele, a aingle 

predictor ■core for NCh unit. 

wt.n venerali1ing fran a bfo-9roup probl• to a k-group prcbl•, 

it ia ldvialble to fo[9et tbl UI" ancS ID' IR)tOIChN and focua en the 

:ta approach, with predictor ....ur. u inpJt aoor•• 

lfttat;a at tlnde1 Aoc;Urq 

r.atiaticn of the crou-vaU.dated 10CUracy of a predicticn model 

offer• aimilaritiu and differencea between MR and Di\ ..t:hoda. In 
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Parallel8 3 

both Di\ and Ill the r...uc:ber IIU8t decide llbat type of crou-
,1'., 

validat:.a accuracy is of CClnCUne Por iMtanee, is interNt in 

aiJlliii,y Mtiating an accuracy inlSa parameter frc:111 the uaociat:.a 

atatiatic, tbllt ia, eatiating the index of accuracy er or pucent 

of •bita•, reapectivel.y) that lll0Uld d>tain in the popalaticn frca 

that ... index in the lalll)le, or ia interMt in the accuracy that 

lll0Uld cbtain m applicaticn. of a,mpe q,tillh.S wighta to alternate 

�- fmn the - papulatiat? !he C0l'l0etn in tbia paper will be 

With the latter type of accuracy. 

As in an eatilate of croaa-17alidat:.a Ji1. in Ill, a :t� of Di\ 

•bit-rate• bued at the calibratiat � .ta optt11t1ticll11y biued

in reference to eppl.icatim to alternate �- '1'o Mtiate a 

crou-wlidat:.a nmlt in Ill, another decision that IU8t be llllde ia 

wbetber intereat ia in relatiw accuracy, u anUeated in the 

correlatiat of 1' and 1', or in llbeolute accuracy, u anii.ted in the 

•• Jn either cue, Nftra1 fonula eetuatea are awUlble , ..

tilerty • Nourad, ueo, Jollboca, 1178) • J:t ia p,:oblb1e that in .­

predu:tiw UN8 ot MR in the bebllvioral acitn011, IUCh u in 

perlOnnel Nltcticn, oonoem ia With relatiw tiOCUraay. 

tiike in IB, the oonoem in predu:tiw Di\ ia in cl.MaUioatiat 

accuracy, tbia ia illalicitly a oonoem ot lbeolute eocuracy. A 

fomalA eetuate for cirou-wlidat:.a bit-rate in the 91Mral k-carcup 

cue bu larvely elucSed lllthodologiata. aowv.r, a UNful, al� 

001¢icat:.a, fomalA eatilate for croa-wlidat:.a bit-rate in the 

blo-9roup cue IU dedwd by McLachw\ (1'75) • According to that 

IT 
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Parallel.I' 

estilator, the hit rate, Pg for group g, where g • l or 2 iaa 

Pg • l - P(-o/2) - f(-o/2) { (p - 1)/Cllng)

,{D[4(4p - 1) - n2J/(32a) + (p - l) (p - 2)/(fDag2) 

+ (p - 1) [� + 8D(2p + 1) + 1'A)J/(64a>g)

+ D[ll>6 - 4D4(24p + 7) + 16n2c.cap2 - 48p - 53)

+ 1J2(-8p + 15)J/(msam2)),

where P 1a the at:anaud norml diatributic:Jll functicn, i.e., P(-o/2) 

1a the ar• to the •1eft• of -o/2, f ill the atarmid noia.J. dimity 

functicn, D 1a the Mahalancbia distance, p ill the llllber of predictor 

vadablea, � ill the rud:ler of aubjec:ta in group g, 1111d • • n1ffi;2-2• 

1fbile the formla look• fomddlble, With patimae, it iii celo1Jab1e 

With a bind-held calc:ulator. Moreov.r, u the lut teaa in the 

ll'ltiplier for f(-o/2) is UIUllly wry ..U, one •Y chooN to 

ignore it, mking the fomila • IIWll -,re tract:lble. If the reN11rcher 

With an orientaticn towud MR not. that n2 • a2-(&-2)/(1-tt>2n111;2, 

thm the llc:Llchlan Mtilator of ccou-valJ.dat.s hit-rate OIi\ be 

cbtainld fraa the a2 reaultin; fem re;nuin; the � 

critedcn en the precl.t.cton. 

0nt ali9ht,ly •umervin;9 upect of the llct:ecblan •tuator is 

tblt it can yield Mtilat.s hit-ratN tblt are llmu thin thole tblt 

are Mtuated frcm the known pc,eiti91ly biued proceA of 

reclauitying the calibraticn NIii)).• (Morris, M>erty, 1'M1 1987). 

'1'hia 1a unlike the cue in MR where the •abrunk1n• ll'ltiple 

correlaticn is nece11arily 1 ... thin the value of the ll&lltiple 

correlation derivecS fran the calibration llllll)le. 'J.'he explanation for 
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Parallels 5 

t:hia apparent paradox betwen atb0d8 ia that Ntilator• of the .. 

crou-validated IUl.tipl.e correlation are functicn■ of the 

cortespcnding calibraticn ■mllU IUl.tipl.e correlaticn, mS are . 

therefore quaranqed to yield -JJ•r valUl8 thin t:bl uaple value. 

In this aenae, the McLlch1an bit-rate Ntilator ia not parallel to 

t:bl MR formla eatilator•• llbile it ia an Ntilator of cmu­

validaticn bit-rate, it . 1a· not a functim of the Cllibraticn uaple 

generated bit-rate. • Bather, it ia a functim of the lllhllanabia 

d1■tance between group■, u wl1 u other varilbl•• .. 'l'bat ia, ·it 

doee not •ilpl.y eatilate a parameter frca a functim of the 

correapcnlin; llt:atiatic u do IIR fom1Ja. Mtiator■• , , : 

An alternate ncqm1111tdc 1Wr:o10b to Mtiating croa­

validated bit-rate, which bu a wide foJ.loring in t:bl DA. literature, 

ia the •J.eaw-one-out• procecltn (IM)erty, 11841 IU>erty I Mourad, 

19801 Laclwmrucb I Mickey, 1M81 lblt:eller I 'l'Ukey, l.MI). Jn thia 

Nthod, a N>ject: ,ia clu■ifielS by ar.ip1ying t:hl cule dlri'NICS from all 

Sa except thl CM being clu■ifielS. '1'b1I prOOIN ia rtpMted •rounit­

rd:>in• for Neb N>ject: With a count of t:hl ov.rall cJuaification 

acouracy UNd to Ntilate tbl cm,u•vaUdated aoauraoy. 

CJ.early t:hl - •mm-rct,in• pcoc,adlare aan bl WIid to Mtilate 

eit:ber relatiw or ablolut:e aoauraoy in tbl UN of •• mS tu 

appearad in that oontat, With pedapa thl earu.t refeNnOe dlNt to 

Oollclb (1967). Jn a ayata int:enlW to Nlect optiml II\ predictor 

varabl• IN>Nt:■, Allen (19'71) coined the proce&lare •iw.ss,• mS he 

appear• to bl t:hl 110Urce lll0at often cited in the• literature. 

- ,
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Parallels 6 

b apparent 0CIIPJ1;ationll difficulties due to the inwraian of 

N •trices can be awid«I in both MR and D.\ by using a mtrix 

identity due to Bartlett (1951). !his identity ill cited and Wied 

aplicitly in introducing the tecmi(Jle in the D.\ ccnt:at by 

Lacberi:>rucb and Mickey (1968), but -■ not lllntic:ln.a by Allen in the 

firat: introductian of PRF.SS (1971) nor in its pr:eaentaticn in a later 

� (Allen , cady, 1982, p/254), althcugb the ■- identity-■ 

ilplicitly used. MoreoNr, Allen doeln't cite the D.\ literature and 

the parallel epplicaticn of the PRF.SS procaire. It appeara that 

this reaanpling proceaa-■ •inva,ted• imependently in the MR and D.\ 

literaturea. 

Pull D Bntric;t;,o MQOo1 Rypgt;haiJ 'J'cll:W 

A tecmi(Jle that 1a wll known and widely Wied by • reaeaz:chera 

1a that of �is a.ting through oantruting full and reatricted 

pr.uctian 1110dela. '1'tlt po1119r of this Mt:bo15, its generality, 1111! its 

applicability to • na Wide ar .. of theoretical -,..ticna in 

10111101 1a no doubt part of tbt nucn for tbt eatlbliatant: of tbt 

MtMIG Within AIM. 

,.,. ... types of mdtl contrast •upJ.Matory 1ncraant• 

CJ,!Nticna can be uktd 1111! ,_ to be at leut u auch potential 

interest wt. tbt cdtericn 1a claaaificaticn aacuracy. llowlWr, w 

know of m exalll)l• of this tecmiCJM being used in the literature. 

'J.'her• ■- to be no reason not to teat the differenoe in proporticn 

of correct claaaificaticna (bit-rate) between full and reatricted 
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amela to amine aeaningful I\YPC)t:beNa, just u ia done using the r, 

in•• Die appropdate teat at:atiatic is NcNlaar'a (1M7) ccntrut 

between correlaud prq,ortiona. Moreover, u the index, •1•, of 

1ncr ... in claaificaticxl accuracy over chance (eee Huberty, 1984, 

p. 168) ia diatributm aillilarly, it bee mw apparant that auch a

teat would alao be appliclble to that ■tatiatic. 

An aaple of auch a bat from a 8tuc!y in vbicb the N.MNlqUlnt 

high IICbool dropout of a ■-()le of 76 children wa prerlict:.ed fz:an 

data available in fifth grade will now be preaent:c. b aix 

predictor varubl• wre gender, race (tx> level■), IUlber of 

.i..ntary IICboola in vhich the child hid been a ■tudent, the IUd>er 

of gredea the child hid repeat.I, the family ■tructure (living with 

at 1-■t one natural parant and no .. ot:Jllr adult, or not), and the 

child'• total IUd>er of fifth grade lbMncN. All w haft tNidlrlCI of 

the relationahip betvlln .both gllldt,: and race and the cdtedcn of 

bi9h IICbool dropout, the �i■ to be Ulted conoemec.t the 

■i9nific:anoe of tbl incraent to aluaifioation accuracy affocded by

ld&5in; the four •nan-o(91nimic• vad1bl• (rud>er of .i..ntuy 

ICboola, IUlber of grldla repeat.I, family atructun, and the total 

rud:>er of fifth grldl lbeenoN) to the prediction ll0de1 containing 

cnly v-,dlr and race. 

Cl&uifying the Ollibraticn 11111¢•, tbl proportion of correct 

cl&uifioation■ for the total Imel -■ 751 and for the ll0de1 

including cnly v-,dlr and race it -■ f31. A 2x2 table Wuatrating 

the rud:>er of bit■ and Id.ala for both 110del■ iaa 

- I 

91 

C 

I 



All Preclict:ora 

MISS B1'l' 

Gender and Race B1'l' 9 39 

MISS 10 18 

Parallels 8 

b teat atatiatic, z • 1. n� lll0Uld typically be conaiderld ncn­

aignificant (P • .08) ancl therefore offera no evidence that tbe 
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' ' 

rud)er of el...ary �, llllber or ,.,.., ant, ...,., Of 
lblenoN, '791) wn elCll SMIME t;ban for tbl totlai1 111 ·�. ' 
predictor mdel. -., unlike •tbt. IIIJ.Upl,e _.,_._ ·...,lcilllt 
in llt, 4'Wn Vitb � •�-• --- of• J 
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MULTIPLE LINEAR REGRESSION VIEWPOINTS 
VOLUME 18, NUMBER 1, FALL 1991 

The Use of Regression Diagnostics to Improve Model Flt: 

A Case of Role Strain and Job Stress 

Suun 'lull 8tty9rtaln ■nd Mlch■el M■rdn 8tty9rtaln 
Unlwl"llty of North ,._ 

'l'bi9 paper illUl'traWI the importlnoe of UliDg regrenlon diagnoltlol to improve 
model Gt when u.amg eteDdard multiple regrenlon IWiltlcal packag91 IUCb u 
SASPC. 'l'bi9 lt\ldy enmtned the re1atiolllblp beCwffn emp1oyM perception.I of 
their work environmentl and percetved Job ltreN. Tu anelyu wu theory driven 
rather than exploratory in DANnt, and wu pertonmd UliDg SASPC mulUp1e 
regrHlion prooedurH. Varia!Jle1 went coded to Nduoe po111ble collinearity. Vanous 
regre11ion d1agno.uc, went nwmtaed to ct.wet the preNnCe of outlien, iDfluemial 
obHrvat:10111, relidual correJ.atloa., and co1UDearlty ( e.g., W'1, DfflTS, the <; 
crlwrion. HAT (leverage) wluH, and the Durbm-WatlOn wit), Tu• wlue1, coupled 
with the variOUI regrellion prooedure1 ,telded a final, belt nine-variable model of 
R1 

• .48, ligntacantly larger tba tbe lDiUa1 wlue of Rt • Z'/, Future reNCCh in tbi8 
area could be strengthened through 1) azt mDJ101tion of the path analytic and 
LISREL modell ill the liwrature that attempt to model iDdirect e1fecta, 2) po1alble 
iDcorporation of ■elect. higher-order wrma from theH lt\Jdiea, end 3) utWzation of the 
regre11ion diegnoltic procedure• outUned ill tbia paper. 
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Jmroductlm 

Bole conflict and role ambiguity are two stre88018 that have been linked to 
�' 

various health and phJ1dca1 outcomH. Bole conflict involves conflictfng task 

assignments initiated by superiors of equal rank and autbority. Bole ambiguity 

ccmcems the lack of clarity JegardiDg job aalgnments, work objectives, and others' 

expectations. ICabn and others (1964) found that men who experience role conflict 

and role ambiguity on the job nbDnt more tension and lea job utisfaction than 

men whose roles are congruent or unambiguous. �search 8bow8 that role conflict 

correlates with a number of other outcomes IDcludmg poor performance (L1ddel &: 

Slocum, 1976), poor peer relationsbips (l"reDch &: Caplan, 1972), and turnover (Brief 

& Aldag, 1976; Hamner & Tosi, 1974). Bole ambiguity bas been linked to 

ineffective coping, as well u turnover. 

Underutilization and job future ambiguity are two additional Job stressors that 

have been lhown to impact perceived Job strea (Caplan, Cobb, French, Harriaon, & 

Pianeau, 1980). Underutiliution of abllitie1 inwl"8 the lack of opportuDtty on the 

Job to UH IJdl1I and lmowledge aoqulredin ICbooi or from prwioul experience and 

treuung. Job future ambtguiiy ooaoemt lflel8 of oertamty·regarding future career. .� .. 

planl, oppommiti81 for promotion; future value 'of current Job IJdlll, and future Job 
,, ., 

relpODllbJJJti81: "lbeH four 'ftlriabln, tbat S., role aomUct. role ambiguttf, 

underutililation, and Job future ambiguity, PlUI yean OD the Job and gender were 

cbo1en from a larger Nt of variable• becaUN of 8tfODg theoretical CODDectlODI to 

1tre11, and alter correlation ana1yu IUQ091ted they were the belt 1et for predictfna 

perceived Job 1tre11. 

- ,
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llatbod 

'lbe preaent study mvolvecl a aum,y of 8ta1f members at a large, IIOUthwestem 

unmnltf, Reapondanta were white collar wor1r.era m various clerical, aecretar1a1, 

and adQJlni8trative poaitions. A total of 860, 14 page 8\U'V8y8 were ■ent tbrouQh the 

campus mall ■y■tem. and 134 were retumed. for a fNPODN rate of 20.3 percent. 

Twenty-three cues were omitted because of miMIDG data. 'lbe mitia1 predictor 

Vllriables used m tbe study were as 1ollowB: gender (D1), yema on Job (X1), role 

conflict (.X2), role ambiguity (X3), UDderutWzatlon (X4), and Job future ambJgutty (X6). 

'lbe criterion variable was perceived Job stresa (Y). Oender (D1) was represented by 

dummy codiDO (ie., o males, 1 femalea). Selected mteract1on tams were then 

created baaed OD developed theory m the literature, that t■, yema OD Job 1:imN 

undeNt1lizatlon (Xe), role conmct timH role ambiguity (X7), and yean OD Job time■ 

job future ambiguity (XB). Due to the fact that ■tren bas often abown IJOIJJ1DNI' 

relation■b.ip■ to other variable■, Nvera1 ■quared. b1gher order terma were mcluded m 

the analy1d■, that t■, role conmct (X2X2), role ambiguity (X3X3), UDderutWzatlon 

(X4X4), and job future ambiguity (XBX5). FiDally, all the predictor vartablu with the 

acepUon of gender (D1), were coded in order to reduoe the WatUhood of l0und1Dg 

erron in regreuion codlclenta 1eadtDO to colliDnrtty (MendeDhall • Sinclcb, 1989, 

• p, 343). 'lbu■, to denote coded vartable■, "tJ" rep1aoee T for all vartablN aaept D1

and the cdter1on variable Y.

'lbe w1ylli■ WU pelformed UliDc, SASPC aDd inwlved a Dumber of 

procedure■. First, the mitia1 ■et of pred1ctore wu lncluded in the general regreNlon 
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procedure, PROC REG (i.e., D1, Xl-X5). 'l'bia analyaia yielcled an R2 • ZI. Nat, tb18 

procedure was repeated with these variables and the additional iDteraction and 

higher order tezms (i.e., D1, Xl-XB, X2X2, X3X3, X4X4, X5X5) .. Tbis yielcled an R2 • 

.34. 'lbe correlation prooedure, PROC CORR. was also nm. at tbls point tu order to 

obtain IIIND8 and 8taDdard deviatkmB i>r the predictor vm:iables. 

'lbe twelve variables (acluding D1 and Y) were then coded and analyzed 

using the general regression procedure, PROC REG with the JNFLUENCE option, 

(i.e., Ul-tJB, U2U2, U3U3, 114114, U5U6). 'l'bia ena1y8is yielded an R2 • .31. 'lbe 

subaeqwmtinclusion of Dl (gender) raiHd. the R2 value to .34. 'lbe Dli'.P1fi3 values 

were then exern1oec1 iD order to identify possible iofluentfal obaervationa. 'lbe W 

Uaer'a Qyide; Statistics (1985) deacribe• the UFFlfi3 lltatlstlc u •• scaled measure of 

the cbange iD the pred1cted value of the ith obNJVat1on (which is) ce1cu1ated by 

deleting the itb obaervadon' (p. ffl). 'lbe dUference, y1 • y_, bu been divided by its 

standard error ao that the cWfereDaes can be more eUlly compared. 'lbe investigator 

is iotere9ted iD values that are comtderably wger relative to the other differenoes iD 

predicted values. For most puzpoNI, a value of 1.0 is OOIUlidered to be wmalently 

llr;e to warnnt atcentto.a. JD the preNDt 8tUdf, lDfluenae diagD.OlttcJa l'flUled aw 

DFfflll value• greatc iblD 1.0. 'lbeN were IUb,equemlydeletecl from the wlytds 

leaving a mmtotng sample of n•108. 

Tbe regression procedure, PROO STBPWISI:, wu then utWled, lp8CUlcally, 

the FORWAJU), BACICWAJU), and MAXR opttons. 'lbe PROO STBPWIS1C procedure is 

a good cbotoe Wbell there are a number of iDdependeDt variable• to oonalder. 'lbe 

various options do not always isolate the model with the highest R1 .but rather ... k 

- f 
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the best one-variable model, two-vmiable model, and 80 forth (SAS Uaer's Guide; 

Statistics, 1985). 1be FORWARD option requeata the fomard Nlectlon tedmlque, 

BACEWARD requeata the baclr:wa!d elimmation technique, and MAXR requeata the 

maximum R2 hDprovement technique. MAXR looks at all po881ble regreasion 

equations, however, u with tbe other optioDa it outputs only the best models, for 

exampl•, the best ten-variable, nme-vmiable, eight-variable models, and 80 forth. 

MW mrntnina tbe output from the PROO S'1'EPWISE analyaea it wu decided 

tbat the following WU the best model: R2 • .38, D1, U1, tJ2, U3, U4, UB, U3U3, U4U4, 

c; • 7.87, with all vmiablea aigntflcant at the 0.10 level. '1be c; criterion is gleaned 

from the FORWARD and BACICWARD procedures (rather than MAXR) and is uaed to 

aelect the best auhaet model with a small total mean aquere error (c;), and a value 

of C,. near p + 1, which indicates tbat alight or no btu ai8t8 (B(c;)• p + 1). In tbia 

cue, the C,. value wu eUghtly lea tbml the number of patameter8 in the model 

( 1.e., eight). 

'1bi8 model WU then analysed uaing the general ngreaton proc::edure, PROO 

REG, with the W, P, R, DW, and INFLtJENCB optlona. VD' prime varianoe inflation 

facton with the paramete Htlmatea; vananoe lDl1atloD ia the reciprooal of toleranoe: 

P calculates predicted val"&»& from the Nttmated model and input data; R analyses 

the reaidual and IDcluct.a the Cook'• D 8tat18tio which ta an ovenll meuure of 

imluenoe for each ob8erfttton, the standard erron of the predicted and relldual 

values, and tbe 8tUdent1Hd relldUll; DW calculaiea the Durbin-Wateon staUstic: 

INFLUENCE prlDta the followtna diagno8UC8 UHd in the preHUt study for each 
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ambiguity (03), UDderut01zatkm (04), role confl1ct times role ambiguity (07), years on 

job times job future ambiguity (08), and the aquered, bigber-order terms utfJtzlna role 

mnbtgutty (U303) and UDderutWzatlon (0404). 'lbe only confl1cttng evidence was the 

value of. the variance inflation factors (VIFa) for U3, 114, U3U3, and U4U4. 'lbeae 

valuea were greater tban 10, Wbereu the VJll'a for ell other vanebles tn the model 

were approximately 10 or lea. VJll'a greater tban 10 tndicate the presence of 

c:ollineazity where, (VIF) • 11(1-R3J, i • 1, 2. .... , k (MendenbeJJ & Stnctcb, 1989, 

. p. 237). Values greater tban 10 occurred only tn tboae vanebles.uaed both aingularly 

mm squared tn the bigber-order terms, m•ktng Ulem obvious candidates for 

collinearity. In addition, Mendenball and Stnctch (1989) di8cun the need to code the 

dependent. U well U the independent VIUiablN, in order to properly calculate VJll's 

(p. 238). 'lbe criterion. vanable, perceived job strea (Y), was not coded tn tbi8 study. 

Ftnally, the R3 • .48 repreNJlting the beat model did not appear to be 111dllciently 

large to iDd1cate the preaence of colltnearlty. ConaiateDt with tbi8 ftndtnQ, the 

atandard emn of the individual beta parameten were not 1nflated, and the t-teata 

on the individual beta parameten were lltgniflcat aruggeattnc, lack of mdenae for 

colltneartty (Mendenb1U & Stnctcb, 1988, p. 238). 

llaaullldaD 1111d J\IQ-111111wa4atb'• 

Of NVWal hundred atud1•• of atrea aerntn4<J by the authora, it appean that 

none have UHd the regreaion cUagnoatica dtlC'U8Nd in tbi8 paper, aruggeattnc,that 

the rel'Ulta of modela preNDted in the literature may be WHker tban neoeaary. 

Rel'Ulta of the preaent study illuatrate that the UN of the varlou8 regrenlon 

diagnosttca can improve beat model tlt conlltderably. In addition. it llhould be 

. . . . .  
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obvious that inve8tigatora cannot depend IIOlely 011 regraaion 88lectian optloDs such 

u MAXR,,FORWARD and BACltWARD when aearcbmQ' for the best 8Ub8et

regresat011 model. Opt1om such u MAXR wm provide R2 values for au generated 

model.ff, however, the 1IDa1 decislan u io wb1cb. 18 the best model cannot be made 

without the c; 8tati8tic and other valua, for enmple, regresa1011 diagnoattca such .. 

HAT values, Cook's D, results of jeckkn1flna prooeclures such u deleted reatd.uala, 

m F ns, DFBETAS, and tbe Durbin-Wetaon 8tati8tic wb1cb. ere available under tbe 

FORWARD and BACKWARD optioD8 of tbe PROO STEPWISE pioceclure. 

'lbe FORWARD and BACltWARD optioD8 offer c:Wferent best models. '!bat 18, 

they each output best mode1a hued 011 the perticular programmed criteria 

embedded In their re,pective routines, with the R2 u the allem c:riter1oD. However, 

• 8trOnCJ R2 value la not inequivocablytbe lat ward 011 model At. .For manrq:.>Je, if

two ID0de18 with 8lmDar R2 values are 8DJ11lned. it may be tbat the model with the 

allgbtly lower RI will better NU8fJ the otber criteria di8Cuaed above and will thus 

be the better cboioe Oftl8ll. . 'l'bAtetore, tbe mvNtigator DffCk to utWae tbe power of 

theN routines coupl-4 with� dec!IIIOD ma)dng regmdtnatbe var1oU8 

procedures. Coding variables 1'9duoea the UbUhood of aollinHr1ty, and outpUttlna 

regression diagnolltlca enablu tbe mveatlgator to apenment with dropping outliers 

andimluemial obNrftt;iomU> .. bow their abNDOe dect8 tbe vartaDae acoo\lDted 

for by tbe ovcall moct.1. JD IUIIIIIMIIJ, ibefe la DOtbinO auiomatic about the proo888, 

SASPC and otber package• will provide tbe mathemat1c8, but it remaiD8 tba 

reaponail)Wty of tba lnveatlgatar to enmtne the output caretuUy to anive at truly the 

beat model. 

- .
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'lbe analysis of the preNDt ltUdy WU theory-driven rather than aploratmy in 

nature. Jn other words, becaUN of the autbora' pre&mm0e ix contb:matorJ 

JIPleWng tecbniques, a Umitec:l number of mteractton and blgber-cmter tenn8 were 

cb088l1 baHd on the literature. However, the literature i8 replete with more complex 

modela, that is, path analyaes and LJSREL models tbat attempt to model lndirect 

decta. 'lbus, future enalyaes could be improved by 8tUdying the literature in more 

depth to anive at other plawdble varlables and bigber-mder tezma. Poulb1e 
... 

varlables to be included in additional studies involw two general categoriea, that 

is, 1) Job dealgn faoet8 8UCh u autonomy, reaponalbi]ity, feedback. tut 

8igDUlcance, task wbolene•, leaderabip lltyle; and 2) moderator varlablN 

consisting of peraonallty cbaracteri8tic8 and other demographica, 8UCh u Type-A. 

locus of c:cmtzo1. and gxowm DNd lltleDgth. In addition, ai8ting 9t\Jdie8 could be 

atrengthen.ed tbrougb rep1icat10D and utOilattOD of the regreaion diagno8tice 

detailed in the preNDt ltUdy. 
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