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MULTIPLE LINEAR REGRESSION VIEWPOINTS 
VOLUME 19, NUMBER 1, SUMMER 1992 

The Beta or Not the Beta, 

What Is the Research Question 7 

Rio Brown 

C.llfomla State Unlve,.lty, Freano 

Abstract 

The present article discusses the interpretability of beta weirhts in terms of their 
definition, technical aspects and the research philosophy guidina the use of 
multiple regreBBion. The major conclusion is that variable importance and 
variable ordering can not be as.certained by examining beta weights. Additionally, 
it is recommended that discuBBion of variables as a group without identification of 
singular variable importance would more appropriately match the multivariate 
purpose of multiple regression. 

Introduction 

Cohen and Cohen, (1975, p. 79) say that one important problem in multiple linear 
regression is not straight forward • that of defining the contribution of each 
independent variable. They suggest that substantive reasoning and precise 
formulation of the research question are critical in utilization of statistical 
methodology. Discussion of the inability to interpret a beta weight in terms of 
identifying best or most important variable(s) in a regression equation seems to 
center on 3 issues: their definition with respect to purpose in multiple regression, 
their stability as a parameter estimate, and an understanding of the research 
question posed when using multiple regression (Brown and Tracz, 1990). The first 
two issues will only be briefly highlighted since they are generally well covered in 
major textbooks on the topic. 

An earlier version of this paper was presented at the 1991 American Educational 
Research Conference in Chicago, Illinois. The author thanks Dr. Isadore Newman 
for his helpful suggestions. 
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Definition 

Beta is the partial regression coefficient when all variables are standardized. Its 
square is the proportion of variance shared with the dependent variable that is 
independent of the remaining independent variables (Cohen and Cohen, p. 92). 
(Thorndike 1978, p. 152) presents the equation: 

(J3 = Beta) 

showing the variance predicted in standard score form and noting that the 
squared beta weights reflect the relative importance of the independent variables, 
pointing out that the J32 is not a proportion of variance, but relative contribution. 
However, Cohen and Cohen (1975, p. 95) show a similar formula: 

(J3. beta) 

saying that the above formula and its variations only appear to partition portions 
accounted for uniquely noting that any 131 and r

11 
may be of opposite sign 

(auppreaaion) and that l3i B, r
11 

may be negative precludina uae of this equation as a 
variance partitionin, procedure. 

Edwards (1984, p. 107) aaya that if the teat of a reereaaion coefficient for a liven 
variable la aianiflcant, then that variable when entered last in a re,reaaion would 
result in a aipillicant increase in the re,resaion sum of squares. A variation of 
that deftnition by Edwards auaeata that if all other independent variables are 
held constant except X, the b (unstandardized) is the amount that the dependent 
variable increases with each unit of the independent variable. 

Pedhazur (1982, p. 63) notes that testing a given beta weight is like testing 
incremental changes in R2 for a given independent variable. Similarly, Huberty 
(1989) notes that the dift'erence of incremental squared multiple correlations is 
precisely the square of the semi-partial correlation between the criterion and any 
predictor with the temaining predictors partialled. He states that it is clear from 
this relationship that a variable ordering cannot not be accomplished via the beta 
values. 
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Technical 

The instability of beta weights (bouncing betas as they are often called) is well 
documented. Stevena (1986, p. 98) indicates that the desirable property of least 
squares re,reasion is the unbiased, minimum variance estimator of the population 
beta that will not be consistently hieh or low but will bounce above or below. 

The test for the beta aaka if it is different from zero while controlllne for the 
effect.a of other variables (Pedhazer, 1986, p. 59), but because the denominator in 
the t.est reflects other variables, the hieher the intercorrelations, the lar,er the 
standard error. Situationa exist where a si,iniftcant R1 exists with no significant 
betas or a non-significant beta for a given variable, but a significant correlation 
between the variable and the dependent variable. Huberty (1989) notes that use 
of the squared values of the standardized regre88ion coefficients to &88eas variable 
importance is generally eschewed by methodologists due to the unreliable effect.a 
of multicollinearity. 

Huberty also notes that sample specificity is a major issue in beta interpretation 
and that although a large ratio of sample size to response variables is preferred, 
such does not ensure valid generalizations. For path analysis, Pedhazur (1982, p. 
628) warns the coefficients are sample specific and cannot be used for comparisons
or generalizations across populations.

Pedhazur (1982, p, 247) says that it is the scale free property of the beta that 
leads researchers to treat them as an indicator of the relative importance of the 
variables for which they are associated. However, the magnitude of the beta 
reflects not only the presumed effect of the variable in question, but also the 
variance/covariance of the other variables in the model. 

Research Philosophy 

The research question being asked in multiple regression and the singular 
importance of variables presents an incongruity. Huberty (1989) says the idea of 
relative variable importance in a multivariate context is not clear and that there 
is little consensus of the meaning of relative variable importance existing among 
social and behavioral science methodologists. He goes on to say that the 
fundamental reason for conducting multivariate analysis is the study of a system 
of variables rather than univariate relations. For research, Huberty states that 
variable importance depends on the collection of variables studied, including all 
relevant variables while excluding irrelevant ones and that interdependence 
among variables makes �e concept of variable importance very questionable and 
fruitless. Darlington (1968) echoes that thought in stating that independent 
contribution to variance makes little sense when variables are intercorrelated. 
Edwards (1984) finds no satisfactory method for determining the relative 
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contribution of independent variables to the regression sum of squares when 
intercorrelation exists. Stevens (1986, p. 99) indicates that discussing the unique 
contribution of a given independent variable is generally meaningless if the 
predictors are correlated. Multicollinearity is a problem that makes the 
importance of a given predictor difficult because of confounded effects among the 
variables. 

The concept of control of variables enters the discussion of research design since 
partialling is considered in the definition of a beta weight. But, Pedha.zur (1982) 
argues that controlling variables only has meaning if grounded in theory. With 
little theoretical consideration among the pattern of variables, controlling the 
variance of one variable to examine the effects of other variables may amount to 
distortion of reality and misleading results. He refers to the concept of studying 
the effect of one variable on another by holding one constant via regression 
analysis as an "air of fantasy" (p. 225). In experimental research, Pedhazur notes 
that if independent variables can be manipulated and control of extraneous 
variables is reasonably done, then conclusions of the direct effects of one variable 
on another can be made. In regression, the equations reflect the average relations 
between a dependent and independent variable and not necessarily the process by 
which the independent variable effects the dependent variable. He points to an 
example from the Coleman study that having versus not having a language lab in 
a school may be different from removing a lab from a school. To draw a similar 
type of conclusion from regression research based on a beta weight interpretation 
must be done with a much care. He notes that it has been argued that to find out 
what happens to a system when you interfere with it, you must interfere with it. 

Summary 

None of the major texts or papers reviewed suggested the use of beta wei1hts for 
purposes of identifying the most important variables. In fact, there were little or 
no sugeestions for interpreting beta wei1ht11 at all for reasons of detlnition, 
instability, sample specificity, specification errors, and most importantly, the 
incollil'WtY of the general purpose of multiple correlation and the sin1lin,i out of 
individual variables. 

It appears that interpretation has come about among some researchers by 
paralleling experimental designs' congruity with the ANOVA in the context of 
multiple regression. That is, if factorial design ( with AN OVA, as a statistical 
tool), can isolate independent contribution to explaining variance in the outcome 
variable (even if indeJjendence is forced by equalizing cell sizes) then attempts are 
made to apply the same '1ogic" to correlational design and multiple regression. 
Typically, one reads a research statement such as, "the focus of this study was to 
see if variable Y (dependent) can be explained by a combination of variables Xl, 
X2, .. . (independent)." However, after analysis, the discussion usually includes 

4 



.• · . .. ' . 
�-,..:..� ...... ,;._,z,,....,,-.....;.,.,:......:..,.--.---�-----...... _ .. � ... , ... , .... -� ... -�--�· ""� , .. , .. ,-. .... •· �-""'' 

statements such as " ... the overall R2 was .:a: with X2 being the best predictor 
and Xl not being important because of its small beta weight." No caveats are 
expressed and very often the relationships among the variables are ignored. 

The question now becomes what can be said with respeci to beta weight.a followm, 
the completion of a multiple correlational analysis. For interpretive purposes, 
Pedhazur (1982, p. 247) suegests reporting the beta, the b weight and the 
standard deviation of all variables with discussion of issues that may be a factor; 
Huberty recommends data exploration including variable screening before 
inclusion in a model and cro88 validation. The discussion of the variables aa a set 
with no speculation of univocal importance would more appropriately follow the 
multivariate purpose of multiple regression. Of course, specifying models to be 
tested baaed on theory to untangle complex relationships ia preferred. 

Pedhazur (1982, p. 65) points to the fruatration of trying to identify the relative 
importance of variablea aince there i1 more than one answer to the question and 
the ambiguity of aome problems ia not entirely able to be solved. He note• that 
beta weights have "great appeal because they hold the promise for unraveling 
complex phenomena" (p. 221), but they are unstable and require many condition• 
for interpretation. He goes on to say that the absence of a model precludes any 
meaningful interpretation of coefficients. "No amount of fancy statistical 
acrobatics will undo the harm that may result using an ill conceived theory" 
(p. 230). 
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The Interpretation of 

the Beta Weights in Path Analysis 

Sunn M, Ti'llcz 

C.llfomla State Unlveralty, Freano 

A paper submitted to Multiple Linear Begre:ss1co viewpoints, 
April, 1991. 

Path analysis is a method tor determinin9 "the direct and 

indirect ettects of variables taken as causes ot variables taken 

as ettects" (Pedhazur, 1982, p. 580). Researchers who use path 

analysis attempt to arrive at models, otten called causal models, 

showin9 the relationships between exo9enoua variables, those with 

variability explained by causes outside the model, and endogenous 

variables, those whose variability is explained by some 

constellation ot exogenous and/or other endogenous variables in 

the model. Regosa (1987) calls path analysis "simple multiple 

regression with pictures" (p. 186). 

causality 

It is worthy of note that there is a heated debate 

concerning what actually constitutes causality. The consensus is 

that three criteria must be met: 

1) a temporal· sequence of variables (X precedes Y),

2) an association or relatedness among variables (r
xy

>O),
and 

3) control (X➔Y).

While some authors (Biddle & Marlin, 1987; Kenny, 1979) 

believe that causal relationships can be established with 

regression and other related techniques, others believe such

conclusions are unwarranted (Freedman, 1987; Regosa, 1987) and
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are the result of faulty logic (Games, 1990). To underscore the 

fervor researchers exhibit on this issue, Ling (1982) in a review 

of a book entitled Correlation and Capsation (Kenney, 1979) 

writes, "the serious limitations of this book lie not in its lack 

of mathematical rigor, but in its faulty logic as well as its 

faulty presentation and interpretation of certain sta.tistical 

methodology .... I feel obligated to register my strongest 

protest against the type of malpractice fostered and promoted by 

the title and content of this book" (p. 491). 

Despite the often repeated admonition that correlation does 

not imply causation (Games, 1990; Pedhazur, 1982), the literature 

is filled with examples of interpretations and conclusions 

erroneously made more broadly than was appropriate. As Hayduk 

(1987) noted, "causation may not be in the real world or in the 

equations, but it is definitely in our thinking" (p. XV). 

Control 

As a criterion in the definition of causality, cont:ol. •an• 

that variation in Y is the direct result of x. Biddle and Marlin 

(1987) say that it is possible to control statistically for 

possible confounding effects of variables using partial 

correlations. Games (1990), on the other hand, believes that 

random assignment of subjects to groups provides control, He 

emphasizes that, "the experiment provides control; the 

correlation study does not" (p, 244), Pedhazur (1982) agrees 

with Games saying, "one of the most powerful methods of control 

is randomization. Being in a position to manipulate and 

randomize, the experimenter may feel reasonably confident in 

8 



making statements about the kinds of action that need to be taken 

in order to produce desired changes in the dependent variables"

(p. 578), 

Thus, there is a distinction drawn between experimental 

research and correlational research. In the former the 

independent variables can be manipulated 10 that instead of 

simply observing what occurs, researchers can effect change, In 

correlational research, this is not the case, This distinction 

has important implications for policy makers. While there are 

numerous examples of the mistaken belief that manipulating 

independent variables in correlational studies will change 

outcomes, the classic example is the Coleman Report. On the 

basis of correlational information the Coleman Report concluded 

that "if a minority pupil from a home without much educational 

strength is put with schoolmates with strong educational 

backgrounds, his achievement is likely to increase" (Coleman, 

Campbell, Hobson, McPartland, Mood, Weinfeld & York, 1966, p. 

22). Many large scale busing programs were initiated on the 

basis of the Coleman Report, but increases in minority students' 

achievement never materialized. 

Further, the widespread belief that a model is "'confirmed' 

if the correlations in the matrix correspond to those we would 

have predicted from our model" (Biddle & Marlin, 1987, p. 5) does 

not mean that there is proof for that model. "Consistency of the 

model with the data, however, does not constitute proof of a 

theory; at best it only lends support to it" (Pedhazur, 1982, p. 

579). 

9 
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Path Analysis 

Numerous authors (Cliff, 1983; Freedman, 1987; Mulaik, 1987; 

Regosa, 1987) complain that path analytic techniques are often 

misused and that this misuse is fostered by the availability of 

computer programs. To further complicate the issue and to 

underscore why causal modeling is unlikely to determine actual 

causes, it is possible that "very different c_ausal structures may 

fit the same set of data equally well" (Stelzl, 1986, p. 309). 

Misuse of a technique, however, does not mean that the 

technique is inappropriate, invalid or incorrect. Mulaik (1987), 

who states that "the rule of a causal connection is that of 

functional relation" (p, 23), also argues that the "concept of 

causality may be modified to have causes determine not specific 

outcomes but the probabilities of outcomes• (p. 18). 

In path analysis, the variables are generally expressed as 

standard scores, and the equation for an endogenous variable is 

formed by weighting each endogenous and exogenous variable 

presumed to have a causal effect and summing all these terms plus 

error. These weights are the path coefficients, and these 

equations are regression equations. A path analysis arrives at 

one or more regression equations. In addition, certain 

assumptions are made when performing such an analysis. A potent 

criticism of the use of path analysis, however, is that the 

assumptions required for this technique are frequently not met 

(Freedman, 1987). Pedhazur (1982) lists the assumptions for 

nonrecursive models as follows: 

10 



1. The relationships among the variables in the model, are
linear, additive, and causal.

-2. Each residual is not correlated with th, variables that
precede it in the model. 

3. There is a one-way causal !low in the system. That is,
reciprocal causation between variables is ruled out.

4. The variables are measured in an interval scale.

5, The variables are measured without error. (p. 582) 

Under these assumptions, the path coetticients are the ordinary 

least squares, regression coefficients, The assumptions have 

been stated by other authors (Biddle, Marlin, 19871 Freedman, 

1987), who also note that newer techniques such as LISREL have 

all the assumptions ot regression plus additional assumptions, 

These assumptions are seldom tested and would rarely hold it they 

were tested. 

Interpretation of weights 

Another criticism of path analysis is that the weights are 

not interpreted correctly, Despite the innovations and 

increasing sophistication of path. analysis, including the use of 

LISREL and hierarchical modeling with their additional 

assumptions, path analyses generally use regression models for 

which beta weights are reported. Beta weights as scale-free 

indices reflecting the increase or decrease in the dependent 

variable with a unit increase in the independent variable allow 

for comparisons across variables of different metrics. The 

magnitude of the beta is. a function of the correlation between 

the independent and dependent variable, the model's variance 

covariance matrix, and the error term which includes the 

variances of variables not included in the model. For these 

11 
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reasons, beta weights are highly unstable from sample to sample 

(Freedman, 1987; Pedhazur, 1982). All the caveats regarding the 

int'e°rpretation of beta weights that apply to multiple regression 

also apply to path analysis. Problems that arise in explaining 

phenomena with regression are specification errors, measurement 

errors and multicollinearity. Consequently these affect the 

regression weights. 

Unfortunately, many researchers believe betas can be 

interpreted like correlation coefficients. This error is common 

in published path analyses as well as regression analyses. 

Although in some cases the magnitude of the beta weights can give 

an indication of the importance of the variables in the model, 

the ever present danger of specification errors should lead 

researchers to be tentative in their interpretations of these 

weights. When there is high multicolinearity between independent 

variables in the model, statements a.bout the importance of any 

one variable based on betas may be very misleading, When 

choosing variables to be included in or deleted from a path 

analysis model, theory especially and probably cost, must be 

considered along with beta weights. 

Although, unstandardized regression coefficients depend on 

the metric of the variable, they tend to be quite stable from 

sample to sample. Therefore, their use for prediction purposes 

or making policy decisions is appropriate. However, the variable 

may not have been _reliably measured or may be interval level, and 

the weights give no information on the relative importance of the 

variables in the model. 

12 
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It has been argued that "when the theoretical model refers 

to one's standing on a variable, not in an absoiute sense but 

relative to others in the group to which one belongs, 

standardized coefficients are the appropriate indices of the 

effects of the variables in the model" (Pedhazur, 1982, p. 249), 

On the other hand, due to their stability across samples, many 

authors believe "that the unstandardized coefficients come 

closest to statement• of scientific law•" (p, 249), 

It is quite possible, if not probable, to reach very 

different conclusions about the importance of different variables 

in regression model depending on whether one interprets 

standardized or unstandardized regression coefficients, 

Therefore, regression weights should be tested, and both 

standardized and unstandardized regression coefficients should be 

reported in all regression analyses. This applies to path 

analysis as well as to regression analysis. 

conclusions 

Scientific laws are statements of cause and effect 

relationships among variables. If path analysis is to establish 

causality, a feat which numerous authors view as impossible 

(Freedman, 1987; Regosa, 1987), then even its appropriate use of 

beta weights alone will not accomplish that goal. In good path 

analysis, as in good regression, the following recommendations 

should be adhered to. First and foremost, a path analysis should 

be based on sound theory. It is not an exploratory data analysis

technique. Second, despite the cost involved, large samples are

desired. Third, tests of the assumptions should be conducted.

13 
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Fo urth, bo t h  standa rd iz e d  and un sta ndardized regression
co eff icients and a t e s t  o f  thos e co efficients should be repo rt ed. 
F

i

f t h, r ep l ication a nd c ro s s  v al ida t ion are need ed to con firm
o ri g i nal c o nclusi o ns. F in ally ,  r egr es sio n and path analy se s  a r e
co rrelation a l  t ech nique s, a nd the r e sults of the se anal ys e s  
shoul d  n ot be r epo rt ed in t h e  "a s-i f -by-expe rim en t" m

od e 
(Fr e edma n, 1 9 8 7, p. 108).
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R

2

, adjusted R
2 

and tbt number of parame ters i n a m ode
l art re

l
ated to one an other. 
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A Graphical Met.bod for S.1.ctuig 

th• Best SUb-set Regression Model 

Graphical M♦t.bod 

Stated in genffll terms. Ul• purpose of many studies ustng regression 

analysis is to detfflnine Wbidl variables or combinaUon of variables offers 

Ult best prediction for a given deptndtnt variable. Most WW agree that 

Ulere does not eJist a single indicator or method of detMmintrlg t.be 

absolute goodness of a given model. It ts oft.n suggested tbat researdlers 

employ Ult trtparttte crttena ot � economy, and tlPJanatton, Where 
\ I 

' 

�ts con<:m1ed Witll the set of UleoreUcal rationalizations for 

proceeding Witll a seltcted group of variables, economy ts eentered around 

tssues sudl as simplicity or tffictency of tsplanaUon Cl.t. how many 

variables dots tt take to aebtevt some reasonable l.vel of prediction) and 

gptanatton ts conctnltd With Ult amount of vanancie ezplaintd by a given 

model. 

Tb♦ primary purpoee of th♦ prtstnt peper ts to dttertb♦ a graphical 

met.bod for applying tlle crtterta of ffl)fl01Qf and •XPJanatJon tn the prOCffS 

of constructing a prtdtction model ustq regr♦SSton analysts. Of QtQtnl 

tmportancie here ts Wustrattng Ult retationsbip b♦� R2, adjusted R2 and 

Ult number or pvamewrs in a model. Aft.tr provtdtng a brief dtscrtption of 

the emptrtQI context of Ult analf1ds,Ult paper WW procttd to Wustrate Ult 

way in Wbidl a graphical comparston of R2 and adjusted R2 makes dear an 

important concept in the peramttenzatton of multiple linear regression 

problems. It Is argutd Ulat Ult graphical dartty Of Ult met.bod helps 

explain tlle utility of using adjusted R2 in t + 1 regression problems. 

17 



Graphical Mtthod 

Empirical Contezt. 

Tb• data uS&d to demonstn.te the method b♦lng discussed btre \IM&

d.,-ived from a study that sought to determine th• relative tmportane. of 

two types of cognitive variables in predicting the clinical st.il1I of medical 

studtnts. Wbilt on• domain of cognitive functioning (cognitivt preftrene.) 

wu compoeed of four variables, th• 9tCOlld domain (knowltdgt 

competencies) wu compoetd of two. Stated more sptciflca11y, tht cognitive 

prtf trenct1 variable wu compoetd of four indtpendent toortt that 

rtpresented an individual's pref trtne. for four dlff trtnt kinds of cognitivt 

functioning (Rtca11, Principles, Application, and Questioning). Tbt 

tnowltdg• competency domain was composed of two gradt point averages 

that rtOtcted a given student's level of academic achievement for two 

distinct periods of bis/btr medical education. In all cues a total of 14 

terms \!Me included in th• model const.ruction process. Tb• total of 14 was 

accumulated by having four terms from tht cognitive pref trtne.s domain, 

two terms from tht knowledge competencies domain and eight interaction 

terms that \!Mt products of the simple terms. 

Anal'ytical Framework 

Wbilt there are a number of different methods for generating 

prediction models in the contezt. of multiple linear regression, the most 

comprehensive and obviously the most elbaustive method involves ruDDiDg 

regressions between the dependent variable and all possible subsets of the 

independent variables .. With k regressors one may generate 2t- l models.

As one can see, the number of models to consider will grow to a targ• 

number Wben trying to const.ruct a model with only a small number of 

variables. With k• 14, as in the case for the prestnt empirical e:mnple, the 

numbtr of models generated eEetds 6,000. While the development of bigb 

18 
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speed comput:Ms bas almost trivilliztd calculation procedures, subsequ.nt 

dedsions about wbicb variables to include in the initial runs and wbicb 
models to seltct for furthtr analysis are not simplified. 

Witbin the framework of multiple regression, R2 is oft.fl used as a 
g.oeral indicator of the powr of a gtv.o model. Although R2 emts as a 
conv.otion for model selection and .valuation there are some rather 
fundam.otal limitations of relying on that statistic. Por eDmple, tt is 

important to nott that R2 will continue to increase as a dtred. function of 

the number of parametMI Ot) In the model. It could be argued that a 
strong reliance on R2 ts tnappropnatt, gtv.o the illusory efttets of 
tncreasmg t.. One can SM the way in wbich R2, being a partial artifact of k, 

may be �•ding. 
As an antidote to the probl.ma usodatAld wt.th R2, the adjusted R2 bas 

a built In discounting factor that count.en this rather serious naw In R2 by 

attaching " p.oatty daust for tncreuiDg the ftlut of It (lee Darlingu>n, 

1964; Eerllnger and Ptdbazur, 1942). The tquat:ion takes the followmg 
form: 

R2 (adj)• 1- (1 • R2) .al:.il 
(N-lt-1) 

Wbere 
N•tampl♦mt 
t. • numbtr of paramettn

The prt9tllce of the "N-k.-r compon.ot in th• tquation bas an attenuating 

efftd that provides a corrrtctioo for tncr.aatnts in R2 that ar• associated 
wt.th simply tncrtutng th• numbtr of peramettrs tn a gtv.o model. 

19 
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A Graphic DtmonstratJon 
A basic coDSidtratJon in mod•I constructJon oft.n CODCffllS th• nwnbff 

of param•ten to includt in th• modtl. Whtn an a priori dtclslon bu not 
bMD mad• regarding paramttMtzation on• must prOCffd in an inductJvt 
fllhion whtr• tmpirical outtomes mort actJvtly dt� tbt nwnt>.r of 
Variables to includt in a giVtD modtl. ID t.bt prtMDt tDmplt 21-i• 1 

tquatJons of varying combinations and lqt.ba wrt gtntrattd in ordtr to 
find tb� maxtrnaJ prtdictJon tquatJon. 

Tht graphic approach tor seltctJng tbt muimwn valut for Jt involves 
plotting tbt R2 &WI. adjusted R2 values against Jt. This procedurt gives on• 
a visual display to htlp dttermint tbt point at which tbt incrtmtntal valut 
of R2 is iDsutticitntly largt to counter tbt unwanttd efftcts of increasing k. 
In a typical plot of R2 against k, tb• curv• rises mor• steeply or less 'steeply, 
dtptnding on tbt natur• of model specification. After tbe additJon of a 
certain nwnbff of paramtters tbt curvt Will usually begin to flatten. Th• 
notion of using a flatt.ning area as a termination point for adding additional 
prtdictors is oft.n tmployed as a decision rule in model coostructJon. To 

many, this decision rult may appear questionable, since tbe perception of 

flatten may SfflD subjectJve. 
A plot of R2 against k fails to reveal a definite turning point 5y 

comparison tbe adjusted R2 agtost t plot demonstrates a distinct point of 
descent More than a mtre perturbation, tbtre is a v♦ry real turning point 

to be observed. This point may strVe as a ceiling for the nwnber ot 

parameters to be used in model coostructJon. 
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Graphical M♦thod 

Iuert figure 1 about her• 

Pfgu.r• 1 provtdes an Wustration of tilt relationship betwe.n R2, adjusted R2 
and th• number of parameters in th• model. The point of de9oent 
mentioned above appears in a rather dear way. Ont should also notice the 
way in Which R2 continues to lnc:reut in relation to R2 (adj.) This 
information suggest that one should not prooeed beyond a certain level of t. 

-, 

Although the area betwe.n lt•3 to t•7 should be considered more closely, 
the level of t selectAKS should oertainty not eltffd seven. 

SUbeequent Proctdures 
Havtng decided on the number of parameters to include in the model, 

issues such u simplicity, thtoretica1 retevuoe, and eue of ezplanation may 
be considered more dceely. The nelt. step ts may be to obtain the 
combinatoric options for k• 1 to k• 7. For purpotff of illustration, 
permutations of vartabltt, for only the top t.\110 candidatff at each 1.vel of t 
art prtNnted in Tablt 1. 

Th• primary crit.rton that one may apply at this point is oft.n invottd 
under the tmn -parsimony.■ A "parsimonious· model is one that contains 
the parent terms of any int.ractJon terms that may ap� in the model 
While simultaneously using the few.st number of paramet.rs to achieve the 
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great.st amount of ♦:iplanation. Application of this a'it..rion ltd to tbe 

s.ltctton of tbe model marked u "t.est.td. in Table J. Altbougll tb.,-e is a 

gain of approldmat.ly .4 Wbt11 moving from thr" to sevt11 paramettn, It 

was decided that tbt value of this incremt11t is dubious, gtvt11 tbt C08t. Tbt 

DtCtllity of using four more paramtttn does not support tbt notion of 

parsimony. Tbt modtl teltettd could tbtn be subject to more detailed 

statistical acrutiny such u tests of slgnif lcance. 

summary Stattmtnt 

Tb.,-• art a wldt variety of mttbods for const.ructmg models tn 

multiple regrta:lon. In tilt cut Wb.,.• on• bu choetn to UM tbt all 

possible regressions approach some dtfttlSlble procedure is nttdtd to help 

make dtdsions about tile size and cont.nts of a final model. AdmitttdJy, 

Tbt model construction procedure f ollow.d b.,-e was not informed by an 

lncrtdlbly strong tbtoretical base, bt11ce tbe dedclston to proceed wltb tbt 

all possible sub-stts approach. SUch a situation ts not uncommon In social 

and educational research. Results of tbe kind obtained b.,.e may provide 

one wltb t11ougb empirical evldt11ce to perform a replication or to forge an 

inductively dmvtd tbeoretical base. Some prcsress may be realized. 

Tbe relation between R2, adjusted R2 and tbe number of parametMs in 

tbe model ls an Important one to understand. Altbougb a tabular display of 

tbese dat. will reveal tile relationship, a graphical ezpression may make tile 

association more explicit In summary, one may argue tbat tile present 

approach to gt11.,-ating a regression model ls useful In at least two areas. 

Pirstly, it provides one witb a reasonably objective metbod for defining tbe 

upper limits for model construction. Secondly, tbe graphical metbod bas 

proven to be quit. useful in instructional seWngs for demonstrating tbe 

\Waknesses associat.d witb tbe R2 selection metbod. The procedure ls also 
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UB&fu1 fa tbat it provides a ratur teWDg illustration of the relationship tbat 
ellists bttwM!l 12 adjusted 12, and the.number of .parameters fa a model. 
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MULTIPLE LINEAR REGRESSION VIEWPOINTS 
voLuME 19, NUMBER 1, suMMER 1992 A Case for 

Interpreting Regression Weights 

Clifford E. Lunneborg 

Unlveralty of W.1hlngton (U.S.A.) , 

The Open Unlveralty IU.K.J 

Aldrwcl 

McNeil ( 1990) arguea again,t Interpreting eatlmated linear model parametere or weight,, largely

on the bul, of the expected 11&1J1ple-t.o-11&1J1ple varlablllty In thoee eatlmatea. In rebuttal It l1 noted that 

not to Interpret model parametere I• to Ignore the ,trength or regre11lon analy1l1. Appropriate regard 

may and 1hould be given parameter uncertainty, But that I• only part and parcel of parameter 

Interpretation, Examplea or linear model parameter Interpretation are ,iven. 

/almadin 

In a recent article In thle journal McNeil (1990) wrltea, "Although moet multiple regreaelon texte 

argue agalnat Interpreting regreaeion weighte ... aome 11.&tletlca text authore and reeearchere 1till want 

to place aome aort or importance or meaning on the magnitude •.• of regreaeion weight,." Count me 

among them, Let me announce my loyaltlea even more etrongly. I place not juat "aome aort of 

Importance" on parameter Interpretation; I regard lnterpretability u ,be central feaiwe of a linear 

models approach to the analy1ie of both obeervational and experimental data. It is what bolds u1 ..Ce 

from the eterility of unrelieved null hypotheaia teeting. The cue for Interpretation I will hue on a eeries 

of examples. 

Ena1lu •I Lillear MHel Perameler /alnpreulin 

Simple U- regnmoa. Coneider a simple (one explanatory variable) linear model. I'll 111ume 

the regreeeion of Annual Income (in thousande of dollare) on Yeare of Education (in achool yeare 

satiefactorily completed) i, linear in aome population of educated and employed individuale. So, we can 

write: 

E(Annual Income I Yeare of Education)= /Jo + /J1 (Yeare of Education).

Our reeponee variable (RV) and explanatory variable (EV) both p088eBI metrica. So we have metrice

for the regreeeion elope and intercept II well: 
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/J0 : The expected Annual Jncome for an individual with O Years of Education. /Jo is eome 
value in "thousands of dollars." 

/Ji : The increase in expected Annual Income UIIOCiated with an increase by one year in the 
number of Years of Education. {J1 is some value in "thousands of dollars per year." 

Our elope or rate of change parameter bu a 1imple and, I believe, very appealing interpretation. 
lt tells us "bow much" Education impacts Income. {J1 might be 110/year or 1100/year or 11,000/year 
or 110,000/year. 

Quite likely a Years of Education ICON! of 0 la outside our range of intereat; indeed, the 
distribution of Annual Income conditional on Yun of Education being ·aero may be without any 
membera. So, any lnterpN!tation of the intercept I, unintereating. We might anticipate thl, and chooae 
to write our linear model in terma of a "Centered" Years of Education. )Jl particular we might reduce 
Years of Education by a conatant of 12 yu.ra giving 

E(Annual Income I Yeara of Education) • /Jo + /Ji (Yeara of Education - 12) • 

Our elope parameter bu It• Nme Interpretation. /Jo, though, la now the expected Annual Jacome (In 
thoUl&llda of dollan) for a high ec:bool graduate, a 1ubltantively more l11tere1ti11g quutlty. 

Given an appropriate Nmple from our population we can •timate th- regre11lon parametera. 
And, granted the aatlefactorln- of our aampllng -umptlon,, we CAil al110 know bow much confidence 
to place In thON •tlmat•. It le my th11l1 that the point ettimate of {11 and hi 1tandard error are 
u,eful bec:au,e we want lo ,kHW' bow big Ute ra&e ol dlaage Iii. not becauee they allow u, to "decide" 
between "Njectlng" ud "falling to reject" &11 hypotbtll, that /J1 le mo. My 1upport for tbi, borrow,
heavily from Tukey (11191); I but paraphrue. 

Con,lder the following four poulble confidence Interval, for [J1, all, 1ay 116% Cls: 
c- A: (-110, 18)
c- 8: (,13,000, 14,000)
c- C: (14,800, SS,100}
c- D: {Sl0, 110,Q00)

ln�iDg Weights 2 
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Under Cuee A or B we "fail to reject" the null bypotbeei1. But what a difference. Caae A ought 

to tell 111 that the 1lope ii flat; no queetion about it, ex,-t.ed Annual Income cl«- - change with 

Yean or Education. On the other band, C- B ought to tel1111 that "we bav�•t the foggi111t" whether 

Annual Income goee up, down or 1ideway1! And, under either c- C or Cue D we reject the null 

bypotheel,. Yet C- D ii rather like Cue B In the lack or precilion In our P1 while Cue C allow, ua

to aay that an additional Year or Education Inc- the ex,-ted Annual Income by "almoet exactly 

15,000," How we "decide the null bypotheail" ii much 1- relevant than what we've learned about {11,

McNeil (IDPO) lnqulre1 relative to the formula ror the circumference or a circle, 

Clrcumrerence • (ir) (Diameter), 

" what doee ,r mean7 ,r I• amply the weight which, when multiplied tlmet the diameter, yield• the 

clrcumrerence." I have added the emphuil, McNeil dl1m1- ,r too readily, u Ir all that were 

Important about It 11 that It 11 eome conatant. But there ii more to ,r,· We think or it u a 

dlmenalonl- number, but In the context or our Clrcumrerence equation it ii a rate or change with a 

metric like in./in, or mm./mm. depending upon bow we chooee to meuure Diameter, ,r ii the amount 

by which the Circumference Inc..- ror a one unit Inc,- In Diameter, Inc,_ the Diameter or a 

circle by 1 Inch and you lncreaae lta Circumference. by (approximately) 3.14 incbea. And the value of ,r 

bu practical Importance; It 18 a particular conatant and it maket a day-to-day difference that it'• value 

11 what it I• and not 5 nor 15 nor 1/5, Put another way, it i1 not 1ufflclent to know that the 

Circumference of a circle ii influenced by ita Diameter or, equivalently, that ,r l1 greater than zero! A, 

with mighty ir, 10 too with our lowly /11, 

Mulliple U- R.egre.ioa. Now let'• extend our Annual Income model by introducing a eecond 

EV, Parental Income (aleo meuured in tboUl&Dda of dollar1 per y�). We write a model additive in 

the two EV■: .·,.,,: /. .. , .... :-, 

E(Annual Income I Yeare or Education, Parental Income)= 

/10 + /J1(Yeara Education) + /J2(Parental Income) .

What interpretation do we give the p1 of tbi1 model? It may be a little eaaier to aee if we rewrite our

lin� model in the form ,,. 

Inwpredng Weigbta 3 
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E(Aooual Income I Years of Education, Parental Income)= 

' (.80 + ,82(Pareotal Income))+ ,81(Years Education). 

The "elope" parameter, ,81, ia atill the expected increue in Annual Income for a one year iocreaee in 
Years of Education (thouaaoda of dollara per year of education). But, in thia model the "intercept" 
takes different values depending upon Parental ucome. So, our ,81 here baa a OIIDdiuoaal 
interpretation: The increase lo expected Annual Income Cor a one yeu iocreue in Years of Education, 
for a fised level of Parental Income. 

Often an important question for modelled phenomena like thia la whether the flt of our two EV 
model bu essentially the aame magnitude aa the {J1 of our one EV model. la the "influence" of Years 
of Education on Annual Income the aame when we control for Pamital Income (our conditional rate of 
change parameter) u when we ignore Parental Income? Note that the aoawer to thia queatioo bu little 
to do with whether R2 btc...- lignflcaotly from the one lo the two EV model. It baa everything to 
do, of coune, with , the aalllt.aaUv. lmpori,aDce of alternative valuea of ,81. Aa we have only eatimatea 
of the conditional and mugloal rat.el of change we may -k refuge lo the SEa, I emphuiae, though, 
that the comparllon la not a atatiatlcal but a aubttaotlve one. 

Kleinbaum, Kupper " Muller (1988) diacuaa tbla comparllon more fully, albeit under the 
tomewbat �oratlve title of "confounding," They &ake the potltion that where the two fl• differ, we 
1bould prefer the conditional 1lope. That aeema unwarranted. The two an,wer different queationa. 
"What lncNUe lo Annual Income I, expected for an additional v .. r of Education?" la one queatlon. 
"What Inc,.... In Annual Jacome la expected for an additional YMr of Education amoa1 thOM whoae 
parent, have Identical annual lncom•T" I• a different queatlon, We may be laleNeted In whether Ibo 
anawera AN the 1ame or different, but lo prefer one to the other la to pr►auppott the aubtlantlve 
qu•tloa, 

Our two EV model potlt1 additive lnfluencea of Yeara of 

Education and Parental Income on our RV. More 1pec:lflcally, the "elope" parameter for Yeara of 

Eduutlon 11 111umed to be a coaetaot, Independent. of Parental Income. We might have reuon to 

doubt thia 111umptlon. It could be more Nali1tlc to ueume that the Annual Income contribution of an 

extra year'• education might ltaelf be a function of Parental Income. In more conventional regreeeion 

lingo we think that (:) Parental Income might modera&e the influence of Yeare of Education or (b) we 

might need NpU1l&e alopea for different Parental Income level• (u well u eeparate intercepts.) 

la�Weigh&lt4 
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The u1ual way of writing a moderated regreuion model la to allow the Intercept and the 
regreaeion •lope of one EV (the moderated EV) each to be linear fun,tlona of a ,econd EV (the 
moderator), In the preeent context we could write: 

E(Annual Income I Yeara of Education, Parental Income) • 
(.80 + P2(Parental Income)} + (,81 + ,83(Annual lncome)](Yeara Education)•
/10 + P1(Yean Education)+ P2(Parental Income)+ /J3(YeanEducatlon•Parentallncome),

The bottom line above deecrlbee how we would "Input" our regree,ion model, Introducing a product 
variable, It may be a good model to nt but It la quite unaultable for Interpretation. The elope 

parameter for the product variable, /13, bu (at leut) two ,trlk• agalnat It: (1) It, metric la "tbou11aDd1 

of dollan In Annual Income per unit of tbe produd of Yun Education and Parental Income," What a 

"unit" of tbe latter amount, to la not euy to grupl (2) Even If we could come to term, with tbla 

complicated metric we are warned off Interpreting {J3 becauae of ILi conditional nature. In effect, It 

- tbe contribution of the product variable when the other EVa In tbe model are held con1t.ant,

But bow can we think about a unit lncreue In tbe product or'2 EV, while each la held con1tant?

Fortunately, the Intermediate expraalon above for our moderated regNNlon model doe1 Invite 

interpretation, The regreuion elope for Yean Education la given u: 

This repreeentation la faithful to the moderated regreaeion -umption; the influence on Annual Income 

of an additional year of education variea with Parental Income. Given eatimatee of ,81 and /J3 the 

regreuion elope estimate la easily calculated for a selection of Parental Incomes of interest, MY, S20K, 

S40K, SB0K, S160K, etc. A_nd, if our regreseion program provides (u it ought) the variance covariance 

matrix for the 'iia, it la also easy to calculate SEI for such linear forms of the 'iia u ('ii1 + 20,000 'i}3), 

Thus, Cle for the slope estimate at different values of the moderator can be provided. 

QuadrMic: Regrtmioa. These ideu generalize to quadratic regreaeion and, should the need ever 

arise to model RVs that double back on themselves in our design apace, higher 'order polynomial 

regresaion. Say we thought Annual Income to be influenced quadratically by Yean of Education u in 

this linear model: 
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E(Annual Income I Years Education)= 

/30 + /J1(Yeara Education)+ {32(Yean Education)2 • 

(Years Education)2 ia not likely to vary independently of (Yean Education) IIO there ia little prospect of 

interpreting tbe two aeparate conditional slope eatimates, /31 and /32• 

However, if we rewrite tbe quadratic model aa 

E(Anoual Jacome I Yeara Education)= 
/30 + [/31 + /J2(Yeara Education)] (Yeara Education) 

there la a 1ingle elope to be eatimated, but one which tall.ea on different valuee depending upon where In 

the range of Yean Education we want to eetimate that 1lope. Quadratic regreaeion ii a 1pecial caae of 

moderated regraaion; moderated and moderator variable, are the aame variable. 

lnleratiioa Modela ud Modular Modek. One lut ex.ample, We make Annual Income now a 
(probabiliatic) fWlctioo of two cale1oric1I EV,. We'll -ume the population of lntenet to be college 

11raduatee and we are lntereeted In modeling AAnual Income (fint ytar poe�baccalaureate) u a 

function of Gender and Deg'" M�or, For simplicity, the later tall.ea only thffll "levela": Science, Social 

Science and Humanltlet. Allowlnc for tbe poealblllty ot an lnterac\lon between Gender and M<\lor we 

would likely besln modeling with a lix parameter model, IC our Immediate eoa1 were to &eat for • 

(1lgnlficant) Interaction tbl, Initial model mlgM look like thl1: 

where dummy varlablee have been employed &1 follow,: 

X 1: 0 for malea, l for femalee. 

X 2: 0 for Science or Humanltiee, l for Social Science

X3: 0 for Science or Social Science, l for Humanltle1 

X4: •' direct product, X1•X2 

.• 6: the direct'product, X1•X3
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The last two EV1 CAIi be thought or u "interaction variable■" and the hypotheai1 of no 
interaction ia teated by comparing the overall lit■ (R3 or SS Realduall) or thil model with one In which 
P4 and Pa are con1trained to be aero (or, equivalently, X

4 and Xa are "dropped" Crom the model.) Jf 
the difference In lit• 11 non-1lgnllicant we declare for the reduced, four parameter, additive model. We 
detected no Interaction. Let'• 1ay, though, that the difference In fit■ wu 1ignificant; either P 4 or P 8 or
both are non-sero. Gender and Major do Interact In innuencing Annual Income. What do we do? 

My belief I• that we ought to do more than report that the Interaction 11 1igniffcant or that the 
R2 for the 1uc parameter model ii 1lplflcutly larger than tbe R2 for the four parameter model, We 
ou1M to "interpret" tbe Interaction; how do Gender t.nd Major Interact? Tbe /J• for our two 
Interaction varlabl•, having u their metriee product■ of dummy varlabl•, are not tbe belt candidat• 

for yielding up the dllllred Interpretation, What worke for me II to re-parameterlH tbe Interaction 
model Into one with parametere that are them■elv• ea1lly defined and give clear ln1lgbt Into tbe 
Interaction, 

Flnt, what dOM the finding of an Interaction mean, 1ubetantlvely? That the relative lnnuence of 

the eeveral Major level, on Annual Income ii clilF-t for malea than for femalea. Having learned thla, 
It behoovea UI to model Major lnnuence for malee eeparately, 10mehow1 from our modeling of Major 
innuence for remalea, One way of looking at it i1 to eay we want now to examine "limple" rather than 

"main" Major effect■, That la facilitated by the re-parameteriaation to a modular model. The Idea of 
the modular model ia that it 11 equivalent to the Interaction model (In numben or parameten ud litl) 
but conaiatl of ■eparate "modulea" for each level of a categorical EV. (In the ca■e of higher order 

interactiona the module■ may be for low�r-order interaction "levela" .) Modular modele have been 
explicated primarily by writere on the 1111 of weighted leut equaree in the analyei• of categorical 
reapolllle data, e.g., Forthofer and Lehnen (1981) or Freeman (1987). However, they are equally uaerul 

in the linear modeling of a continuoUI RV, Here, we'd like ■eparate modulea for malea and femalea. 

Our modular model might look like thi1: 

where the linkage to our earlier dummy variablea ia as followe: 
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Z1: X1 (a 0/1 variable coding female) 

Z2: 1- X
1 

(a 0/1 variable coding male) 
Z:,: Z1•X2 (a 0/1 variable coding female and eocial 1elence) 
Z4: Z2•X2 (a 0/1 variable coding male and aocial ecience) 
Z5: Z1•X3 (a 0/1 variable coding female and humanities) 
Z6: Z2•X3 (a 0/1 variable coding male and humanities) 

Z1, Z3 and Z5, together with their "weighta", compriae the female module; {J1 i, the "intercept" for 
the fern.ale module and {J3 and /35 ate the female module 1lopes for the dummy variables coding 10eial 

science and humanitie1 respectively. Correspondingly, the male module ii hued on Z2, Z4 and Z8• 
Given our particular uae of dummy variables, the intercepts evaluate to the expected Annual Incomes 

for (male and fern.ale) 1eience graduates and the 1lopea to the difference, between the expected Annual 
Income. for either aocial ecience or humanltie11 and thoee expected • for 1eience graduates ( again, 
aeparately for male, and female,). 

In fiUing the modular model we obtain SEIi for the 1lx parameter 111tlmate11. While the pr.ence of 
an interaction UIIUfell that we cannot have {J3 • fJ

,. 
and /Ir, • /Je ■imultaneouly, we may be able io 

1implify the modular mode further, guided 1ubltantlvely by our ff-defined parametera, The main 
point, though, Is that the parametert of the modular model are directly Interpretable and their 

111tlmate11 can be uaed to "explain" the Interaction, 

Dilctu,in 

1 have tried, by uample, to make the cue for the dlr«ta- and 1ubltantlve Importance of 
parameter Interpretation la linear modtll, Why 1hould It be coatrovenlal? I have not add� that 
qu111tlon but I think thtrt an two itlu• Involved. The flnt bu to do with th• 1ta1• of modelln1, l'rom 
model formulation through fitting and model comparllon and on, perbap,, to model adoption. How we 

view a model and tbe relevanet (or, lnde«l, acctptablllty) of paramtttr lnterprttatlon can depend upon 

tbe ■tage of modeling at whic� we are operating. 

The aecood ltaue bu to do with a cootrut between phenomena that are thought to be wholly 

determlnl■tlc and thoee with &II loNCapable 1toebutlc element. How we u■ell our IUCC- lo modelling 

will depend on bow much determlnl■m we attribute to the phenomenon modeled. 
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Model Fi', Compariaoa and ID�. I ought make it clear that the model parametert 

whoee interpretation concerna me are, for the moet part, parametert in "4C«pted" or final model,, I

u■ume that we purtue our modeling with ■everal alternative model, in mind. The■e may all be pre-

1pecified model■, well rationalind ln advance of any data collection or they may be model, whoee 

origin owee eomething to the "lay of the land" once we have it In eight, In either event, we are

lntereeted in Identifying one or mo" of theee alternatlvee u "better" than the othert. Better, of courte,

mu,t take Into account the purpoee for which we wl,h to ffnd model,,

Whatever our goal, however our alternative model• are ,ugge■ted to ua, the path to an accepted 

model or model• lnvolvee nulng 11veral alternative model, to our data and then comparln1 thoee Iii.I, 

Thi• fittln1 and comparln1 are done on 1tatl.etlcal turt and parameter lnterp"tatlon play• no role. 

Interpretation com• In af\er final, or, at leut, proml,ln1, model, have been Identified, And It 11 

nece11ary, In my view, IC we are to do the beat Job oC communicating our reeulta. lnterp"tatlon, or the 

proepect or It, ,hould aleo be kept In mind when we parameterlae model,, Every linear model permlta 

oC eeveral alternative parameterl1atlon1, all providing the aame R2, the aame fit to Individual

obeervatlou. We 1bould chooee one, our eol\ware willing, tbat will be natural to lnterp"t later on. 

And, IC our goal, accommodate any degree oC "model ,nooplng", having parameten with 1imple 

lnterpretationa make, it tbat mucb euier Cor ua to - our way forward In model 1implificatlon or 

modification. 

If we keep in mind where in tbe modeling proc- we are, we can make parameter interpretation 

work for ua and not againat ua. I cannot believe that modeling progre111 ia facilitated if tbe analy,t ia 

"blinded" u to the meaning of parameten Uiroughout U.. entire coune of modeling. 

Delermiaiat.ic and SlochMUc Modela. McNeil (1990) writea " , . .  wben one utilisee MLR one ia 

taking the stance that· behavior ia complexly � . . · . The goal then ia to account for the 

variation in the criterion by obtaining u high an R2 u poeaible .. " The emphuia ia mine. In an

appendix to the same article McNeil equatea a "correct model" with one yielding an R2 of 1.0. Both

remarks suggest that be ia modeling deterministic phenomena; given the right eet of EV,, all of the 

respo111e variability can be accounted for. Unquestionably, behavior ia complexly inO__. (if not 

wholly determined) and tbe eearcb for a highest R2 neceuarily leada to modela with very many EV,.

And, indeed, in a model with 100, 200, perhaps more, intercorrelated EVs, parameter interpretation 

does become, at best, problematic. 
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Maximising R2 for deterministic reepon.ees ia but one goal &o be pursued with linear modeling. Let 
me ■uggeet ■ome alternative■. 

(1) Not all behavioral, biological or ■ocial phenomena are determiniatic. 1 mean that in two
aenae■• First, there la the poeeibility of ■ome inherent randomn-; in priaciple we CAD never account 
for all of the variability in the free throw accuracy of NBA playen. And, there are human limitations; 
in praciice we ahall never identify all of the EV1 needed to account fully for the variability in the 
voting behavior of US 1tate legislators. In either event, the "correct model" cannot extend beyond the 
EV1 that are known to be relevant and will have an R2 1ubatantially lea than 1.0. 

(2) Even if we take· the reeponae to be determiniatic, but complexly ■o, we often make acientific
headway by conaldering, at one time, only a few of the many EV1 which are known to be relevant. We 
aeek to learn more' about how ■ome EV of Interest lnfluencee a rapoue. Several of my 1ketchy 
examples �iven earlier had a common theme; bow does Yean of Education Influence Annual Income? 
Many, many l'&cton other than Yean of Education Impact earninp, But, that'• hatdly the point If 
what I'm Interested In ia learning how Gender or Parental Income or College M�or mlgM moderate 
the Influence of Yeara Education on Annual Income. If I aample randomly I need not worry overmuch 
about what elae I might have put Into my model, 

(3) McNeil mak• the very Important point that the magnitude of an Influence we detect for aome
EV In an obtervadonal 1tudy may be a poor guide to what hAP!Mnt when we attempt to manipulate 
that EV, That 11 a caveat &o be heeded In the reporting o( any obtervational 1tudy, Havln1 aald that, 
we can do worae In our M&N:h for potentially effective manipulation• than to pay auentloo to the 
macnltud• of obtervatlonal 1tudy lnfluencea, When I Induce a 1tudent &o remain In collece another 
year I may not have lncreued her poeHducatlonal Income by 16,000 per year, Havlo1 noticed In an 
(bypothedcal) obtenatlonal 1tudy that, on averace, each additional year of education wu 1110Clated 
with that amount of additional Income, however, 1uggeata It 11 a manipulation worth trying, and 

evaluating. 

I believe tbal a very great many, perbai» the 1ubatantial m�orlty of, linear model, In the 

biological and behavioral aclenc• are of th- 1ec:ond and third kind,, They Involve a limited number 

of EV,, often fewer than are known lo be relevant to the RV. And, they addreae one or both of these 

queetiona: "How great Ip the Influence, 1£ any, of thla EV?ft and "How l1 the Influence of my EV 

changed when I take theae qther things Into ac�ount?" In neither cue la the Ri as relevant as the 
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interpreted model parameters. 

' 

Parameter interpretation, far from being 1u1pect, should be embraced by the multiple linear 

regreuion community. For appropriately parameteriaed model• the parameters and their eatimai.e. 

provide natural meuurea of the magnitude o( explanatory influencea. Parameter interpretation i• 

-ntial if we are to underatand the meaningfuln- (1ubatantive 1igniflcauce) of an influence u well u

it• Mpraence" (1tati1tic.l 1i1nincance). 
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Response to Lunneborg: 
The Conditions for Interpretation of Regression Weights

Keith McNell 

N.w Meitlco Btate Unlw,.lty 

ABSTRACT 

In a reply to McNeil (1990), Lunneborg (1991) indicate■ hi• 
■trong de■ir• to interpret regr•••ion weight■. While taking ■uch 
a ■tand, h• hint• at ••v•ral condition■, but doe■ not explore them 
deeply. Unfortunately, th••• condition■ are ••ldom obtained in 
application■ ot th• General Linear Hodel. Although th••• 
condition■ can be obtained, mo■t r•••arch•r• do not obtain them and 
are otten too impatient to re■train their interpretation■. Th••• 
condition■ are an R2 clo•• to 1.0 and predictor variable• that have
been manipulated. 

Determini■tic behavior 
Lunneborg conclude■ that "not all behavior in th• behavioral 

sciences is deterministic," basing hia conclusion on two senses. 
"First, there ia the possibility of some inherent randomness," and 
second, "in practice we shall never identity all ot the EVs needed 
to account fully for the variability in the" (criterion). While 
one may disagree with his conclusion, one could agree with his two 
senses. Indeed, if one uses regression weights to predict behavior 
than one is acting upon a deterministic model. For instance, if 
one reads a journal on regression, one is intending to learn more 
about regression. 

The reason that the two senses might disturb one is that too 
many researchers take these as a rationale for conducting sloppy 
research, for using only a few variables, and for not considering 
any other relationship other than linear relationships. one must 
start off with the assumption in the behavioral sciences that 
behavior is complexly determined (caused, occurring, or whatever 
synonym that you choose) and therefore one must include enough 
(which may be many) variables in the regression model. 

Manipulation of predictor variables 
Most regression applications are really in the data snooping 

category, attempting to find out what is happening. In the example 
that Lunneborg provides, predicting Annual Income from Years of 
Education, the regression weight for Years of Education is 
correctly interpreted as "The increase in expected Annual Income 
associated with an increase by one year in the number of Years of 
Education." Now this interpretation is valid with the static 
sample of data at hand. 'The data is static in the sense that the 
data was collected ad hoc and there was no attempt at random 
assignment to various Years of Education. That is, there was no 
manipulation of Years of Education. Now consider the case when the

researcher decides to manipulate the predictor variable. (It is 
not clear that any researcher or any subjects would be willing to 
do such a study, but let us assume that there are such 

37 



individuals.) Is it reasonable to assume that all subjects will 
react the same way to receiving their allotted Years of Education? 
Will not some subjects attempt to override the allotment, by 
requesting more years of education, while other subjects might even 
request fewer years of education? And even if the subjects were 
controlled enough to take the right amount of assigned Years of 
Education, is it reasonable to assume that these Years would have 
the same effect on the criterion that was observed in the non
manipulated situation? All of the internal and external validity 
issues discussed many years ago by Campbell and Stanley (1963) are 
still alive today. Only until the predictor variable ( s) are 
manipulated will one be able to use the regression weights to make 
accurate "manipulation" predictions. 

R2 close to 1.00 
If a researcher has not obtained an R2 close to 1.00, then 

interpretation of regression weights can lead to very uninformative 
and in some cases totally false predictions. Lunneborg contends 
that "we often make scientific headway by considering, at one time, 
only a few of the many EV• which are known to be relevant .... If I 
sample randomly I need not worry overmuch about what else I might 
have put into my model" (Lunneborg, 1991). 

Figure 1 indicates (totally fictitious) data that directly 
contradicts the above thinking. The regreasion weight from the 
single straight line model i• accurate in predicting the aample'• 
Annual Income over the lower range of Years of Education, but not 
so at the upper ends. Indeed, the interaction between Gender and 
Years of Education nullifies the use of the regression weight from 
the single straight line model even in the static case of the 
sample data. The single ragraaaion line of beat tit from the 
single straight line modal is not applicable to either males or 
females, and indeed would lead to erroneous raco111J11endationa tor

females. That is, th• single line of beat tit would reco111J11end 
additional Years of Education for both male• and females, but the 
two interacting second degree curves racouand• a plateau at about 
11 Years of Education and no additional Years of Education attar 
that. 

careful sampling to obtain as many male• as tamales would not 
in any way alleviate the misinterpretation provided by the single 
straight line regression weight, Last the reader argue that the 
data i• "unusual, 11 another example is provided. Many functional 
relationship• are of a second-degree nature, either inverted u

ahapad or U•ahapad as in Figura 2, 
It a raaaarchar took the usual "•aay way out, 11 only the single 

line model of using X to predict Y would be investigated. �pon 
finding that the slope of the line is close too and that the R is 
close too, the researcher would conclude that there i• no (linear) 
model is of no value in the prediction of Y at any point along the 
X axis. Most t'esearchers would likely not again use X in the 
prediction of Y. Obviously, the data depicted in Figure 2 would 
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Figure 1. A case wherein linear prediction is high, but misleading 
for values above 11. 

relationship. between X and Y. Indeed, the single straight line 
lead one to investigate the. second-degree relationship between X 
and Y. 

The data in Figures 1 .. and 2 present cases wherein false

predictions are made when the R2 is less than 1. oo. Too much 
research is limited to the Pearson product and the t-test single 
variable thinking. Even interaction is usually not investigated as 
a valuable component for increasing the R2 , but as problematic,. in 
the interpretation of the Main Effects. �' 
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Interpreting R•greaaion Weight• in Terma of Relative Importance 
' : ' : � 1 " 

Many reaearchera and aome atatiatica author■ provide aupport 
and procedure■ for auch an interpretation. Th� original impetua 
for the McNeil (1990) paper waa th• concern with interpreting 
regreaaion weight• in tert11a of r11atiy1 importang1. The paper did 
not addr••• thia iaaue, and hence neither did Lunnebor9. If one 
take• th• multivariate atance, then one i• atipulating that 
behavior i• multiply detert11ined, and that many predictor variable• 
may need to appear in th• re9reaaion model. All of th• predictor 
variable• are important, and the varioua predictor variable• are 
almoat certainly correlated with each other t0. aom• extent. 
Therefor, all of the "neceaaary" predictor variable• are valuable 
in th• determination of the criterion variable. Again, Figure 2 i■ 
a good example of the inadviaability of identifying the "moat 
important" predictor. Which predictor haa the highHt weight will 
be a function of the data. It might.well be that th• linear term 
haa the higheat weight, yet we know that the linear term, by 
itaelf, haa abaolutely no relationahip with the criterion. Th• 
tone of Lunnebo�g•• comment■ would lead one to believe that he, 
too, would diaavow interpretation of "the moat important" predictor 
variable, 

Lunneborg I s caveat of conditional interpretation, al though 
more appropriate than a non-conditioned interpretation, is 
inappropriate for a relationship that has an R2 less than 1.00 as 
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well as for a static relationship. Figures 1 and 2 again provide
evidence to support this assertion. Since the predictor variables
are correlated one cannot assume that one predictor variable can be
held constant when another predictor variable is changed. 

Testing Non-zero Weights 
Lunneborg concerns himself with the proper interpretation of 

the significance of th• hypothesis test. Ha says that ha is more
interested in the interpretation of weights than in whether or not 
there is statistical significance. There ia a way to accomplish 
his goal through hypothesis testing. It one is interested in 
making statements about the magnitude of the waightin9 
coefficients, than one should be taatin9 non-zero statistical 
hypoth•••• (McNeil, 1991). Th• tasting of a weight equal to zero 
has become ao automatic and co111111on-placa that often researchers
fail to consider other alternatives. As Lunnaborg states, the 
Research Hypothesis should 9uide the modal• teated, and that 
Research Hypothesis ia guided by what the researcher wants to 
conclude from the research. If one is not going to be satisfied to 
conclude that "the regression weight i• not zero," than one should 
be testing another Research Hypothesis. It one ia not going to be 
satisfied to conclude that "the regression weight ia not zero," but 
wants to conclude that "the regression weight ia greater than 
zero," then that Directional Hypoth11i1 is the Raaearch Hypothesis 
that should be teated, If one i• not going to be satisfied to 
conclude that "the regression weight is greater than zero, 11 but 
wants to conclude that "the regression weight is, say greater than 
soo, 11 then that Non-zero weight is the Research Hypothesis that 
should be tasted. 

Stages of Modeling 
Lunneborg (1991) refers to stages of modeling. 

"Interpretation comes in after final, or at least, promising, 
models have been identified", In other sections of the paper he 
talks about "accepted" or final models. And in another section he 
agrees that an observational study may be a poor guide to what 
happens when we attempt to manipulate. One could conclude that he 
would like to refrain from interpreting a weiihting coefficient
until he has obtained a model that has a high R and that has been 
validated on manipulated data. But such a definite conclusion does 
not appear in the article. Any researcher should be aware of the 
stage of modeling that they are in, and since so many researchers 
jump from one content area to another, most should rightly find 
themselves in the very lowest stage. In an early regression text 
(McNeil, Kelly, & McNeil, 1975, p. 474), an argument was made for 
the relative value of probability and R2 depending upon the stage 
of the research. Five stages were identified: 1) data snooping, 2) 
hypothesis testing, 3) replication, 4) manipulation with dynamic 
variables, and 5) replication with dynamic variables. An emphasis 
on low probability was seen as valuable in stages 2, 4 and 5, 
whereas an emphasis on high R2 was seen as valuable in stages 1, 3, 
4 1 and 5. The addition to those notions in light of the above 
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discussion is that the emphas is on interpreting weightsi:would; be
va luable only at stage 5 when one had succes stully:r�plicated/?a t 
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