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USING COEFFICIENTS OF ORTHOGONAL POLYNOMIALS
AS PREDICTOR VARIABLES IN MULTIPLE LINEAR REGRESSION

William K. Brockshire and J. T. Bolding

Coefficients of Orthogonal Polynomials are presented by some authors
(Snececor and Cochran) as a means of simplifying the computation required
in trend analysis. Linear regression addicts who are computer oriented can
still make good use of such coding in the amalysis of complicated designs.

Consider a two factor design where the factors are assumed to be
quantitative with levels selected at equal intervals. Testing for main
effects and trend analysis can both be simplified by the use cf coefficients
of orthogonal polynomials as predictor vectors.

An example is presented where factor A has two levels and factor B has

four equally spaced levels. The data is taken from Kirk (1969) chapter 7.

Table #1

Data From Kirk Page 175

B B, By B,

3 4 7 7

6 5 8 8

A 3 4 7 9
3 3 6 8

1 2 5 | 10

A 2 3 6 | 10
), 2 3 5 | g
| 2 3 6 | 11




Since factor A only has two levels there will only be a linear compo-
nent and the two levels of factor A will be coded -1 and +1. The assignment
XI = +1 is given for scores in Al' The assignment Xl = -1 is given for
scores in AZ.

The four levels of factor B will give rise to three components -

linear, quadratic, and cubic. The respective coefficients are found to be

as follows:
Linear Code Quadratic Code Cubic Code
Level 1 -3 +1 -1
level 2 -1 -1 +3
Level 3 +1 -1 -3
Level 4 +3 +1 +1

Vector X, is the linear component of factor B and is coded as follows:

-3 if the score is from Bl (colum 1),
-1 if the score is from B, (colum 2),
+1 if the score is from B3 (colum 3), and
+3 if the score is from By (colum 4).
Vectors X3 and X4 are similarly defined using the orthogonal ploynomial
coefficients for the quadratic and cubic components respectively.
There are three degrees of freedom associated with the interaction mean

square e. g., (2-1)(4-1). These three components are defined as follows:

X. = A linear times B linear,

5
X6 = A linear times B quadratic, and
X7 = A linear times B cubic.

i
|
|

3.

A condensed representative of the predictor vectors is given in Table 2.
The sum of squares between rows, columns, or interaction can be partitioned
into as many trend components as there are degrees of freedom for the

respective variance estimate.

Table #2

Condensed Representation of Predictor Vectors

Factor A Terms for Factor B Interaction Terms

Membership|linear Quadratic Cubic Xg = % = Xy =
Cell Xl X Xz Xy X1 times )(2 Xl times )(3 Xl times X4
AsBy 1 -3 1 -1 -3 1 -1
Ale 1 -1 -1 3 -1 -1 3
A1B3 1 1 -1 -3 1 -1 -3
A1B4 1 3 1 1 3 1 1
AzBy -1 -3 1 -1 3 -1 1
By -1 -1 -1 3 1 1 -3
AZBS -1 1 -1 -3 -1 1 3
AZBA,j -1 3 1 1 l -3 -1 -1

With the predictor vectors defined as above the test for main effects,

interaction, and trend analysis proceeds as outlined in Table 3.




Table #3--(Continued)

Testing Cubic Trend Component of B
Restriction: A,=0
Model 7 ‘{=AOU+31X1+A2X2+A3X3+A5XS+A6X6+A7X7+E7 Restricted | .9146 | 1/24 2.08 ,1594 194

Testing Linear X Linear Trend Component
Restriction: A

=0
Model 8 Y=A0U+31X1+AZXZ+A3X3+A4X4+A6X6+A7X7+E8 Restricted | .8653 § 1/24 17.16 L0006 196

Testing Linear X Quadratic Trend Component

Restriction: AX;O
Model 9 Y=A0U+ )\1+A2X2+A3X3+A4X4+ASXS+A7X7+E9 Restricted | .9082 | 1/24 4.05 0527 196

Testing Linear X Cubic Trend Component
Restriction: Ag=0
Model 10 Y=A0U+,K1X1+AZX2+A X, +A X +A X +A X +E Restricted | .9086 | 1/24 3.92 .0563

|
3Ry AR ARG A K *Ey g i 196
b L
< Table #3
Regression Analysis of Main Effect and Trend
2 |
Model Model 24 df F P Kirk's Page

Full Model for All F Test
Model 1 Y=AOU+A1X1+A2X2+A3X3+A4X4+A5X5+A6X6+A7X7+i:l Full L9214
Testing Interaction Effect
Restriction: A= A§= As=0 ;
Model 2 Y=A0U+]§\1)(l AKX +Az X+ A X +E Restricted | .8392 | 3/24 8.38 | .0008 176
Testing Colum Effect
Restriction: Ap=Az=As=0
Model 3 Y=AgUrA;X)+AcXc+AgXo+AZK+E- Restricted | .0955 | 3/24 84.11 ° .0000 176

i
Testing Row Effect .
Restriction: Ay=0 :
Model 4 Y=A0U+}\2X2+A3X3+A4X4+A5X5+A6X6*A7X7+E4 Restricted .9082 | 1/24 4.05 ¢ .0527 176
Testing Linear Trend Component of B
Restriction: A,=0 )
Model 5 Y=AOU+i1X1+A3X3+A4X4+A5XS+A6X6+A7X7+ES Restricted | ,1363 | 1/24 | 239.87 ‘ .0000 193
Testing Quadratic Trend Component of B i
Restriction: Ax=0 i
Model 6 Y=AOU+I}1X1+A2X2+A4X4+A5XS+A6X6+A7X7+L6 Restricted | .8875 | 1/24 | 10.38 ‘ .0039 193
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Draper and Smith (1966} discuss the use of orthogonal polynomials in
curve fitting. Mendenhall (1968) devotes most of a chapter to the use of
orthogonal predictors including a section on orthogonal polynomials, and

their use in a "k-way classification" problem.
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Testing an liypothesis About a Single Population Mean
with Multiofe Linear Regression

Keith A. Mchel!
Southern Illinols University at Carbondale
ABSTRACT
The recent emphasis on criterion referenced testing and on the explicit
stating of objectives Impiies that more researchers wiil be testing hypotheses
about & single population mean. The nensralized regression procedure is one way
to test such an hypothesis., The appropriate regression modeis are presented in

this paper,

The rultiple linear regression procedure has been shown 10 be an extremely
flexible technique, encompassing both analysis of variance designs as well as
correlational designs (Botfenberg and Ward, 1963; Kelly, Beggs, McNeil, Eichel~
berger and Lyon, 1969; Wiltiams, 1970). indeed, any hypothesis that requires
a least squares solution can be tested with the multiple linear regression appreach,
with the exception of questions dealing with muitiple dependent variables. Even

p
some of the non—paramef;Wc techniques have been accomnlished with the general
{inear mode! (McNeil and Morthiand, 197{; Starr, 19711.

Cf more importance though is the fact that multiple linear regression allows,
indeed, demands that the researcher state his research hypothesis. The flexibility
of the technique demands that the specific hyoothesis be stated by the user, The
specificity of the research hypothesis becomes qulte clear when testing an
hypothesis about a single population mean. For example, the researcher may suspect
that the children in his school are, on the average, below the normal {0 mean.
Given that the "normal [0 mean" is 100, then the research hypothesis would be,

"The population of the school has a mean IQ iower than the normal mean 10,V




Stated symbolically, the research hypothesis would be:,ﬁ{l £ |00 where | is
+the population mean of the school, and 100 is the normal (0 mean. ‘The statistical
hypothesis used to test this hypothesis is "The population of the schoo! has
a mean 10 egual to that of the normal mean 10," or symbolically:/qf = 100.
Another example may be of some assistance. Consider a project utilizing
methods to reduce alienation., One of their objectives might be: After six
weeks of participation, the alienatlon mean score of the children In the project
will be less than five, HNow if the project director is only interested in how
the project works for the few children in the nroject, he simply needs to look
at the sample alienation mean o see if it is less than five. But a more
reasonable desire is to Infer to the adequacy of the projsct, with Tthe intent
of adopting it in other schools. With this desire, the project director wants
to Infer to a population of children. The research hypothesis in this case
would be: "After six weeks of Instruction, the alienation mean score In the
oopulation will be less than five," Symbolicalily: /15 < 5. The statistical

hypothesls is: "After six weeks of Instruction, the alienation mean score in the

population will be five." Symbolically, the statistical hypothesis is /1l = 3.

Traditional Solution

The traditional statistical solution to the kinds of hypotheses being
discussed are presented as either a + test or a z test. Bloomers and Lindquist
(1960) present a z test and their example is similar to the first example in
this paper, Since a z test is presented, the authors indicate that the test is
reserved for large samples.

Glass and Stanley (1970) present the technique in terms of a 1 test; and

since the 1 test is sensitive to varying number of subjects, Their formuiation

- .
provides the exact probablfity values, whereas a z test will nrovide onlv a close

approximation. The data for +the alienation research hypothesis discussed above
is presented in Table | and tested in Table 2. The resulting + and related F

values will be referred to later.

Regression Solution

The following regression solution alse provides an exact probabitity value,

but since the formulation is applicable to all (east scuares procedures, it can

be argued that the regqression formutation is preferred over the + test formulation.

To answer any research hypothesis on muitiple linear regression, full and
restricted models must be constructed., The same F test formula is applicabie +o
all hypotheses, oroviding That the unit vector is in hoth the full and restricted
modets, |f this Is not the case, and the present solution Is not, then an

alternative formula for the F +est must be used (Bottenberg and Ward, 1963):

(ESS_ = ES5,)/(m = m,)

Fimp - my), N - m) = i
“ (ESSfT7TN - ml)
where:
ESSr = error sum ot squares in the restricted model

ESSf = error sum of squares in the full model

my = number of ilnearly independent vectors in +he full mode! (number
of pleces of Information in +he full model)

m2 = ?umber of linearly ln?ependenf vectors in the restricted model
number of pieces of information in +he restricted model)

The alienation example will now he formulated in regression modeis. The
research hypothesis: "After six weeks of instruction, the alienation mean score
in the population wiil be less +han flve" dictates a full model which must zllow

the alienation mean to manifest itself:
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= + E
YI aOU |
where: Y§ = aflenation scores;
U = ones for all subjects; and
= regression coefficient chosen so as to minimize the error sum
of squares, or the sum of the squared elements In EI' the error
vector
Readers familiar with the regression technique will recognize this model as
. . s - 2
“the unlit vector mode!" yielding no differential predictabiiity (R® = 0), The
one regression coefficlient that nust be determined is ao, and this will be the
sample mean. The sum of the sqaured elements in EI will be the EESf. The statis-
tical hypothesis implies the resfriction that a, = 5.; forcing this restriction
on the full model results in the following algebraic gyrations:

full model: Y) = aOU + E!

restriction: &, = 5

restricted model: Y| = 54 + E2

but since U = | for all subjects, 5U is a constant, and subtracting
that constant from both sides yietds the finat form of the restricted

mode |

The sum of the squared elements in E5 (or Y‘ - 5U) wiil be the ESS.. Note
+hat the full modei utilizes one piece of information (fthe unit vector), whereas
the restricted model utilizes no information, therefore, M= I and M, = 0. The
difference between m, and Moy is one, being equal To the number of restrictions
made, and also being the degrees of freedom numerator for the F test. Tabte |
contains the intermediate values for the solution, The resultant F of 101.5 is
within rounding error of the Tz value of 102.4. The significance of the F must

be judged by referring fo tabled values, and since this wns a directional

11,

hypothesis, one must use the 90th percentile of F 1% his alpha was .05 and the
sample mean is in the hypothesized direction, f the allienation sample mean

was greater than 5, there would have been no need to go through the statistical
gyrations; it would have suffliced to report "not significant," and then suggest
dropping the project. More thorough discussion of directional hypothesis testing,
within the context of multiple linear regression, can be found in McMeit and

Beggs (1971) and McNeil (1971},

Summary

I+ would appear that with the recent emphasis on criterion referenced testing
and on the explicit stating of objectives that more researchers will be turning
+o the single population mean hypotheses presented in this paper, 1t 14 hoped
that the regression formulation is utilized since It is generalizable to other
least squares procedures. Researchers having access to computing facilitles can
perform the required analysis quickly, as one computer run witl provide all the
component values of the F fest. The substitution of the numerical values into
the formula must be done by hand, but that is a smali price to pay for the
utilization of the flexiblé multiple tinear regression technique, Hypotheses
about 2 proportion could also be tested with the same full and restricted modeis.
The criterion vector tn this case would be & dichotomous vector rather than a

continuous vector as in the alienation examole.

Appendix A - Linear Setup To Achieve Inftermediate Values

X(2)
X{3)

o

(X(1}=2.5)%%2,
(X(1)=5.0)%%2,

The 2.5 in the first date transformation statement reflects the observed
sampie msan, while the 5.0 in the second reflects the hypothesizad sample mean.
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Mean for Varlable 2 will be ESSf/N
Mean for Variable 3 will be ESSF/N

Calcutation of F can be accomp!ished by using from this output:

Fi N MEAN VAR 3 - MEAN VAR 2
’ MEAN VAR 27 (N-T17

i
M
i

Table |

Numerical Sclution for Regression Testing of an
Hypothesized Population Mean

= aOU

|

2
[2.25 |
2.25
2.25
2.25
2.25

.25

2.25
6.25
.25

.25

(v,=5)
-
-4
-4

-4

-3
-2

-4

13.

2
(Y1—5)
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Table 2

Humerical Solution for Traditional Testing
of an iiypothesized Population 'tean

Formula from Glass and Staniev (1370, n. 293):

= X-ft

where: S =
VT * x
Sx/ H

for the alienation data:

5. = 1.2
X
| = 24
t = 2.5 -5.0 = =10,12
770
.’ 24
+7 o= 1024 = F
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IDENTIFICATION OF SIGNIFICANT PREDICTORS
OF CHILDREN'S ACHIEVEMENT AND ATTENDANCE

OFELIA HALASA
Division of Research and Development
Cleveland Public Schools
Cleveland, Ohio

The identification of variables other than the treatment process,
which is affecting the criterion measure variance has always been a problem,
Multiple regression techniques have been utilized to 1ook at this problem
through an efficient linear equation by which scores may be combined to pre-

dict one's level of performance on a criterion measure:
~
Y = bQ - bl(Xl) + bz(xz) reae bk Xk

This is a fitted linear regression equation for a particular Y response in
terms of the independent variables X; Xz ....Xx. It allows the investigator
to extract from several variables the main features of the relationships
hidden or implied.

To come up with reliable fitted values, it is necessary to include
as many '‘predictors’ or independent variables. However, it is not only
realistically impossible in terms of cost and manpower, but the "overfitting"

of the regression equation may stabilize the residual mean square (52).

1 Paper presented at the 1971 National Council on Evaluation and
Measurement Conventicn, February 5-7 at New York City,
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Sw pwise TC ssion ana - e tion of
The e . resgl ans P " _ i g 3 i
g ¥ })5 i “)r‘_p r and Sij h, ]“60) npe: 3. Given +he regression cquatl H
appears

tc represent 1 : A
p a compromise between tco many and too few variables, and Y = £{Xp, ¥2)
It involves the procedure then examines the contribution Xy
would have made if X; had been entered first and
X, entered second, If the partial F value exceeded
the established level of significance, it is retained,
! This procedure is continued until contributien of
other variables to the criterion variance becomes
non-significant.

1 T ey 3 <
allows for the selection of the best repression couation
reexaminati F
on at entry stage of the regression of the variables incorporated
into the model i rious i
7 1 in previous stages. A variable which may have been the best

single variable Lex
g able to enter at an early stage may be superflous becausc of the

relati i o 3 .
. criz::j::p:oie::j;n lt.and the variables now in regression. Thus, partial Results obtained from regression analysis take the form of correla-
varia i
compmred with arisblc in the regression at any stage is evaluated and tion coefficients and repression coefficients along with standard erroTs of
Thi; e : ?r:selected percentage point of the appropriate F distribution, ‘ the regressicn coefficients. The regression coefficient gives the estimated
i o ;:Sime:t on the c:ntribution made by each variable as though effects of the independent variable which is significantly related to the
b recent variabl . .
into the model. Any variable whicheh::tzred rc%afélfss of Tts ?Dlnt of entry criterion. A standard erTOT estimated for cach significant coefficient gives
removed from the model. This process is CnonT31gnlflC%nt contribution is some indication of the confidence that can be placed in this coefficient.
) ontinued until no more variables . The multiple correlation coefficient (R) indicates how well the data fit the

will be admitted or rejected.
on (RZ) indicates the per cent of variation

model, A square of this correlati

The procedure may be briefly sumnarized as follows:
iterion that could be attributed to the indepen-

o of the dependent variable or cT
. The z;zcednye starts with a simple correlation matrix
COYTEIa?:Z 1?§§ ahregression the variable most highly
t wi the criterion, and finds th i
; C e firs i H13 '
e e et the e equation: t The stepwise regression technique was utilized recently in the

dent variable or variables,

evaluation of a federally-funded project at first and second grades to answer

A
Y = f(xl)
2. P ; - ; . ,
artial correlations of the other variables not in the following question:

regression with the criteri
rion are then calculated
1. Are there factors other than treatment effects which

Mathematicall the 5 :

correlations gét partial correlations represent . - - X

order 1inca ween the residuals from the first are influencing children's level of achievement and
T regression and the residual from another ] attendance?

regression not yet performed:

X

3= Ey)

The X; wi ; .

st 0 e perias copmisnn o
: ¢+ selecte e.g.

regression equation is perférmeg X2, and s second
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18.
: 1 Pre-test score showed significant effects on achieve-
5 alyses were rus with the ceing dependent : C ; " R
Ten regression gnalyses were run with e foll ip depénder ment at first and second grades, The higher the
. , . rapiables : initial score, the higher was the level of achieve-
(eriteria) and independent varisbles: ment at the end of the vear, At first grade, criterion
; Variehles variable which may be atuributed to this varishle
bepzndent varisbles ranged from 5% to 29%. At second grade, predictable
; % g
At First Grade - COOP Primary (12B) Post Scores variance ranged from 7% to 29%,
Listenin 1 2, Attendance of first grade children was a functior of the
Word pﬁaﬁ,sis Ordinal Rank, Mobility Ratc, and Duration of Project
Math - Participation., The older, the lecss mobile the child, and
Reading i the longer the duration of Project participation, the
e higher was his school attendance, Approximately 16% of
variance of attendance may be attributed to the combined
Attendance y
effects of these three variables.
- Primary 3 st . .
At Second Grade COOP Primary (238} Po scores 3. Attendance of cecond grade children was a function of
Listenin Number of Children and duration of Project Participation.
wlsdezl § sis The more children in the family, and the longer the
Mozh nalysis Duration of Project Participation, the higher was the
RZading attendance. Predictable variance of attendance was 21%,
tendance : R
Areendane Inplications
Independent Variables
Number of Children in the Family Identification of variables with significant influences on the
Ordinal Rank : . .
Mobility Rate criterion measures has the following advantages:
Duration of Project Participation
Pre-Test Score 1. Statements on treatment effects can be made with a
Attendance higher level of confidence as they are less subject
to contamination problems.
Findings 2. Variables from a larger initial set can be reduced
to a smaller but more meaningful set which has
implications in terms of economy, time, manpower,
Most of the regression coefficients which give the estimated effects * and expenditures,
of the different predictors failed a statistical test of significance., Of 3. Future data'ga;hering procedures can result in
hlgher predictive accuracy with subsequent sampling
the six predictors, the pre-test score evidenced consistent significant | units,

contributions to the criterion variance, The per cent of predictable variance,

however, indicates that a significant proportion of the variance remains

unaccounted for (Tables 1 and 2):



21.

TABLE 1

STEPDOWN REGRESSION ANALYSIS OF SIX INDEPENDENT VARIABLES
ON FIVE DEPENDENT VARIABLES

Regression Coefficients .
! Pre-Test
[ Mobility Duration of Score Attendance
Dependent Variables R2 R Children i Rank Rate Participation (Cctober) (1969.1970)
; )
j
|
COOP Primary Test (12B) i
Listening 0,26 10,51 - i - - - 0.49* -
Word Analysis 0.17 10.41 - g - - - 0.54* -
Mathematics 0.29 |0.54 - i - - - 0.64% D,04%*
'
Reading 0.05 {0.23 - ; - - - 0,21+ -
t
l i ok
Attendance 0,16 {0.40 - 5 -1,55%* | «2,21%* 0,70
i |
! !
* pd.001
*k P{.OI
- p.05
N
O
=
f—
[=4
. =1
o O
&~ ]
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N [STERT BN 2 ABSTRACT
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B R Multiple regression and factor analysis techmiques were
- E used to Investigate the relationship between the components
— = = of attitude and their differentlal predictive power. It
o . , . . = o8 was found that the different components of attitude and
* ] =g the linear interaction are more likely to be predictive for
= oz intimate rather than non-intimate behaviors. The cognitive
52 component was found to be significantly predictive of
oy intimate behavior but not predictive for non-intimate be-
2% havior. Out of the three measures used, the behavioral
= 23 o differential was the most predictive scale for both
[ ! [ ! ! 2 o Z intimate and non~intimate behavior,
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The theoretical model that is the basis of the.three component
theory of attitude infers that an individual interprets and gives
meaning to a stimulus in reference to three aspects (factors);
cognitive, affective and response disposition. These three dimensions
are likely to interact with each other and take on differential weights
in producing an individual's response. These weights should be thought
of as being determined by the particular stimulus and the context in
which the stimulus is presented. This model represents the position
that a stimulus only acquires meaning through the individual's inter-
pretation and that these three components may have different relation-

ships for different stimuldi.

METHOD

Sample: The Ss were 308 students from Southern Illinois Undversity.
Since 10% of the population of students at Southern Illinois University
ig black, the sample was chosen so that it would contain approximately
the same racial proportions.

Procedure and Design: An attitude questionnaire was designed to
measure the three components as defined. The definitions used in con-

structing the scales were:

cognitive component: <consists of such things as thinking,

perceiving, remembering and the beliefs that a person

holds towards an object; including stereotypes.

affective component: deals with the likes and dislikes
a person has towards an object. Included would be
his evaluation of an object and his emotional feelings

towards that object.

25.

response disposition: consists of all behavioral dis~

positions associated with the attitude. This component
is usually operationally defined in terms of a social
distance scale or a behavioral differential scale.

Three scales were coustructed to measure these components. The

Subjective Perception Rating Scale (SPRS) was used to measure the

cognitive dimension. Measurement was then based upon the subjective
rating of items by $s in the following examples:
The percent of white Americans who are exploiting blacks
is: 0%, 5%, 10%, 20%, 25%, 30%, 35%, 40%, 45%,...100%.
The percent of blacks who are in favor of intermarriage
between whites and blacks is: 0%, 5%, 10%, 15%...100%.
The above scales were constructed Lo measure the social perceptioﬁ of
the Ss responding to it. The affective component was operationally
defined by seven semantic differential (SD) scales, employing bipolar
adjectives which loaded high on the evaluative factor of the 8D.
Osgood, Suci and Tannenbaum (1957) presented evidence that the evaluative
component of the SD is a measure of Vattitude." Williams and Robinson
(1967) presented evidence that the evaluative factor of the 5D was

Y 4pn children. The evaluative

capable of assessing Tacial "atritudes
factor of the 8D is very similar to what has been defined as the
affective compoument of an attitude.

The response disposition of an attitude was operationally defined
by the use of four behavioral differential (BD) scales (Triandis, 1964) .
Ostrom (1469) suggested that such a scale may be the most sensitive in
measuring the response disposition component of an attitude (for a

more detailed description of the scales and the rationale for their

selection, see Newman, 1871).
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The SPRS, SD and BD scales comprised the attitude questionnaire
used in this study. The scales were then factor analyzed to make
sure they were tapping separate components. The results of the
facror analvsis confirmed the helief that the three scales were
measuring separate dimensions (see Tables 1 and 2).

The instrument used in the study consisted of two parts. Part I
contained eight semantic differential scales, four behavioral differ-
ential scales, and a subjective perception rating scale. Part II,
which was administered exactly one week later, consisted of three
separate conditions. In Condition I, ome third of the Ss were randomly
chosen to receive an article entitled, "™ilitants Aren't the Brave
Blacks,” and were told that the author of the article was a prominent
white statesman. After reading the article, the 8s were asked to rate
the author on his fairness, whether or not they would elect him to
political office, 1f thevy would want him as a roommate, etc. Another
one third of the Ss were randomly chosen for Condition II. This
coOndition was exactly the same as Condition I, except that the author
was proported to be a prominent black statesman. The final one third
of the Ss were given Condition III, which differed only in that the
Ss were given no information concerning the author’'s race (see Newman,
1971, for a more detailed description of the scales used).

The ratings of the author of the article were factor analyzed
using a principle component solution with 1's in the diagornal, a
varimax rotation, which had an arbitrary cut off point of an eigen-

value ;2 1 (Nummally, 1967). Factor scores were computed for each S.

27.

RESULTS

The ratings of the author of the article were factor anlayzed
and resulted in a two factor solution. Factor I, Political~Evaluation
(Yl)’ accounted for 23% of the trace and Factor II, Intimate-Social
Response Tendency (Yz), accounted for 21% of the trace (see Table 3).

Twenty-two regression equations were calculated, eleven for each
of these criterion, and are presented in Table 4. It was found that
Model 1, using all available information -- knowledge of author's
race, the 8s' factor scores on the semantic differential concepts,
on the behavioral differential concepts and on the subjective per-
ception rating scale, and the linear interaction between all of these
variables —— was found to be significant at p=.00004, accounting for
11% of the criterion variance of Y1. However, the same variables,

when used to predict the second criterion, Y, (Model 12), was found

2
to be significant at p{ 00001, accounting for 25% of the variance
{see Tables 5 and 6).

It was found that knowledge of race did nmot account for a
significant amount of variance in predicting Criterion 1, but was
significant in predicting Criterion 2, The interaction between the
components of attitudes was found to be nonsignificant in predicting
Criterion 1, p=.634, while the interaction in predicting Criteriom 2
just missed being significant, p=.056. It was alsc found that the
SPRS accounted for a significant amount of variance in prediction

Y2 (p<.001) above the other variable of Model 17, but found to be

nonsignificant in predicting Yl. The behavioral differential scale
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was found to be the single best independent predictor for Criterion 1
and Criterion 2. The results of these and other guestions are

presented in Tables 5 and 6.

SUMMARY AND DISCUSSION

The purpose of this study was to investipate the predictive
power of an attitude questionnaire which was constructed on the basis
of Rosenberg and Hovland's (1960) three componment theory of attitude,
and to investigate some of the relationships between these components.
The behavior predicted was an independent rating of an unnamed author
whose one-page article was read by all Ss. The ratings of the author
were factor analyzed, producing a two factor solutiom. The factor
solution was used to obtain two factor scores, Yy and Ty

Eleven regression models were calculated to predict each
criterion. Model 1 was capable of accounting for 11% of the variance,
which was significant. The component that accounted for the most
independent amount of variance was response disposition (see Table 4).

Model 12 accounted for 25.1% of the variance, which was signif-
icant (p£.00001) in predicting Y,- It was alsc found that in both
cases response disposition (behavioral differential) was better able
to predict the two criteria than the other two components.

In predicting YZ’ knowledge of the author's race was found to
account for a significant amount of the variance, however this
information was not found to be significant in predicting Yl' The

cognitive component accounted for 5.9% of the variance in predicting
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YZ’ but was nonsignificant in predicting Yl.

Factor II (Intimate-Sccial Response Tendency), which was
criterion Y,, was more predictable and consistent with the Ss'
responses to the rating of the author than was Factor I (Yi’

Political Evaluation}). A possible explanation of this outcome is
that there are different prejudices on some continuum of intimacy.
It is likely that the less intimate prejudices are more susceptible
to social pressure than the more intimate types of prejudice.

In genmeral, 1t was found that the components of attitude
differentially predicted behavior that may be classified as evaluative
behavior and intimate behaviocr. It was also clearly demonstrated
that multiple regression analysis has the desired flexibility to
determine complex functionzl relationships.

Thig study confined itself to additive and multiplicative
linear relationships. Another area of investigation is the nonlinear
relationships between components of attitude and their predictive
ability. TFor example, in addition to investigating the linear
component of affect, one may be interested in looking at affect2 or
affect? (the authors of this paper are now in the process of analyzing
such data).

One major limitation of this study was that another questionnaire
was used as the ecriterion behavior, rather than observation of actual
behavior, and any inferences made from this study must keep this in

mind.
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TABLE #3
Varimax Factor Solution of the BD and SD Scales
Rating the Author of the Article
T iz
Political~ Intimate~Social
Evaluation Response Tendency
1. Invite this person to my home 66
2, Defend his rights if thev were jeopardized 48
3. Admire the ideas of this person 73
4, Exclude from my neighboerhcod 66
5. Take person into home if a riot victim 62
6. Participate in a2 discussion with 57
7. Want as a member of my church 57
8, Elect this person to a political office 70
9. Accent as a close kin by marriage 69
10. Want my child ro go to school with ’ 69
11. Be alone with this person 65
12, Want as a roommate 42 52
13, Pair -~ Unfair 84
14, Worthless ~ Valuable 77
15. Good - Bad 82
16, TFar - Near
17. Boring - Interesting 52
18, Unfamiliar - Familiar
19. " Believable -~ Unbelievable 51
20. Important - Unimportant 63
21,

Superficial -~ Profound 52

NOTE: Only factor loading of an .40 and above have been reported
and decimal points have been omitted. TFactor T, which
accounted for 23% of the trace was used to cobtain the
criterion factor scores (Yl). Factor II, which accounted
for 21% of the trace was used to obtain the criterion factor

scores (Y,).
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TABLE #4

22 Regressions Models Used In This Study

Model
¥odel
Model
Model
Model
Model
Model
Model

Model

Model

Model
Model
Model

Model

. Model

Model

Model

Model

Model

Model

Model
Model

Model

(cont.}

10

i1

12

13

14

15

16

17

18

18

20

21

22

99

b5t
ks
51
T
Yy
Y3
¥1
T3
T
¥y
Y1
¥y
Yy
¥a
12
Y2

Ty

aou+alxl+a2x2+a3X3+aAx5+a5x5+aéx6+a7x7+38X8+39X9+E1
aou+alxl+a2x2+a3X3+a4X4+asx5+36x6+a7x7+38xg+E2
agutayx+Ey

agutag)tE,

agutagxytis

aou+34xé+a5x5+a6x6+a7x7+a8x8+ agxg+Eg
aou+a5x5+a6x6+a7x7+ 88X8+89X9+E7
aou+34xa+aex6+a7x7+agx8+a9X9+E8

agutagx tagxgtarxstagrgtagrgtiy
ao“*34x4+35X5+96X6+38x8+?9X9+E10
aou+alxi+..,...+a7x7+39xQ+Ell
aou+a1xl+azx2+a3X3+aaxa+a5x5+a6x6+a7x7+a8x8+39X9+E12
aou+a1xl+azx2+a3x3+a4x¢+a5x5+a6x6+a7x7+38x8+El3
agutaix +Ey,

agutazx2+E]5

agutasxs+Eqie

a0u+a4xa+a5x5+a6x6+a7x7+a8x8+a9XQ+El7

aou+asx5+aéx6+a7x7+agx8+agx9+E18

= a ura&x4+aéx6+a7x7+38x8+a XoTE

I

o 9797719
aou+aax4+a5x5+a7x7+38x8+a9x9+520
aou+aéx4+asx5+aéx6+38x8+a9x9+E21
BouremtagkstagR tasx tagxgtE,y,

The model that accounts for zero variance




Where:

v

*1

2

*7

*8
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TABLE #4 (comt.)}

R . r

The 1 nr incipile fasctor ccores of the authoy of
:

the

5L
rti

The 2nd principle factor scores of the author of
the article,

1 if the author of the article was identified as
black, 0 otherwise.

1 ticle was ildentified as

if the author of the ar
white, ¢ otherwise.

1 if no information was given about the race of the
author, 0 otherwise.

factor scores over the S.D., concept of federal
enforcement of open housing, NAACP, bussing, white
and black civil rights activists, of the Ss who took
Part II, reading the article and rating the author.

factor scores on the $.D. scale over the concepts of
black Presidents and the Black Panthers, for those Ss
who took Part II,

factor scores of those 58 on the SPRS who tcook Part IT
of the questionnaire.

factor scores on the BD scale over the concepts of
black and white persons who faver civil rights, for
those Ss who took Part II.

factor scores on the BD scales over the concepts of

black and white persons who oppose c¢ivil rights, for
those who took Part II.

(XQ*X *y *x *x. ) interaction between the compeonents
576 8
of attitude.

Unit vector.

through E = Error terms for Model 1 through Model 22,

22 respectively.

81.r.e-8 = Partial regression weight.
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TABLE #6

Models, F~Ratings and R2 For Predicting The Ratings Of The Author (Y2)

{see Table #4 for description of variables).

for a two tail test of significance

’ Models Models R af ) P
Yedel 12 Yo = aou+a1x1+a2x2+a3x3+aaxa+a5x5+36x6 Full .251
+a7x7+38x8+aQX9+E12
“Restriction: aj=ajs=ag=az=ag=ag=ajy= 8/300 [102.9 00001
ag=89=0
Model 90 Yo9= ajutEg Restricted .000
Fodel 12 ¥y = aju +ayxgto.... agxgtEy ) Full .251
Restriction: ag=0 (Interaction) 1/300 3.66 .056
Mudel 13 ¥, = agutayxytagxot..... agxgtEyg Restricted .242
Model 14 ¥, = ajutagxi+Eqg Full .021
Restriction: a;=0 (Black) 1/307 6.5 -0
Model 99 Yy = ajutE, Restricted .H00
Model 15 Yy = agutasxytEyg Full .025
Restriction: ay=0 (White) 1/307 7.88 . 005
Model 99 Yo = agutE, Restricted .000
Model 16 Yo = agutagxgtEyg Full .003
Ragtriction: aBﬁO (N-information) ! 1/307 -1 .73
Model 99 Yo = agutE, Restricted .000
(cont,)
TABLE # 5 (cont.)
i T
Model 6 Yi= apwtaxtagxgtagxgtasxyagxgtagxgtie Full { .099 w :
Restriction: 64=0 (affectl) 1/303 3.119 :.078
Model 7 Yj3= aou+asx5+a6x6+a7x7+a8x8+a9xQ+E7 Restricted .089
Model 6 Y1= aOu+aax4+ ..... agx9+E6 Full 099
Restriction: as=0 (affectz) - 1/303 243 .622
Model 8 Yl= aou+aAx4+a6x6+a7x7+38x8+39x9+E8 Restricted .098
Model & Y3= aju +agxih..... agxgtEg Full .099
Restriction: a6=0 (cognitive) 1/303 .045 .831
Model 9 Y¥y= ajuta,xjtagxgtayxytagxgtagXgtiy Restricted .098
Model 6 Yqi= ajutagxgt..... agxgtEq Full .099
Restriction: a7=0 (response disposition) 1/3063 |25.713 | .001
Model 10 Yy= ajuta,ngtasxgtagrgtagrgtragrgtEyg Restricted 022
Model & Y3= agutesxgt..... agxgtEg Full .099
Restriction: 38=O (response dispositionz) 1/303 .614 L433
Model 11 Yy= ajuta,xtagxstaggtayxstagigthiy gy Restricted .097
NOTE: The probabllity values (P) that are reported are .
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Toddnlines fam Henortiae Desyec=ion Analvses
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Joe i Ward, Jr.

Alr Force .duman Rescurces Laboratory
Brooks Air Force Base, Texas

{(With input from Earl Jennings and Bob Bottenberg)

the following items might be considered for inclusion in a report of
regression analyses:

Title: Name of Analysis

1. General Comments

This section includes general information about the data and the

analyses. (e.g. description of sample, population, number of observa-
tions) This can be whatever seems appropriate to the writer.

2. Regression Analysis Discussion

This section can include (1) natural language statements of the
hypotheses, (2) identification of the assumed model, (3) hypotheses
in terms of assumed model, (4) identification of the restricted model,
and (5) results of the test. The numbering within this section (2.1,
2.2, . . .) should correspond to the model comparison in 4.2 below,

3. Vector Definitions

Vector Number Definition

1
2

4. Analvses

4.1 Model Specification and Summary of Results

Model Criterion  Predictor
Number  Vector(Y) Vectors SSE R R NIV EMS SEST

——

1

2
“




4.2 Model Comparisons

Comparison
Number Assumed  Restricted RZ% R%. NIVA NIVR DF1  DF2 F

=

5. Regression Computer Output

Contains detailed computer cutput of Models and E-T i i
for repocting. D tp ests if appropriate

Notation:

SSE = Sum of Squares of Error Vector

RZ = Squared multiple correlation coefficient
R = Multiple Correlation Coefficient

NIV = Number of linearly independent vectors in the predictor vectors
(See Ward and Jennings - Introduction to Linear Models, Ch 5, p 77)

IMS = Error Mean Square = SSE
{ (Dimens¥én of Vectors) - (NIVIT

SEST = Standard error of estimate = YEUS

Rza = Squared multiple correlation for assumed (or full) model
2 :
R, = Squared multiple correlation for restricted model

NIVA = Number of linearly independent vectors in the assumed model
predictor vectors

NIWR = Number of linearly independent vectors in the restricted model
predictor vectors
DF1 = NIVA - NIVR

DF? = Dimension of Vectors {i.e. number of observations) - NIVA

eyl
i}

F - statistic

e
L

* Probability
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ixample o1 Guidelines for Reporting Regression Analyses

Analysis of Problems From Chapters 4 and 6 of Ward and Jennings

1. General Comments

The data are artificial, representing (N = 20) cbservations of
typing - performance on students who are described as freshman,
sophomore, junior, or senior. See p 58-59 of Ward and Jennings,
Introduction to Linear Models.

2. Regression Analysis Discussion

2.1 (1) 1Is it appropriate to say that the levels of typing
performance for freshman, sophomores, juniors, and seniors are equal?

(2} The assumed model 1is
X1 = 5 x(2) + a, X+ ag X&) + gy x5 4 D

(3) The hypothesis is

£ (fr) = E (soph) = E (jr) = E (s1)

or
a; = a,
(4) The restricted model is

Y =a U+ @

(5) The result of the test (see Section 4.9) indicates that
there is a statistically significant difference (p (COOGé}between these
four groups.

2.2 (1) Is the amount of change in typing performance for each
year change in grade level constant for all grade levels?

(2) The assumed model is:

x(1) « ) X(2) 4 2, X3 4 ag X8 4 2y x(5) 4 (D)
{(3) The hypothesis is:

ag - a) =ag - ay =a -ag =W

or
defining ay = wp + 9w; then the hypothesis is

g = wp *+ 9w

QEWO"‘lOWl
& = Wy + 1lwy
8 = Wy + 12w1
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(4) ‘The restricted model is:
X(l) = wo U+ wl X(éj + E(S)

(5) The result of the test (see Section 6.7) indicates that the
hypothesis 1s reasonable.

3. Vector lefinitions

Vector Number Definitions

Typing performance in words/min.
1 if student is freshman

1 if student is sophomore

1 if student is junior

1 if student is senior

grade of student (9, 10, 11, 12)

ool Fu BN - VR I S g

4. Analyses
4.1 Model Specification and Summary of Results

Model Criterion Predictor

Number Vector(Y) Vectors SSE  R¥ R NIV BMS SEST
1 1 2, ...,5 1996.8 .6554 .8096 4 124.80 11.17
2 1 u 5795.2 0 0 1 305.01 17.5
3 1 U,6 2000.6 .6548 .8092 2 111.15 10.54

4.2 Model Comparisons

Comparison Assumed Restricted

Model Model  Model R% R NIVA NIVR DFL DF2F__ p
1 1 2 L6554 0 4 1 3 16 10.1 .0006
2 1 3 .6554 .6548 4 2 2 16 .015 .9847

5. Regression Computer Output

Results of detailed computer outputs (see p. 263 of Ward and Jennings).
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Reactions to Ward's "Guidelines for Reporting Regression
Analyses," and Some Alternatives

Keith McNeil

Ward's proposed guidelines need discussion by SIG members in a number of
places:

(1) There is not enough emphasis upon the statement of the question the
researcher wants to establish, and the statistical hypothesis employed to test
that question.

{2) There is extraneous regression information, which is not desired by
most researchers.

(3) Yo allowance is made for alpha, and the decision regarding hypotheses

is not given enocugh play-~-the guidelines make regression important for its own

sake (rightfully so for $IG members, but not for common researchers) rather than as

a tool for answering the researcher's question.

(4) The encouragement of a 'matural language statement," cne that the
researcher must state in his own language is welcomed, but the statement is
nothing more than a "mull hypothesis," which is usually not what the researcher
is wanting to establish. The following guidelines I propose include both a
research and a statistical hypothesis. {Those concerned about directional
hypothesis testing realize that the same statistical (null) hypothesis serves
both the directional and non-directiconal research hypotheses.)

{5) Under Model Specifications, the criterion vector is referred to as "Y"
when in fact it is an "X". SSE, R, NIV, EMS, SEST are all, with the possible
exception of SEST, not usually of interest to researchers.

(8) Under Model Comparisons, NIVA and NIVR are excess infcrmation.
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Suggested Guidelines for Reporting Regression Analvses
2 D g >

Statement of the research hypothesis - that which the researcher is hoping to
support.

Statement of the statistical hypothesis.

Statement of alpha - the risk (probability) the researcher is willing to make in
rejecting a true statistical hypothesis.

Formulation of the full medel - all variables must be implied unambiguously by
the research hypothesis.

Statement of the restrictions implied by the statistical hypothesis.
Formulation of the restricted model - reflecting the statistical hypothesis.
Definition of the vectors.

Reporting of the probability (p) of calculated T oceurring by chance alone and
comparisen of that p with the preset alpha level, in order for the researcher
to make a decision;

1. If p% aipha, then reject statistical hypothesis and accept research
hypothesis.

2. If p > alpha, fail to reject statistical hypothesis and fail to accept
research hypothesis.

.
%]

i Example Following the Above Guidelines

Directicnal Research Hypothasis: For some population, Method A is better thap
Yethod B on the eriterion Yl.

Statistical Hypothesis: For some population, Method A and Method B are egually
effective on the criterion Y.

Full Hodels Yy = agl + ai0) + agl, + E;

Restrictions: aj = a,

Restricted Model: Ty = agl + By

where: Yy = criterion

U = 1forall subjects;

Gy =1 if subject in Method 4, zero otherwise,
Gy = 1 if subject in Method B, zero otherwise; and
3g, 29, and &, are least squares weighting coefficients caleulated
so as to minimize the sum of the squared values in the error vectors,
£y and Ej.

P o= o222 p { .0001

Decision: Since the weight ag :>a2 as hypothesized and p £ alpha, reject the
statistical hypothesis and hold as tenable the research hypothesis.
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£

L Hevised Suggested Formaf for the Presentation
of Multiple Regression Analysis
Isadore Newman
Unlversity of Akron

In an earlier issue 1 suggested a format for presenting
the results of multiple regression analysis. Since then,
a commlittee, chalred by Joe Ward, was appointed by the Multiple
Hegresslon Speclal Interest Groun. At the last meeting in
New Orleans, Ward discussed his suggested guide lines, Xeith
McNell has also made suggestions for the presentation of results
of mualtiple regression analysis,

I have since revised my origional format and 1 am now
presenting it, All of these suggestions sheuld be considered.
I believe it 1s lmportant to have a standard format which
will reduce some ambigulty regarding the symbols used and
the interpretation of multivle regression tables. This, I
believe, will enhatice our abllity to promote further use of
multiple regression through better communicating the results

in the most concise and easily intervpretable form,
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BUSINESS MEETING ROTES

The annual business meeting of the AERA Special Interest Group

on Multiple Linear Regression was held on February 28, 1973 during
the 1973 AERA Annual Meeting in New Orleans. 1972-73 Chairman
Billi Connett presided.

0ld business:

A. Joe Ward, chairman of the committee to develop guidelines
for reporting regression analyses, reported on a suggested
format and invited comments on it from the Viewpoints
readers, ’

B. Dues were collected.

N&w buginess:

A. The meeting was turned over to 1973-74 chairman, Judy McHNeil.

B. Election was held for the Office of Secretary, Chairman-elect.
James Bolding of the University of Arkansas was elected.

C. The membership expressed appreciation for the years of service
given to the SIG by John Williams serving as editor and expressed
a desire to find another individual and institution to take over
the burden. Isadore Newman of the University of Akron accepted
the position.

D. The membership approved a proposal to combine the responsibilities
of Chairman and program chairman beginning with this year.

Interaction Hours

A sgsocial Interaction party was held for the SIG on the evening
of February 28 in New Orleans.
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Membership:

Dues ($1.00) for membership in the AERA Multiple Linear
Regression Special Group were due as of the New Orleans Annual
meeting (1973-1974). If you did not pay your $1 at New Orleans
send it to the new Secretary: James Bolding, Educational
Foundations, University of Arkamsas, Fayetteville, Arkansas, 72701

50.

Since the paper presented by Keith and Judy McNeil at the AFRA:SIG
session was some 30 pages long, it will not be reprinted in Viewpoints.
Anyone desiring & copy should write to Keith McNeil, Department of Guidance
and Educational Psychelogy, Southern Illinois University, Carbondale,

Illinois 52901,
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Steve Spaner is proud to announce that his HMLR symposium was acceptéd by
Div. 5 {Measurement and Evaluation) of the APA for presentation Thursday,
August 30, 1973 from 10-12 AM at the 1973 APA Convention in Montreal,
Canada. The following is the list of participants and:their presentations
(abstracts are available from Steve):

The application of multiple linear regression {MLR) to research evaluation
Steven D. Spaner, University of Missouri-St. Louis, St. Louis, Mo,
Participants:

Joseph Liftik, Services for Traffic Safety, Boston, Mass. The
-~---application of MLR in alcoholism diagnosis.

Jack Byrne, Westinghouse Research Laboratories, Pittsburgh, Pa.
An evaluation of first grade reading: a multiple }inear
regression analysis.

Judy T. MecNeil and Keith A. McNeil, Southern [1linois University,
Carbondale, 111. A regression analysis of the functional
relationship between mother-infant physical contact and
infant development.

fsadore Newman and Gerald J. Blumenfeld, The University of Akron,
Akron, Ohio. The use of multiple regression in evaluating
alternative methods of scoring multiple choice tests.

Thomas £. Jordan and Steven D. Spaner, University of Missouri -
St. Louis, St. Louis, Mo. An AID-4 analysis of antecedents
to internal locus of control at age 5.

Samuel R. Houston and William E, Connett, University of Northern
Colorado, Greeley, Col. The use of judgment analysis in
capturing student policies of rated teacher effectiveness,

Discussants:

Francis J. Kelly, Southern !ilineis University, Carbondale, |11,
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