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SOLUTIONS TO THE PROBLEM OF DISPROPORTIONALITY:
A DISCUSSION OF THE MODELS*

ISADORE NEWMAN

MICHAEL Ti ORAVECZ

The University of Akron

ABSTRACT

There are two major purposes of the paper. The first
is to investigate the usefulness of a x2 technique in differ­
entiating between varying degrees of disproportionality and
their effects on a Type I error. The second purpose is to
present and support the position that the major concern for
any research model/ whether disproportionate or not, is the
research question and how well that question is reflected by
the model. Three "exact solutions" for disproportional
situations, the hierarchial, unadjusted main effects, and
fitting constant methods, will also be discussed in terms of
the research question that each reflects, and examples will
be presented to demonstrate the most appropriate situation
for using each solution.

This paper will deal with two main questions. The first

will be to identify the effects of different degrees of dis­

proportionality on the nominal level of Type I error and to
test the assumption that a x2 test can be used to determine

when disproportionality is severe enough that corrections
are required.

*This paper was presented at A.E.R.A., New York, NY, April, 1977.
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The second part of this paper will deal with a discus­

sion of some of the more prominent regression approaches

("exact" solutions) used to adjust for disproportionality.

The applied statistician and researcher is plagued with

the problem of disproportional cell sizes in factorial experi­

mental designs. This may occur because of mortality in the

laboratory animals being used in the experiment; the required

number of subjects not available; someone who had agreed to take

part in the experiment fails to show up; or the data may repre­

sent the proportionality that exists in the "real world."

(Disproportionality exists any time the expected values differ

from the observed values. Obviously, one can have mild or

severe disproportionality. The problem is to determine when

the disproportionality is sufficiently severe to require

adjustments. Therefore, this paper defines non-significant

disproportionality on the bases of a xz test where a =.25 and

significant disproportionality at a =.05.) The effects on

factorial designs by significantly disproportional versus

non-significantly disproportional cell sizes, as determined

by the chi-squared (x2) test, have not been studied, or at

least reported. Such an investigation was attempted here.

Two studies were made, Study I and Study II. Each

study contained four cases with 1,000 experiments per case,

with the exception of the fourth case of Study II. In

Study I, the main effects in each experiment were not

necessarily significantly different. In Study II, the main
effects in each experiment were made significantly different.
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The following is a discussion of the paradigms used in each

study.

The paradigm used in Study I was as follows:

1. Using a computer, 1,000 2x2 experiment tables

were constructed for each of four cases—equal, proportional,

non-significantly disproportional, and significantly dis-

proportional cell sizes. Data points which were uniformly

distributed and of equal variance were randomly generated

in each of the cells [IBM, 1969].

2. Using computational formulas for sums of squares

in the two-factor analysis of variance (ANOVA) with propor­

tional cell frequencies, F-ratios and their corresponding

probabilities were computed for each source of variability on

each of the four thousand experiments.

3. The result of the analysis on the experiments con­

taining equal frequencies was used as the measure of the

actual probability level produced by this research proced­

ure.

4. The probability levels produced by the analysis on

the experiments containing significantly disproportional and

non-significantly disproportional cell frequencies were

compared to each other and to the actual probability level.

The paradigm used in Study II was the same as that for

Study I with the exception that a value of five (5) was

added to each of the data points of cells one and two so

that the row factors were significantly different.
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The procedures used in each of the two studies for

obtaining the cell sizes, n£ (i = 1, 2, 3, 4), and to

determine if the cell sizes were significantly and non-

significantly disproportional were as follows:

Case I: Equal n's
A random number between ten and one hundred was gener-

ated and this became the size of each cell.

Case II: Proportional n's*
Since the cell sizes are proportional if nl = n3,

n2 n4

n , n2, nj were randomly generated and then n^ was calcula­
ted from the equation n^ = n2 n3 ,

where loZn.2^100, i = 1, 2, 3.
— 1 — t See figure below for the

labeling of the cells.

nl n2

n3 n4

Determining n in this manner most often resulted in actual
values that were non-integer numbers which the computer
truncated to the integer value. Hence, n. differed from
the true proportional value an amount x where 0 Z x <^1.
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Case III: Non-significant disproportional n's

Cell sizes nj, n2, and n3, were randomly generated,

and then the proportional cell size n^ was computed as in

Case II. Then, so that the cell sizes were disproportional,
a new n4, n'^, was calculated from the equation

n'4=n4+x+l

where x is a randomly generated integer between one and ten.

To determine if the cell sizes were non-significantly dis­
proportional, a x2 test was made (p> a .25) where x2 “— c
1.32—i.e., if X a £ X cr the n's were judged to be non-

signif icantly disproportional.

Case IV: Significant disproportional n's

Cell sizes n^, n2, n3, and n4, were randomly generated.

To determine if the cells were significantly dispropor­
tional, a x2 test was made (p^ a .05) where X2C = 3.841—

i.e., if x2a > X2C, the n's were judged to be significantly

disproportional.

The probability of a computed F-ratio was computed by

using formulas 26.6.2, 26.6.10, 26.7.8, and 26.2.18 found in

Abramowitz and Stegun [1967]. Algebraically, it can be

shown that the above formulas combine so that the probabil­

ity of a F-value for degrees of freedom in the numerator,

vlz and degrees of freedom in the denominator, v2, is

P (F V1 = 1'v2>* = 1 " 1 + C-^X + C2X2 + C.}X3 + c4x4)-4

*P = .95 means that five times out of one hundred an F-value
this large or larger would occur due to chance alone.
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where = .196854, = .115194, = .000344, = .019527,

t (1 - 1 )
4vQ , . .---x = z , and t = / F.

V 2v2
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The Monte Carlo data supports the position that mild

cases of disproportionality versus severe cases of dis­

proportionality, as operationally defined by the , may be

a useful approach in identifying the limits of when one

cannot ignore effects of disproportional cells.

As one can see from Table I, when the null hypothesis

is true, it appears that disproportionality does not pre­

sent a problem. However, when the null hypotheses is not

true and there is significant disproportionality, as
measured by a x2 test (p £ .05), the effects of the dis­

proportionality cannot be ignored. In addition, the non­
significant disproportionality case, (.25 < p < 1) as can be

seen from Table II, has more frequently occurring signifi­

cant interactions than occurred in the equal and propor­

tional cases. Therefore, even in the non-significant case,

the interaction may be more severely effected, and one

should be sensitive to this possibility.

Obviously, this Monte Carlo study did not investigate

the effects of both row and column being significant, row

column and interaction being significant, or either row or

column and interaction being significant. The reader should

be aware that these situations may or may not produce

different results than are presented in Tables I and II.

However, the investigators feel that at this point, they

have produced some supportive evidence for the potential
usefulness for using a x2 to aid in decision making for

determining when it is necessary to use corrections.
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THREE REGRESSION SOLUTIONS FOR DISPROPORTIONALITY

When the researchers feel disproportionality is severe

enough to be of concern, there are a variety of procedures

that he can utilize to attempt to correct for the potential

problems. However, before any corrections are applied,

one should be sensitive to the underlying assumption that

they are making about the population from which their data

is drawn, and the investigator must also be very clear

about the research question he is interested in asking.

If one had a research project in which the data and

variables came from groups that already exist, such as

age, intelligence, socio-economic status, etc., and if one

was interested in generalizing and predicting back to the

group from which the sample came, there is a good possibil­

ity that there would be a correlation that would not be

spurious between such variables as I.Q. and socio-economic

status. In other words, there may be significantly more

above average socio-economic status people who have above

average I.Q.'s than one would expect by chance. The data

were forced to correspond to a balanced design in which

there are an equal number of high and low I.Q. people for

an equal number of high and low socio-economic status posi­

tions, the result of the study and the statistical analysis

may allow one to say something that may only be true for

that artificially forced relationship and one could not

properly generalize to the population in which this 
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proportionality did not actually exist.

The other side of the coin is if the disproportionality

in a research design is an artifact, (it really does not

exist in the population) and the disproportionality of
vectors is causing a spurious correlation between the

variables, then one would have to adjust for this dis­

proportionality and would have to decide which solution

of disproportionality would best adjust the data so that it

would better reflect the question(s) of interest and the

true state of affairs.

To be able to begin to decide upon the correct solution,

one has to

a. know something about the theoretical and/or

empirical relationship between the variables being studied;

b. know some of the descriptive data about the

population one wishes to generalize to in relation to the

specific variables being studied;

c. know the specific research question under investi­
gation if one decides an adjustment for disproportionality

is needed, then

d. know the underlying assumptions and implications

for different adjustment procedures, and

e. know the consequences for using the selected

adjustment procedure on the interpretation and generaliza­

tion of the data.
Many researchers have dealt with items a - c but

few have clarified the problems and implications related to 
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d and e on the above list. The following is a brief dis­

cussion of the underlying assumptions of some of the

frequently used adjustments for disproportionality. It is

hoped that this would aid researchers in being more sensi­

tive to the questions they are really asking when writing

models that reflect adjustment by different solutions for

the problem of disproportionality.

There has been an exciting and thought provoking

debate in the literature as to the most desirable (correct

or accurate) procedure for correcting the problems of

disproportionality. Most notably, Overall and Spiegel,

1969; Timm and Carlson, 1975; Overall, Spiegel, and Cohen,

1975; Werts and Linn, 1971; Rock, Werts, and Linn, 1976;

and Applebaum and Cramer, 1973; have created the interest

in the literature.

One basic way of organizing discussions on this topic

is to categorize suggestions into two broad groups:

approximate solutions or least sum of squares solutions.

(This paper will discuss only the least sum of squares

solutions.)

Three prominent least sum of squares solutions for

disproportionality will be defined.

Solution I is the use of the general linear model to

simultaneously adjust for the correlations between the main

effects and the main effects with interaction. A symbolic

example of this procedure is presented below for a two

factorial design.
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Model 1 Ykab = 6 + bTaa + b/b + b3aBab + eRab

Model 2 Ykab = 6 + b4Bb + b5aBab + eRab

Model 3 Ykab = 6 + b6aa + b7agab + ekab

Model 4 Ykab = 6 + b8aa + b</b + ekab

Ykab = is tbe score for subject k in row a and
column b

6 = is the grand X

aa = is the effect for row "a"
$b = is the effect for column "b"

a3 . = is the interaction effect for the row "a"
and column "b"

ekab = is tbe error term for each subject

b, . . . b are partial regression coefficients

Adjustment for Solution #1

Adjustment for A main effects test Model 1 against

Model 2

Adjustment for B main effects test Model 1 against

Model 3

Adjustment for A*B  effects test Model 1 against

Model 4

(see also Figure P. 19)
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Solution 2 adjusts each main effect in terms of the

other main effects. The interaction was adjusted for by all

ution 1). The

this solution:

£ kab

Adjustment for A main effects test Model 4 against

Model 5

Adjustment for B main effects test Model 4 against

Model 6

Adjustment for AB interaction effects test Model 4

against Model 1

main effects. (This is the same as in
following is a symbolic representation of

(see also Figure II, P. 20)

Adjustment for Solution #2

Model 4 Ykab = 6 + b10aa + +

Model 5 Ykab = 6 + b12Bb + ekab

M°ael 6 Y = 6 + b13aa + e

Solution 3 assumes an apriori ordering of the impor­

tance of the variables under investigation. The apriori

ordering decides which variables one will allow to account

for as much variance as possible by themselves. The following

is a symbolic representation of Solution 3, assuming the

researcher considers the A main effects most important,

B main effects second, and the interaction least important.
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(Many researchers feel that it is unlikely that most investiga­

tors will be able to order the importance of their

variable. However, we believe this judgment can be made by

a competent researcher who is aware of the underlying
constructs and theories he is dealing with) (see also
Figure III, P. 21)

Admustment for Solution #3
Model 7 b, .a + £. ,14 a kab= 6kab

Model 8 Ykab ' 6 + Ekab

M°del 9 Ykab “ « + b15«a <• b166b + ekab

Adjustment for A main effects test Model 7 against
Model 8

Adjustment for B main effects test Model 9 against
Model 7

Adjustment for AB interaction test Model 1 against

Model 9

Marks (1974) presents a mathematical proof that one
has to have to A main effects and B main effects in the full
and restricted models to test for AB interaction. It seems
that this is true when dealing with traditional analysis of
variance and catagorical variables. That is, the A main
effects and B main effects must be fitted first before
interaction can be tested. However, this does not seem to
be necessarily true when dealing with continuous variables.
To the best of our knowledge, this has never been investi­
gated.



16

Most researchers, specifically the highly mathema­

tically oriented statisticians, tend to evaluate the

accuracy of the above three least square solutions for

disproportionality in terms of some arbitrary mathematical

matrices of ten based upon unfounded underlying assumptions.

A more logical method for deciding upon which solution is

most appropriate in a specific case would be to be aware

of the underlying assumptions for each of the structural

models of each solution and assumptions about the

relationship between the variables being studied.

In a 2 x 2 orthogonal design, the correlation between

the A main effect, B main effect, and the AB interaction

is zero. Therefore, the effects of the A main effect in

predicting the criterion can be totally attributed to the

A main effect; similarly for the B main effect and the

AB interaction. However, when the design is non orthogonal

(disproportional n's) correlations between the A main

effects, B main effects, and AB interaction are likely.

Therefore, the effect of A in predicting the criterion is

not necessarily independent of the B main effect and

AB interaction.

Each of the three least square solutions make
different assumptions about the meaningfulness and "use­

fullness of the correlations between the A main effect,

B main effect, and AB interaction.
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Solution 1, for example, when testing the A main
effect, assumes the correlation between A and B and the AB
interaction is of an accidental nature, and therefore should
not be considered (Rock, et al., 1976). This solution is
most likely to be prefered when one can assume that the

missing subjects producing disproportionality were random.
If one is unable to make this assumption, then it would be
inappropriate to use Solution 1, (which may be the case
most frequently).

Solution 2 assumes that there is no correlation
between the A and B main effects in the population. There­
fore, the correlation between A and B in the sample is
a function of disproportionality and not representative

of the population. Solution 2 then attempts to adjust for
this correlation.

However, Solution 2 assumes that the correlations
between the main effects and the interaction, which results
from the disproportionality, are not spurious and are
characteristic of the population. Therefore, it does not

attempt to adjust for this correlation.
If one cannot assume that the correlations between

the A and B main effects, due to disproportionality, are due to
chance, than Solution 2 would be an inappropriate correction.

Solution 3 requires an apriori ordering of the importance

of each variable. Let us assume that the apriori
ordering are: A main effects, B main effects, AB interaction,

respectively.
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When testing for the A main effects, Solution 3

assumes that the correlation between the A main effects,

B main effects, and A main effects with the AB interaction

is representative of the relationship between these

variables in the population and therefore relevant to the

research question of interest. That is to say, the

relationship between these variables are not artifacts of

disproportionality.

However, when testing for B main effects, Solution 3

assumes that the correlation between the A main effect

and B main effect is not relevant and is therefore an

artifact of unequal N's. It also assumes that the

correlation between the A main effects and the interaction,

and the B main effects and the interaction is not due to

just a chance relationship caused by disproportionality.

The key to the most appropriate selection of these

three solutions is not as much a statistical concern

(mathematical) but rather a comprehensive understanding

of the data so that one can more accurately speculate on

which correlations between the variables are likely to be

meaningful or not meaningful.
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FIGURE I
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FIGURE I I

method 2
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FIGURE I I I

method 3
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SOME ADDITIONAL CONSIDERATIONS

Since the three solutions previously discussed are

only defined for use with fixed designs, it is initially

important to define the basic statistical models of fixed

randomized and mixed effects. The fixed effect model is a

model in which all the variables have levels which are

fixed. That is, the levels of a variable that is to be

investigated are determined prior to the investigation.

These categorical (high, medium low, etc.,) determinations

set the limits to which the investigator can generalize

his results.

Randomized effect is a design in which the researcher

randomly selects the level of variable that is to be

investigated from an infinitely large number of possible

levels. This allows the researcher to generalize his

results to the entire range of the variable being investi­

gated (that is to the extent that the levels were truly

randomly selected and are representative).

The mixed effect model has at least one fixed effect

variable and one random effect variable.

Most research conducted is on fixed effect models.
This model has a great deal research behind it which

indicated that the model is very robust. This means, it is

little effected by violations of its assumptions of normal­

ity, homogeneity, etc. However, this robustness is not

true of the randomized effects model. This model is very

sensitive to violations of normality and homogeneity of



23

variance. Most interestingly, in terms of the purpose of

this paper, is that the assumptions of equal N's is

absolutely essential for deriving correct error terms for
randomized effect designs.1

Assuming that one is dealing only with a fixed

effect design, one alternative is to consider

the correlation between the variables, due to the dis­

proportionality as accurately existing in the population

one wishes to generalize to. Then, the researcher may

choose not to correct for the disproportionality. The

problems that arise with this, is that one cannot

attribute the variance accounted for to a particular

variable. (This is the dilema of much ex post facto

research.)

In conclusion, as can be seen from the discussion in

Part II of this paper, it appears obvious that it would be

inappropriate to attempt to decide on a correction for

disproportionality by using Monte Carlo Studies. Since

the appropriateness of a solution depends upon the correla­

tions as one can assume to exist between the variables in

the populationzand this can change from population to

population or with varing theoretical positions, it is

much more relevant to try to understand these relationships

and base your solution on this understanding than to base

1To our knowledge, there has been no research on
methods for correcting unequal N’s in randomized designs. 
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your decision on the outcome of generated data in which

the relationships may be totally unrelated to the

relationships in the population of interest.

A highly detailed discussion of different solutions

to the hypothesis being tested can be found in Searle (1971).

There exists problems that go beyond the scope of

this paper such as what occurs when interactions are

included in the model and one or more cells equal zero;

Searle (1971), Marks (197 ), and Williams (1977), deal

with the problems of full versus non-full ranked matrices;

Williams (1977) indicates potentially different effects

on solutions due to the effects of different coding

procedures. All of these questions are of interest.

owever, once again the key is to understand your research

questions and the assumptions about the relationships

that exist among your variables as reflected by your 

models.
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r DEcINITION - 2X2 CONTINGENCY TABl.

__C__ C Fl I ( 1.1_L_EQLL-CCI I ( --- --------------------------------------------------------------------------------------------- '
C. C-I I. (IjZ) p0" CELL(2)
C CELL ( 2» 1) tOU CELLI 3 I
r r Pl 1 ( 2 ■ 2) FOII C " I I ( 4)------------- -------------------------- — ■ —’-------U^~P(4),SUM(4),SIJMS(4),F(3),PF(3},PRCT(M ~ ;

INTPGER*4  N(4),NSIG(3),DATEI 4)
FOtlTVftl FrirE.J-SJJJJJ I.SUM1 I , (SUM1.2) .SUM?) ,1 SUMI 3) ,SBM3_L,------------ --------------

1 ( SUiH 4 I , SU**4 ), {MI 1),N1),(N( 2),N2),(N(3),N3),(N(4) ,N4 ) ,
2(P(1 I,-R), ( F ( 2 I,FC),(F(3),PRC) ;

200 P'JRM AT ( * 11 . 35X. 1 ON 1 10 ORAVFCZ & NEWMAN EQUAL N'.?.S_CASE----- 1----------- 4-ZZL
1,4A2,T123,’PAGE 1,13// ' t
2, CELL SIZE RATIOS CELL POPULATION SIZE >

 3 P VALUES PROBABILITIES*/
4 I------------------------------------------------------------------------------- --------------------------------------------------------------
5 ------------------------------------------------------- ----------------------- —--------------------------------- ---------------------'/

________ 6' (1,1) (1,2) (2,1) (2,2> tl.l)___ LLlZI___LZjlJJ___ (2?2)
7' ROW ’ COL TABLE J- ROW COL- ...TABLE’/-!

; 8»--------—----------------—--------- ;---- ------------------------» ------------- ----- •-*4- t .!
9 -------------—-r-------------- -----------—------------- - -------- ---------------------------------------- -«L ‘

201 "OEMAT(F8.5,3F9.5, IX,417, IX,3E12.4,1X,3F9.5)
202 CORMAT('L0N110 ORAVECZ C NEWMAN EQUAL N’’S CASE . ',4A2/// i

________ 111X.’PERCENT OF CASES’ /_________________________________________________ '
i 210X,18(•-•)/ • . - - ...
'■ 312X,’SIG NON-SIG'/
.________ 410X.1--------------- ----------------■/ . . ____________/__________

5*  ROW ',2F11.2//
6’ COL ’.2F11.2//

  ZA-IAELE2-L2£LL..ZZZ7_L-.TnTAL CASES RUN = ’ , 16)___________________________________
C GET CURRENT DATE 1

CALL TDATE(DATE) ;
_X_CONSTANT NFFDFP I ATER D1=2W /9A = 0n222222 ’ • "

01=0.222222 „
C PRCRABILITY EXPANSION CONSTANTS

-----------------CC1 = G . 196R54________________________ _____ __________ • ;
C C 2=0.115194
CC3=C.00.3344

-----------------CCA=0.019 527  
C NU^BP” OF CASES TO RUM ----- -------------------- —----------------------------------------------------

NC=1000
r,rr$ . „OH.CO| £ TAR|F_________________

NSTG(2)=0
__________ NSTG(3)=3

 C PAGE F. LINE CNTS" "-------------------------------------------------------------------------------------------
LINF= 100

------------ ,IP*.G£=1   
IY=9 

C LCCP (ivrn all FASES
__________ D0_306 K = 1,N(K 

 C GENERATE CELL SIZE (oGb 10 [ 
300 IX=I¥

-CALI R^.ANOLLl.ULx.LYj p p >
NN=PP*100 o "--------
I r(NN .LT. 10) GO TQ 30Q

r SET aLi CFl.l S r0U/| f. sr-] rci.
"0 < 1 1=1,4 " LL

  

pJl-mpi u } lrs
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irvrL ••M'l nm = 7,.392 D/3W

_________ !2LI) =NL1__________________________ ___________ ____________________________________  

°(I)=0.25
301 rONT!\ijr.
.____ _  .\SU.5=4*;i;'l. _____  

C GrN5>AT” M-M97RS nc C.fiCH CELL A CFLI SOV
310 tsh«S=0.0

 2(1.103 .1 = 1,1 ....  .... 
SJM f I ) = .0

SUMS(I) = 0.0
_______ L=NHJ_________________________________________________________ ________________ 

on 304 .1 = 1 ,L
1 X= r Y
CALL RANOU( IX.IY.A) _____________________________ .
SUM(I)=SUM(I)+A
SUMS( I » = SUMS( I )+A*A

30 4. _ C.n N T 1 Nil-.___________________________________________________
TS'JMS=TSUMS + SUMS ( ’ >

303 CONTINUE
-.C-CALC. °P1J,COL.E TAB!.*- 51E1S  

R 1S=SUM1 + SUM2
R2S=SUM3+SUM4

_________C 1S = SUML + SUM3_____________________________________________________________________e
C2S=SUM2+SUM4
TABSUM=R1StR2S

C CALC ROW,COL.$ TABLE SUMS SQUARED_______________________ __  
TSS=TABSUM#TABSUM/FLOAT(NSUM)
SSR=R1S*R1S/(N1+N2 )+R2S*R2S/ (N3 + N4I -TSS

_________SSC=C1S*CIS/IN1*N3)+C2S*C2S/ <N2+N4TSS______________________________________
SST=TSUMS-TSS
SSCELL=SUMI*$  UM 1/N1 + SUM2*SUM2/N2+  SUM3*SUM3/N3  + SUM4* SUM4/N4-TSS

_________SSRC-SSCSLI -SSR-ESC________________________________ ._________________________________
SSERR=SST—SSR-SSC—SSRC

C CALC P VALUES FOR ROWS,COLS,& TABLE
________ DF=NSUM-4________ ;___________________________________ '________________ ;_________________ ~

SFPRM=SSERR/DF
. FR=SSR/SERRM .

____ _____FC-SSC/SERRM____________________________________________________________________
qRC = S SRC/SERR.M

C IF Ft I J IS NEGATIVE DROP CASE FPCM CONSIDERATION
_________IFIFR.LT. 0.0) GO TO 310   

IF(q.:.LT,O.O) GO TO 310
IFIFRC.LT.0.0) GO TO 310

C CAI.C PRQBABIL lTlrS FOR rows,COLS € TABLF__________________________________________
D2 = r'l/CF
DO 33 5 1 = 1,3

-----------K1=5j1UJ FJLIJJ1> -.Q^VQF )y_S.iiB_Ll.L^Q.,^£FjjjZJlEl___________________________
X2= L.O+X 1*1  CCl + Xl*(CC2+Xl*(CC3  + Xl*CC ‘t) ) )
X3=X2*X2*  X2*X2

---------------PF( I ) = 1,-1./X3________________________________________________________________________
C CN'T NON-SIGNIFICANT CASES - ROW, COL & TABLE

TF(PF( I ) ,LF. 0.95) NS!G( I )=NSIGU ) + l
._3.0 5 CONTI N!J ~____
C PRINT case OARAMETER5

Ic(LINF.LE.5S) G3 TO 307
 __

I. INE = 6
P’G-sPir,' +1

-307 J? I I - (6., 2 11 ) P ,N , f ______________________
L INr=LiNE + 1
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G L :v"1. ?i
OATj; _ 76002 1 03//tr

__ 30A rONILtr-£----------
c CALC SIGNIFICANT

ANC=NC.

CASES*PERCENTAGES,  £ PRINT SUMMARY

re 308 < 2_-----------------------------------
m=L/2+1
LSIG=NS1G(M)

________ MSJ_G = NT.-l SJ G-----------------------------------------
PRCT( L) = Fl.3AT(MSIG)*100/ANC
PRCT(L+11 = FLOAT IL SIGI*100 /ANC

30a__OLLLLl'lUL ------- ----------------------------- -----
v(i’: I = (A, 202 I o A T - , PRCT , Mf
CAI L CX IT

_________ EMO--------------------- --------------------------- ----------—



G LEVEL 21 MAIN DATE = 76162 09/12/36 31
C GN11U npiVECZ-NEWMAN HYPOTHESIS - EQUAL N’S CASE
C MODIFIED FPQM 0N1U0 . 3-2-76 ,.WD WHEATON . RcuJ FACTOR
C DEFINITION - 2X2 CONTINGENCY TABLE
C CFl L(l,l) -EOU CELLI 1)
C CELLI 1*2)  I'OU CELL I 2)
C CELL(2,1) EQU CELLO)
C CELLO,2) EOU CELL(4)

PEAL+4 PI 4), SUMI4),SUMS(4),F(3),PFI3),PRCTI6)
INTEGER*4  N(4),NS IG(3),DATE(2)
EQUIVALENCE I SUMI 1),SUM1), (SUM(2),SUM2),I SUM(3),SUM3) ,

  1 LSLWL4J. j SUM4 L, I NJLL). .NIJjXNI 2) ,JW_, ( N.( 3 ), N3 J , INI 4) ,N4) .
2(F(1) ,FR),(F(2),FC),(F(3),FRC)

200 FORM A T ( ’ 1 • , 35 X, • ON 110 ORAVECZ & NEWMAN EQUAL N"S CASE •
... 1 > 4A 2,T 123_,1 PAGE'..j.I 3//  .. . 

2' CELL SIZE RATIOS CELL POPULATION SIZE
3 F VALUES PROBABILITIES'/
4 i --------------------------------------------------------------------------------------- 
5 ——------ ----------- -------------------------------------------- -- -------------------- -- ------ -- ------------- -- ---------,/
6' 11,1) (1,2) (2,1) (2,2) (1,1) (1,2) (2,1) (2,2)
7 ROW . ..._COL__   TABLE ROW COL TABLE'/
6'---------------- ---------------- ---------------- ---------------- ----------- ----------- ----------- ---------
9 ------------.------------ ------------------------------- -------------------------- ----------------- ----------------------- ----------------- ,)

___ 201. FORMAT(F8»5,3F9«5,IX,41 7,IX,3E12,4,IX,3F9.5)_______ _
202 FORMAT!•1CN110 ORAVECZ £ NEWMAN EQUAL N"S CASE *,2A4///

1UX, ' PERCENT OF CASES'/
 210Xl181_'-l! )/ ___

312X,’SIG NON—SIG’/
410X,'---------------- ------ ---------•/
5*  ROW ',2F11,2//
6' COL «,2F11.2//
7' TABLE',2F11.2///» TOTAL CASES RUN =’,I6)

C GET CURRENT DATE  
CALL TDATE!1,DATE)

C CONSTANT NEEDED LATER DI=2./9o=0o222222 .
Dl = 0, 222222

C PROBABILITY EXPANSION CONSTANTS 
, CC1=O.196854

 CC2=0.115194 •  
CC3=0.000344
CC4=0.019527

-Q-NUPBER. OF _CASES. TO RUN  
NC=1000

C NUMBER OF NON-SIGNIF ICANT CASES - ROW,COL £ TABLE
NSIG(1)=O  _  
NSIGI2)=0
NSIG(3)=0

.C.PAGE € LINE CNTS
LINE=100
IPAGE=1
IY=9 ...     

C LOOP OVER ALL CASES
DO 306 K=1,NC

C-GENERATE CELL_SIZE IoGTo 10)
300 IX=IY

CALL RANDUtIX,IY,PP)
--------------NN=PP*lQ0p     

IFlNN.LT. i6) GO TO 300
C SET ALL CELLS EQUAL £ SET-CELL PROBABILITIES TO ONE

- - .DO 301 1-1,4  

IFlNN.LT


G LEVEL 21 MAIN DATE = 76162 09/12/36

N(I)=NN
 _ _ _ _ _ P.U 1 = o __ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ —- - - - - - - - - - - - - - -

301 CONTINUE
NSUH=4*NN

C GE^ERATE MEMBERS OF E.ACH_CELL—£_££LL S.U.M— .
' ”316 TSUMS=0.0

CO 303 I=l»z*
SUMI I ) = 0.0  . . .. ------------------------------- ----------- ■ -- --

SUMS!I) = 0.0
L=N(I)
DO 304 J = 1 »L   
IX=TY
CALL RANOUI IX, IY,A)

________ I FJ-ULE.2LAsA±5_______________________________
SUM I I) = SUM(I)+A
SUMS! I )=SUMS(I)+A*A

304  _CONT I NUE_  
fSUMS=TSUMS+SUMS(I)

303 CONTINUE
C CALC ROW,COL,£ TABLE SUMS  

"'C CALC” ROW, COL, £ TABLE SUMS SO ROW FACTOR SIGNIF
R 1S=SUM1+SUM2
  R2S=SUM3+SUM4
C1S=SUM1+SUM3
C2S=SUM2+SUM4
TA B S UM=R1S+R2S ___________  

C CALC ROW,COL,$ TABLE SUMS SQUARED
TSS=TABSUM*TABSUM/FLOAT(NSUM)

 SSR=R1S*RIS/IN1+N2 )+R2S*R2S/ (N3+N4)—TSS________________________________
SSC=C1S*C 1S/IN1*N3)+C2S*C2S/ (N2+N4)—TSS
SST=TSUMS-TSS

. _S_SCJLLf SUMITSUMI/_N1J-SUM2*SUM2/N2+SUM3*SUM3/N3+SUM4*SUM4/N4-TSS
SSRC=SSCELL-SSR-SSC
SSERR=SST-SSR—SSC-SSRC

.... c-CALC _F. VALUES FOR ROWS,COLS,£ TABLE
DF = NSUM-4 * '— ---------------- ---------
SERRM=SSERR/DF
FR=SSR/SERRM 
FC=SSC/SERRM " ~ ----------- ------ ---------------- • ------
FRC=SSRC/SERRM

- C IF S NEGATIVE. DROP_CASE FRCM CONSIDERATION
IF(FR.LT.O.O) GO TO 310 ......................... ................. "
IF(FC.LT.O.O) GO TO 310

------------------ I_HFRC.LT .0.0) 60 TO 310
C CALCn^m^ILITIES F0R R0WS,’COLS £-TABLE ............ ~ ...........“........... ....

L t — U1 / D F
.00 305 I = lt3_

............... .. '
X3=X2*X2*X2*X2  '0L3+X1*CC4  ) ) )
PFI I)=lo-lo/X3

C CNT NON-SIGNIFI CANT CASES - Rru rm <■ ,

C PRINT CASE PARAMETERS
------------------- LFJ LI NE_.LE. 56_) GC TO 30 7

WRITE(6,200)0ATE, IPAGF '---- *
LINE = 6 ” '

_______ J?AG==ipagE+1



LEVEL 21 MIN DATE = 76162 09/12/36
/

307 WRITE(6,201)P,N,F,PF
LINE=.LINE*1

306 CONTINUE
C CALC’ SIGNIEICANT CASES,PERCENTAGES, E. PRINT SUMMARY

ANC=NC . .
DO 308 L=l,6,2
M=L/2+l
LSIG=NSIG(M)
MSIG-NC-LSIG
PRCT(L) = FLOAT(MS IG)*1 OO/ANC

___ .PR.CT(_L + 1) = FLOAT.(LSI£.L*1OO^ANC
308 CONTINUE

WRITE(6,202)DATE,PRCT,NC
STOP
END



r'/jTP 7o092
LEV 21

M A I'! 10/'-8/45

CELL POPULATION SIZE
.3. 

C
C 

CpLI. (1,2) ’"-JU CpLL ( 2 I
CELL ( 2, 1 ) pQU CpLL ( 3 )

 
1 f r ’ i ' (‘H » S; 1^4 ) , (! j ( I) , N 1 ) , < N < 2 ) , N 2 I 3) , N3 ) , ( N ( 4 ) , M4) ,
2 ( "• ( 1 ) t cr' ) . ( E ( 2 ) , -C ) , ( ( 3 H F PC )

? o a p n r i-' < t t111. asKLGiiiiM—oeav.
1,4A2,T123,'PAGE’,13//
2- CELL SIZE RATTOS
  F_VALUES_______

*.l*4  •’('•) ,SIIM(4) , SUMS(4) ,F(3) , PF I 3 ) ,PRCT(o)
jNT'EGt:R*4  N(4) ,NSIG(3),PATc(4)

k c-um/.j .■ynriTLipsiS - P POPUP TI-QJAJ—CAS1-------- -------  
Roui PdeTc^ M<5T

f WQITTPM 2-11-76 WO WHEATON wC dfitS^l-Y 5l£rA»#*» C4*rT
C DEFINITION - 2X2 CONTINGENCY TABLE 

5 ------------------------------------------------------------------------------------------------------- ------------------------------------------ -- ---------------------------- •/

6’ (1,1) (1,21 (2,11_____ (2.-2J______ LUJJ___ (1.. 2)------(2.1) . (2,2)
7 ROW COL TABLE ROW COL TABLE'/

________ LUX, 1 PERCENT O.F CASES'/ ,_____________________________________________________________

I

■D
 03

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 I 1 1 1 1 1 1 1 1 1 i 1 1 1 t 1 1

1 1 1 1 1 | 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 i I 1 1

1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 j 1 1 1 - 1

201
202

F0RMAT(F8.5,3F9.5>1XT4I7, 1X,3F12.4,1X,3F9.5)
rDRMAT( ’ 1CN1 on CPAVFCZ f. NpwmAN PROPORTIONAL CFLL SIZFS ',4A2///

210X,18('-')/
312>X,’SIG NON-SIG’/

________ 410X,'---------------- ----------------'/__________________________________________
5' ROW *,2F11.2//
6' COL '.2FU.2//

------------71. T15Lx.'_..2~ 11^2Z ZZJ_LQ.TAL CASES PUN =',T6)_________________________________
C GET CURRENT DATE

CALL TDATE(DATE)
—£—CONSTANT NEEDED LATER Dl=2n/9a=0n222222  _

^1=0.2222’2
C PRCBArI LITY EXPANSION CONSTANTS

---------------- 196834
CC 2= 0.115 19 4 “ ———- --------------------------------------------------------------------- ■ ~-
rC3=0.000344

-----------------££^-=-3,319527
 C NU»Rcp or CASES TO Rijm

NO=1000
 r.ascs_, ROW,Rril £ tarif 

NS’G(?)=o
------------- NS IGU1=D_____

C PAC'_ s LINF CNTS ------------------------------------------------ ------------------
I IN = =100

C LCCP I’.VSl ALL CASES
---------------- 30 6 K= l_, NC

C GFhmA.TP (-f( L SlVc ( ?gt
300 IX=T>

  

i lb)

NS IJ«= 0

NN=PP«1 IQ 
T ~ ( \ N .IT



L-Vrl
HMM OfiTE = 76092 1 C/48/45

35

71 jn.L.. L= 1.-2 1
302 l/=IY ' “

GALL RANDUIIX, IY,A I
3LN=3*L30.  ------------- ----------------------------------------------------------------- _ 

" ' I Ft NN.LT. 10) GO-TO 30? ’
N(J)=MN
” S L':v.=. 1S 'J/i trill------------ ------------------- -------- --------------------

"?oi rnNTI'-JUE ........
N4=N2*N3/N1

C TF N4 IS LESS—LHAK-5..-DP-DP CAS£________________ .  
TFPJ4.LT.6) GO T-l 3C0 -————- --
NS,)'1=i:S'.lM + r'l4
SUMN = NSIJ-M______________________________________ ________________ ________ ________ _________
00 309 1=1,4
AN=N(I)P( I ) = AN/SUMN.    

309 CONTINUE
C GENERATE MEMBERS OF E‘CH CELL K.CELL SUM

310 TSUMS=j.O___________________________________ _ ____________________________ _  
DO 303 1=1,4
SUMII) = 0.0

_________ SUMS(I)=0.0____________________________________________________________________________
L=H(I )
no 304 J=1,L

________ IX-IY_________________________________________________■________________________ ____________
CALL RAMDUIIX,IY,A}'
SUMI IJ = SUM(I)tA

________ SUMS!1)=SUMS( I )tA*A ________________________________________
304 CONTINUE

TSUMS = T SU'MS + SUMS I I )
303 CONTINUE______________________________________________________ _____________ ,______________

C CALC ROW,COL,E TABLE SUMS
R1S=SUM1+SUM2

--------------R2S=SUM3tSUM4______________ ______________________________________________ :_____________
C1 S = SUM1+ SUM3

, C2S=SUM2+SUM4
-------------- TABSUM=P 1 S+R?S :

C CALC ROW,COL,$ TABLE SUMS SQUARED
tSS=TABSUM*TA8SU' v/FLCAT( N’SUM)

-------------- S5R^B±S*RlS/f  N14N2)tR2S*R2S/(N3+N4)-TSS ----------------------------------- ----------------------------
SSC = C 1 S*C  1S/ ( m 1 +N 3 ) +C 2S*C  2 S/ I N2 tN4 )- TSS
SST=TSUMS-TSS

   S$CELL=SUM1 »SUMl/Nl + SUM2*SUM2/N2tSUM3*SUM3/N3  + SUM4*SUM4/N4-T$S ----------

SSRC=SSCELL-SSR-SSC
SSFP.R = SST-SSR-SSC-SSRC

^~-LL--E__VA.LillS__rO9 o 0 w S ,CQLS,E TAB, F____________ :-------------------- ----------------------------------------
0F=NSUM-4
S“RRM=SSERR/Dr

  —------ -F ’ = .S52ZJ.FP£-:I_____________ ________ ____________________________________________
FC=SSC/SERRM
frc=Sspc/seprm

 —Elu._LS_NF.GAJ I\/F drqp cA_Sf. FRCM CONS IDER ATJLDN---------- - ---------------------------- -----------
1FI FR .LT.O.O) GO TO 31b".
IFCFC.LT.O.O) GO TO 310

7-77^4^GO Tp 310______________________ _ ___ ____________ ___________________
CALC PROBABILITIES FOR ROWS,COLS & TABLE

L'2=ri/nc
-----------^-3.06.1 = 1^3 

X1 = SDRT(F(I ))$( 1.-0.25/OF)/SORT(lo + 0> 5*F (I)/OF)



l^vel 21 M-' I'1 OMr 76072 I }/'■ \/!^

] * f C ~ 11X 1 * I C-C ?»X.l* f r r 3t X1*C£AU

X3=X2«X2*X2*X2
PF( I ) = 1.-1./X3_ __________ pnk.CDl £_J_MLL£

J.95) N9IG(I)=NSIG(I)+l

305 CONTINUE
• r P P IN T £/ S£ SALAM p T F P. S-----------------

‘Tr (I.IN’.I. ’. 56) GO Tr. ?C?
tfR JT~(6,200 I DATE,I PAGE

307

--- ------------------------------------------------------------------------------- -............................ ’ —' '

JPAG >I”ArrH
■■.’GTTC (6, 201 )° .N , F ,PC
1 I X‘ S - 1 T M C 1 -----------------------------------------------------------------------------

306
C CALC

1 I1 ~ L I ! --- 2_J--------- -------- - -
CONTINUE

SIGNIFICANT CASES,PERCENTAGES, F. PRINT SUMMARY
ft^r=’.!r „ . --------------- - -------------------------------------------

•

on 308 L-1,6,2
-=L/7+)
i 9T r-= n s i c- ( m ) ______________________________ :___ —
MSIG=NC-LS IG
PRCT(L) = Fl OAT ( MS IG ) MOO/ANC
PRCTd + l ) = FLOAT ( LS IG) *1QO/ANC ___________________ :_________________

•«.' 1

308 continue
■JRITr:(6,2C?)nATF,PRCT,NC
CAI 1 <-XIT ____________

54
ENO •



G LEVEL 21 MAIN DATE = 76166 11/43/20
37

C 0N100 ORAVECZ-NEWMAN HYPOTHESI S - _PROPORTIONAL._CASE
C WRITTEN 2—11—76 WD WHEATON Rc*ui TActoK CifrCi "" -----
C DEFINITION - 2X2 CONTINGENCY TABLE
C CELLI 1,1) EQU CELLI 1»
C CELLI 1,2) EQU CELLI2)  ~ ~
C CELLI2,!) EQU CELL(3)
C CELLI2,2) EQU CELLI4)

REAL**  P(4),SUM(4),SUMS(4),FI 3),PF I 3),PRCT(6)
INTEGER**  N(4),NS IG(3),OATE(2)
EQU IVALENCE ( SUMI 1),SUMI) , LSUM (2 ) ,_SUM2_) , (.SUM (3),SUM3),

11 SUM I *), SUM4),(NI 1),N1j,(Nl2),N2),IN(3),N3jtN14),N4) , ’ ‘ ’
2(F(1),FR),(F(2),FC),(F(3),FRC)

200 FORMAT!11',35X,10N100 ORAVECZ £ NEWMAN PROPORTIONAL CELL SIZES '
' 1,4A2,1123,•PAGE',I 3// “

2' CELL SIZE RATIOS CELL POPULATION SIZE
3 F VALUES PROBABILITIES'/

.. ..............”4'-------------------------------------------------------------------——~
5 --------------------------------------------------------------------------------- --------------------------------------------------------- 1/
6* (1,1) (1,2) (2,1) (2,2) (1,1) (1,2) (2,1) (2,2)
7 ROW COL TABLE ROW • COL " ' TABLE'/
8'------------------------------------- --------------------- --------------------- ----------- ----------- ---------------- ----------------
9 ----------------------- ---------------------------- ---------------------------- --------------- *)    

201 FORMAT(F8.5,3F9.5,IX,417,IX,3E12.4,1X,3F9.5)
202 FORHAT('1CN100 ORAVECZ £ NEWMAN PROPORTIONAL CELL SIZES ',2A4///

 111X,'PERCENT OF CASES'/
210X,18( )/ ' 
312X,'SIG NON-SIG'/

__ 410X,'---------------- ----------------•/ 
5» ROW «,2F11.2//
6' COL *,2F11.2//

_________ 7' TABLE* ,2F11,2///1 TOTAL CASES RUN =',I6)________________________________
C GET CURRENT DATE

CALL TDATE(1,DATE)
C CONSTANT NEEDED LATER D1=2./9.=0.222222

01=0.222222
C PROBABILITY EXPANSION CONSTANTS

____________CC1=O,196854_____________ • ____________________________________________________
CC2=0.115194
CC3=0.000344
CC4=0.019527  

C NUMBER OF CASES’TO RUN
NC=1000

.. C NUMBER OF NON—SIGNI FICANT CASES - ROW,COL 6_TABLJE .
NSIG(1)=O
NSIG(2)=0
 NSIG(3)=0  . . . .

C PAGE £ LINE CNTS"
LINE=100
 IPAGE=1 _  _ .... 

IY=9 ~
C LOOP OVER ALL CASES
 DO 306 K=1,NC  

C GENERATE C"ELL~SlZE I.GT, 10)
300 IX=IY

---------------- CALL RANDU( IX,IY,PP) _______________________ - —-
NN=PP*100.
IFINN.LT.10} GO TO 300

CALC CELL SIZES  . . . --
NSUM=O 



MAIN DATE - 76166 11/43/20 31
. G LEVEL 21

  

302 IX=IY
CALL RANOUIIX,IY,A)   

_NN-A*_100* ______________
!F(NN«LT«10) GO TO 302
N( I ) = NN

 NSUM=NSUM+NN; r
301 CONTINUE

N4=N2*N3/N1
 C IF N4 IS LESS THAN 6 DROP CASE _. —.

IFIN4.LT.6) GO TO 300
NSUM=NSUM+N4

___________ SUMN=NSUM____________________ __________________________ ____ =------ ------------—ni~;------
DO 309 1=1,4 '
an=n(d
P( I )=AN/SUMN______________________________ :-------------------------------- :-----—- :

309 CONTINUE
C GENERATE MEMBERS OF EACH CELL £ CELL SUM 7-‘ •

310 TSUMS~O«Q_______________■_______________________ _____ :------------------- ■.------------ —-J
DO 303 I«l,4 . . .....

' ■ SUMID-0.0 - '
SUMS(I)=0.0 _______ ■ • - • • ' ___J—____L----

. L=*N(  I )
DO 304 J=1,L

___________ IX=IY____________________ '_________________ ' __________ ___________
! CALL RANDUI IX»IY,A> ~. - ... . -
I, IFd.LE.2) A=A+5 — ' r. . "' ’ "
V__________SUMd > = SUMd )+A ■■ ■ , ? -■■■■ 1 _
I SUMS!I>=SUMS(I>+A*A

304 CONTINUE •
TSUMS~TSUMS-t-SUMS (I )____________________________________ ________________ ___________

303 CONTINUE
C CALC ROW,COL,£ TABLE SUMS . - - ■
C CALC ROW,COL,& TABLE SUMS SO ROW FACTOR SIGNIF _________ ____

R1S= S UM 1+ SUM 2
R2S=SUM3+SUM4

  C1S=SUH1+SUH3 
C2S-SUM2+SUM4 > ? 7-------------------------------- ~
TABSUM=R1S+R2S

..-C..CALC ROW,COL, $ TABLE SUMS SQUARED  
TSS*TABSUM*TABSUM/FLOAT(NSUMI
SSR=R1S*R1S/I  N1+N2)+R2S*R2S/ (N3+N4I-TSS

------------------ ssc=C1S*C1S/(N1-»N3)*C  2S*C2S/(N2+N4)-TSS
SS T=T SUMS-fSS--------------------------------------------------------------------------------------- ---- -
ssrc=sscell-ssr-ssc+SUM2*SUM2/N2+SUM3*SUH3/N3+SUM4*SUH4/n*" TSS f

SSERR=SST-SSR-SSC-SSRC --------------------------------------------------------------
C CALC F VALUES FOR ROWS,COLS,£ TABLE

DF=NSUM—4
SERRM=SSERR/DF - ---------------------- --------- --------------------------------------------------------------------
FR=SSR/SERRM
 FC=S_SC/SERRM

frc=ssrc7serrh ------ --------------------------- 
C F}p<,p“u!g.oI<rEn°?°\“SE FRC" CONSIDERATION

IF(FC.LT.O.O) go TO 310* 
IF(FRC«LT«O»0 I GO TO 310

_C CALC PROBABILITIES FOR ROWS,COLS £ TABLE
D2=D1/DF ------------------ 
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_D0_ 305 1=1.3_________   
X1=SQRT{F(III*(1.-0.2 5/DF1/SQRTf1.*0. 5*F (I)/OF)------
X2-1.0+Xl*(CC1  + XI *(CC2+Xl*(CC3*Xl*CC4 )))
X3=X2*X2*X2*X2
PF(I)=1.-1./X3 ' ’

C CNT NON—5IGNIFICANT CASES - ROW,COL & TABLE
_IFJPF(I)._LE_.0._95 ) NSIG(I )=NSIG( I »♦!

305 CONTINUE “ ' ~ 
C PRINT CASE PARAMETERS

IFILINE.LE.56) GO TO 307   WRITE(6,200)DATE,IP AGE '
LINE=6

_______ IPAGE=IPAGE+1______________   
307 WRITE(6,201IP,N,F,PF ~

LINE=LINE+1
306 CONTINUE

C CALC SIGNIFICANT CASES,PERCENTAGES, £ PRINT-SUMMARY------
ANC=NC

_______ DO 308 L=1,6,2  
M=L/2+l -- ------- ------
LSIG-NSIG(M)

_______ MSIG=NC—L$IG______________  
PRCT(LI =FLOAT(MSIG1*100 /ANC
PRCT(L*l)=FL0AT(LSIG)*100/ANC

308 CONTINUE  
WRITE(6,2021 DATE,PRCT,NC ’
STOP . • . - - . . . ■

■END ■' ' J: S-"r . • • ■
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Ro»o factor. a>o"t
C ON 120 ORAVECZ—NEWMAN HYPOTHESIS - NONSIGNIF DI SPROP. CASg.

~C"MO[ilPIED-FROM ONIOO 03-09-76 WD WHEATON
C DEFINITION - 2X2 CONTINGENCY TABLE
C C EL L ( 1,LLEQU CELLI 1)  
F CELLll.2) EQU CELL(2)
C CELLI2.1I EQU CELLI3I
C CELLI 2,2) EQU CELL I 4) ____________________________  

REAL*4  P(4),SUM(4),SUMS(4),F(3),PC(3),FSIG(2,6)
C DEFN - MATRIX NSIGI2.3) CONTAINS COUNT OF NON-SIG F’S
C COL 1 CHI SQ*D SIG _

-------C COL 2 CHI SQ'D NON-SIG
C ROW 1 ROW OF TABLE
C ROW 2 COL OF TABLE
C ROW 3 TABLE

INTEGER*4  N(4),SIG,NSIG(2,3),SCHI,DATE(2)
EQUIVALENCE (SUM(L),SUM 1),I SUM 12),SUM2),I SUM 13),SUM3),

----------------ffSUMl4),SUM4),IN7 Fl ,NL) ,(N(2),N2),(N(3),N3),(N(4),N4),
2<F(1),FR),(F(2),FC),I Ft 3),FRC)

DATA N$IG/6*0/,LTRN,LTRS/'N*,'S'/  •
200 FORMAT!*1 ’,35X,’ON120 ORAVECZ £ NEWMAN DISPROPORTIONAL CELL SIZES

1 ’ ,4A2 ,.T 123 , ' PAGE 1 ,1 3//
2* ____________ CELL SIZE RATIOS
3 F VALUES

CELL POPULATION SIZE • -
PROBABILITIES'/

------------------------------------------------------------------------ ------------------------------------------------------
5 ------------------------------------------------------------------------ ---------------------- ------------------------------1/  

, 6' (1,1) (1,2) (2,1) (2,2) (1,1) (1,2) (2,1) (2,21
♦ 7 ROW COL' TABLE '' -ROW COL TABLE*/
__________ 8* -------------- ———-------------- ------------------- ----------------- -------------- -------------- --------------
’ 9-------------------- ------------------------- ------------------------- ---------------------------------- ------------------*)

201 FORM AT I F8.5,3F9.5, IX,417, IX, 3E12.4, IX ,3F9< 5 , IX, Al)
‘ 202 FORMAT(1 ION 120 ORAVECZ £ NEWMAN DIS PROPORT IONAL CE LL SIZES *,2A4

1///*  CHI SQ"D NON-SIG F TEST RESULTS (PERCENTS)*//
210X,*N0N-SIG  SIG */
310X,* -------------- -------------- • /
4*  ROW “2F11.2// -- ---------
5*  COL *,2FL1.2//
6*  TABLE* ,2F11.2//
7///' CHI SQ*  *0  SIG F TEST RESULTS (’PERCENTS)*//
810X,'NON-SIG SIG '/

_ 910X,* —--------- -------------- ,/ 
A*  ROW ,2F11.2/7---------------------------------------------------------------------------------------------------------
B*  COL *,2F11.2//
O' TABLE*,2F 11.2//

c f 1 x°T^uhber^f'cIse? F0R
________ x NC=1OOQ

C GET CURRENT DATE “------------------------ ---------------------------------------------------------------------------
CALL TDATE(l.OATE)

----L-CQN£t±NT NEEDED LATER 01=2./9.=J 22277?01=0.222222-----------------------~~ 222222__________ ________________________ ___
C PROBABILITY EXPANSION CONSTANTS
 CCl=0.196854”00 2=0.11'5194- ___________ _____ ____________________ _____ ____

CC3=0,C0034A
______ 004=0.019527

C N0N-SI~G~CAS-E5-CHI SQ'D------------------------------- ------------------------------------------------

SCHI=O
' 0 PAGE & - ----------------------------------------------------------- ---------------------------- ''
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LINE=luO
I PAGE-1 " "■ ’----------------------- -----------------------------------------------

. !Y = Q
C_GFNERATE _CELL_ SIZES (BETWEEN 10 AND 1000) v.

306 "NSUM=O " * *------------------------------------------------------ ---------
DO 300 1=1,3

30 1 I X=IY
CALL RANOUIIX,IY,A) ---------------- --
IF I a.LT.O.10) GO TO 301
N(I)=A*1CO,
NSUM=NSUM«-N( I } ~ --------------------------------------

. : 300 CONTINUE
i AC GENERATE N4 SO DISPROPORTIONAL

X 302 IX=IY ----- ------------------------------------------------------------ -------------
CALL RANDUtIX,IY,A) '

! X NA=A*  10.+ 1.
"7^N4 = N2*N37 nI+NA ————————————— —---------------------------

I XNSUM=NSUM+N4
. -  SUMN=NSUM

C-CALCChI SQUARED ----------------------------------------- -—~---------------------------------------------------
: . CH 12A=N1*N4-N2*N3
• CHI 2= SUHN*CH  I 2A*CH  12A/( (N 1+N2)*( N3+N4)*( N1+N3)*(  N2+N4) )
■; CTT5T SIGNIFICANCE cP ChI SCPO-------------------------------------------------------------------------------------

H A IF(CH 12.GT. 1.320> GO TO 306
_jk_C CHI SQ NON-SIG TEST FOR NC CASES 

A IF(NSCHTTEQ.NC) GO TO 312
I f C NOT ENOUGH ADD THIS ONE

XLS=2
: XNSCHI=NSCHI+1
. <SIG=LTRN
1 C GENERATE MEMBERS OF EACH CELL E CELL SUM

313 TSUMS=0.0
. DO 303 1=1,4 . - ‘

S_________ SUMI 11=0.0 - • 
j SUMS(I)=0.0

P(I)=FLOAT(N(J)J/SUMN
'• _______ L=N( I ) _______________ __________ '____________________________________________
5 ■ DO 304 J=1,L : ~
■ IX=IY ' - ■ •
' - CALL RANDUII X , I Y , A )_______ ______________________________________________

SUMiI) = SUM(I)+A
SUMS!I)=SUMS(I)+A*A

30A CONTINUE
' ~^fSUHS = TSUMS+SUMSrn ” ~

303 CONTINUE
C CALC F STATISTICS
C CALC ROW,COL,C TABLE SUMS
C CALC ROH,COL,E TABLE SUMS SO ROW FACTOR SIGNIF

___ _______ R1S = SUM1»SU M 2 ________ ___________________________
P 2 S= SU.M3 + SUM4
C1S=SUM1»SUM3
C2S=SUM2*SUM4  
TO’SU^TSTITTS------ ’--------------------------------------------------- -

C CALC ROW,COL,» TABLE SUMS SQUARED
________ TSS=TAB SUM*TABSUM/pLOAT(NSUM) ___ _ 

SSR = R1S*R  lS7I^rr+N2")+R2S*R2S/t  N3 + N4 l-TSS
SSC=C1S*C1S/(N1+N3)+C2S*C2S/(N2+N4I-TSS
SST=TSUMS-TSS
S'S'CTL"L^StFMI*S0Tll7f7r+S'UM2i=SUM2/N2*  SuMS^SuffS'ANS*  SUM 4 *3Ufl4  / n^TS3
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S SR C=SSCELL-SSR-SSC _
SSERR=SST-SSR-SSC~SSRC

C CALC F VALUES FOR ROWS,COLS,£ TABLE
DF=NSUM-4 
SERRM=SScRR/DF
FR=SSR/SERRM

 FC =S SC/_s ER RM__________________________________________________________________ ___----------- — p^C=-SSPQ/SERRM
500 CONTINUE

C IF F( I) IS NEGATIVE DROP CASE FROM CONSIDERATION 1_________
1F( FR.LT.0.0) GO TO 316 '
IF<FC .LT.0.0) GO TO 316
IFIFRCoLToOoO> GO TO 316

C CALC PROBABILITIES FOR ROWS,COLS £ TABLE
D2=D1/OF
DO 305 1=1,3 _______________________ . _

-------------- X1 = SQRT(F(I )1*(  1 .-Oo 2 5/DF )/S QRT {11+0:i 5*F  ( I )/DF)
X2=1.0+X1*( CC1 + X1* (CC2 + X1*( CC3 + X1*CC4 ) ) )

_______ X3=X2*X2*X2*X2 __________________________________________________ .__________ '
PF(I )=!.-!./X3 - ~ ■

C CNT NON-SIG CASES OF F
____________IF(PF(I) .LE.0.95) NSIGILS,I)= NSIGtLS,11 + 1 _________________________

305 CONTINUE
C PRINT CASE PARAMETERS

IFILINF.LE.56) GO TO 307
WRITE(3,200)DATE,I PAGE
LINE=6
IPAGE=IPAGE+1___________________________ ______________

307 WRITE(3,201)P,N,F,PF,SIG
! LINE=LINE+1
'C DO WE HAVE ENOUGH CASES OF SIG AND NON-SIG CHI YET

X312 IF(NSCHI.LT.NC) GO TO 306
C CALC £ PRINT SUMMARY
C MATRIX FSIG(2,6) CONTAINS THE PERCENTS AS FOLLOWS
C COL 1 PERCENT NON-SIG F'S ---- ----------------------------
C COL 2 PERCENT SIG F'S

1 ROW F NON-SIG CHI SQ'D
C ROW 2 COL F NON-SIG CHf~SQ^D-----------------------------------------
C ROW 3 TABL F NON-SIG CHI SO’O
C ,__ R0W 4 ROW SIG CHI SQ’D
C ROW '5 COL SIG CHI S (F'D ~------------------- -------------------
C ROW 6 TAB SIG CHI SQ'D

315 CN=NC ---------- ----------------- ---------------------- ----------------------  

DO 314 1=1,6
 L=I-(1-1)/3*3

 IF(TTeO.4) K=1-------------------------------
TMP=FLOAT(NSIG(K,L))

----- - FL!QI 1, I )=TMP/C.N*  100
FSIGl 2,I) = ( CN-TMP)/CN*100^------- 

314 CONTINUE
WRITE(3,202(DATE,FSIG,NC
STOP -• --------- 

C F ( IJ IS N-"G osnp CASE
--16- - fpT?-T-M"’-LT;lsl scm-sr.HT-1  

GO W 306 N1
END
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C 0N120 ORAVECZ-NEWMAN HYPOTHESIS - NONSTRNTF OISPROP CASE
C MODIFIED FROM ONIOO 03-09-76 WD WHEATON ’Row Factor sirrtJTrieZir----------
C DEFINITION - 2X2 CONTINGENCY TABLE
C CELL(1,1) EQU CELLI 1) 
C CELL I 1,2) EQU CELLI2) ’ " ------- ” '
C CELLI2,1) EQU CELLI 3)
C CELL(2,2) EQU CELLI4)

REAL* *4  P{4),SUM(4),SUMS(4),F(3),PF(3 I,FSIG(2,6)
C DFFN - MATRIX NSIG<2,3) CONTAINS COUNT OF NON-SIG F'S
C COL 1 CHI SQ'D SIG

, C COL 2 CHI SQ’D NON-SIG “------ ---------------
C ROW 1 ROW OF TABLE
C ROW 2 COL OF TABLE  C ROW 3 TABLE '

INTEGER*̂  N(4),SIG,NSIG(2,3),SCHI.DATE(2)
EQUIVALENCE (SUM(11,SUMI),(SUM(2),SUM2),(SUM(3) , SUM3 I, 

iTSUM I 4T7S UM4 ) , (N I 1) , N1) , ("NT2 ),N2),(N(3 > , N3 ) , I nT4)’,N4) , ~
; 2(F(1),FR) , (FI2) , FC),(F(3),FRC)

DATA NSIG/6*0/,LTRN.LTRS/ ’N','S'/
■ ^6 FoRMaYI ’ i ' ,35X, 'ONI 20 0 RAVECZ £ NEWMAN DISPROPORTIONAL OLLSIZES
j . 1 • ,4A2,T123,'PAGE',13//
_________ CELL SIZE RATIOS CELL POPULATION SIZE

: 3 F VALUES PROBABILITIES'/
• 41---------------------------------------------------------------------- ----------------------------------------------------
_________5_----------------------------------------------------------------------- -------------------------------------------- -- . /

! 6' 11,1) (1,2) (2,1) (2,2) (1,1) (1,2) (2,1) (2,21’
( 7 ROW ... . COL TABLE ROH COL. TABLE'/

■_______8'------- ------ ------------------ ------------------ ■---------— --------- •--------- ——---------
I 9 ——- ------------------- — ----------- ---- ------- :— -------------- ------------- ■ j
1 201 FORMAT(F8.5,3F9.5,IX,417,IX,3E12.4,1X,3F9.5,IX,Al)
< ' 202 FORMAT('1CN120 ORAVECZ £ NEWMAN DISPROPORT IONAL CELL SIZES ',2A4
, 1///' CHI SQ "D NON-SIG F TEST RESULTS (PERCENTS)'//
! ' 210X,'NON-SIG SIG ’/

4______ 3 IPX,'-------------- —----------'/ ____________________________._________________
4' ROW ',2F11.2//
5' COL ',2F11.2//

_________ 6' TABLE',2F11.2//___________________________________________________________
I 7///’ CHI SQ"O SIG F TEST RESULTS (PERCENTS)'//
| 810X,'NON-SIG SIG '/
! 910X,'-------------- --------------«/ 
. A' ROW •,2F11.2//
! B' COL ',2F11.2//
._________ C« TABLE 1,2F11.2//__________________________________________ ,________________
• 0//?' CASES CONSIDERED FOR EACH STATE CHI SQ”D =' , 14)
| C FIX TOTAL NUMBER OF CASES
.___________NC=1000
I C GET CURRENT DATE
! CALL TOATE(1,DATE)

C CONSTANT NEEDED LATER C1 = 2 ./9. = 0.222222 
Dl=0.222222

, C PROBABILITY EXPANSION CONSTANTS
CC 1=0.196 854 
CC7^T.Tm’94
CC3=0o000344

________ CC4=0.019527 _ _
C NUMBER SIG £ NON-SIG CASES CHI SQ'D

NSCHI=0
• ______ SCHI = 0________________________________________________________ :----------------------------

C PAGE £ LINE CNTS
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LINE=100 ------------------------ ------------------ - -----------------------------------------------------------------------
IPAGE=1~
IY=9 • ‘ ’

C GENERATE CFI L SIZES (BETWEEN 10 AND 10001--------------------------------------------------------- ----- .
------ 306 NSUM=0

DO 300 1=1.3
301 IX=IY ____________ _ _____ —--------------------------------------------------------------------------- ------

-------------- CALL RANDUI1X,1Y,A)
IF(A.LT.0.101 GO TO 301
N( I )-A*100. ___________ __________ _______________________________________________ _
N S UM=NS UM+N(I 1

300 CONTINUE •’
X C GENERATE N4 SO DISPROPCRTIQNAL •

’ 302 IX=IY
CALL RANDUIIX,IY,A 1 ?

Z>NA = A*1O.  + 1.
/ N4 = .N2*N3/N1+NA - .
X NSUM=NSUM+N4 • • . >’ !

SUMN=NSUM _________________________________________________ !
C CALC CHI SQUARED T

CHI2A=N1*N4-N2*N3  ‘
__________ CHI2= SUMN*CHI  2A*CH  I2A7(,,(N 1*-N  2)♦< N3<~N4) ♦< N1-.+N3 I♦( N2+N4) > , ■<
‘ C TEST SIGNIFICANCE OF CHI SQ’D

IFICHI2.GT.1.3201 GO TO 306
C CHI SQ NON-SIG TEST FOR NC CASES______________ _______________

• IF(NSCHI.EQ.NC1 GO TO 312 . ...
:■ C NOT ENOUGH ADD THIS ONE ' ' ■ •
i LS=2 .1 ■ . . :

NSCHI=NSCHI+1 ‘ ~
.. SIG=LTRN (

C GENERATE MEMBERS OF EACH CELL E CELL SUM
313 f’SUMS = 0.0

DO 303 1 = 1,4 - :- '
SUM(I)=0o0

SUMS!I 1=0.0 ------------------------------------------------------------------- L------------------------------
P(I ) = FLOAT(N(I 1l/SUMN
L = N( I 1
DO 304 J=1,L
IX=IY
CALL RANDUII X,IY,A 1

“T-FOR CELLS 1 ATTlF~2 AuL) FIVE To EACH Wa point
I F(I.LE.2) A = A + 5

________ SUM(I)=SUM(I)+A
SUMS!I)=SUHS(I)+A*A  ;----------------------------------

304 CONTINUE
 TSUMS=T SUMS-*- SUMS (I 1

303 CONTINUE --- --------------------- ——----------------- ----  
C CALC F STATISTICS
CCALC ROW(COL,£TABLE SUMS
c calc row,col,enable su

R1S=SUM1>SUM2 R~TIWlT
 R2S=SUM3+SUM4   n --------------------- -------------

C2S=SUM2+SUM4
— R1 sR2S

--------------------
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■ SST=T SUMS- TSS_________________________
SSC E L L= SUMI*SUM1 /N 1+SUM2*SUM2/N2  + SUM3*SUM3/N3+SUM4*SUM4/N4-TSS ---------
SSRC= SSCELL-SSR-SSC ‘
SSERR=SST-SSR-SSC-SSRC ’ ' \

C CALC F VALUES FOR ROWS,COLS,£ TABLE ————------ 1------ :-----
i DF=NSUM-4 ’ ' •
' SERR.M = SSERR/DF

"FR = SSR/SERRM : —------------------------- ---- —
4 FC=SSC/SERRM > ,

FRC = S SRC/SERRM - ... ..
500 CONTINUE '

C IF Fill IS NEGATIVE DROP CASE FROM CONSIDERATION
IFIFR.LT.0.0) GO TO 316
IF(FC . LT.0.0) GO TO 316 "--------------------------- -------------------------------

. • IF(FRCoLT.O.O) GO TO 316
C CALC PROBABILITIES FOR ROWS,COLS £ TABLE ”

; • D2=D1/DF : " “ ■ : ■ ■ ’-------------- -■■ ■•.---------- r—
I DO 305 1 = 1,3 ' '
i___________ X1=SQRT(F( I )}♦( 1,-Q1,25/1DF) ZSQRT I la»Qo5»F(I)/OF» ' '
i“ ' X2=1,O*X1*(CCl+Xl*(CC2tXl*(CC3+Xl*CC4.)M  ~ T“T—------- :—
l X3=X2*X2*X2*X2
... .. PFI I ) = 1.-1./X3 .< ... - ,:Z £■ ’ .

! C CNT NON-SIG CASES OF F “ ‘ ‘
IFIPFII) .LE.0.95) NSIG(LS,I)=NSIG(LS,IH1

j 305 CONTINUE
i, C PRINT CASE PARAMETERS . . • , ■ r -'. •; -i-- '»•< * . .---- ■“’
I < ■' IFILINE.LE.56) GO TO 307. .< ’• - 1? ‘ ,
t WRI TE( 3t2001DA.TE , I PAGE . . a, r .. v , r . 7 - 3 ■ v ? ,
P—. Line=6 ' ~: K :

IPAGE=IPAGE*1
307 HR ITE(3,201)P,N,F,PF,SIG____________________________________________________

.———|LINE=LINE+1 ■ ' ; ' ~ ~ ... . A. .. 7 • • •
C DO WE HAVE ENOUGH CASES OF "SIG ANO NON-SIG CHI YET ■

312 IF< NSCHI .LT.NC) GO TO 306.- _______ ’ , - “v?: \ '■ ■. :.'■■■■■ -. • v
; C CALC f. PRINT SUMMARY “

C MATRIX FSIGI2.6) CONTAINS THE PERCENTS AS FOLLOWS
C COL 1 PERCENT NON-SIG F'S__________________________

! C COL 2 PERCENT SIG F'S '
C ROW 1 ROW F NON-SIG CHI SQ'O
C ROW 2 COL F NON-SIG CHI SQ1D______________________

“C ROW 3 TABL F NON-SIG CHI SQ'D
C ROW 4 ROW SIG CHI SQ'D

■ C ROW 5 COL SIG CHI SQ'D
■ c fiov~5 rO~5TC' cur SQ'D---------—I '

. 315- CN=NC . ’
K=2 • ■ •

' DO 314 1=1,6 ~
L=I-(I-l)/3*3

I IF! I.EQ.4) K=1___________________________________
tmp=float(nsigik,l>) : •
FSIGI1,I)=TMP/CN*100 o
FSIGI2, 1)=(CN-TMP)/CN*100.  

3T4 rONTTJuE------------------------------------------------------------------------------
! WRITEI 3,202)DATE,FSIG,NC

STOP
C A l) IS NEG DROP CASE

316 IF(SIG.EQ.LTRS) SCHI=SCHI-1
IF ISIG.EQ.LTRN) NSCHI=NSCHI-L 
GO TO 306
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X C QN120 QRAVECZ-NEWMAN HYPOTHESIS - SIGNIF DI SEROP.DRTIDNAl CASE
C MODIFIED FROM OMIOO 03-09-76 WD WHEATON Rous Factor *jot
C DEFINITION - 2X2 CONTINGENCY TABLE cc eac 4-h ( LY Si Cr miFiciw
C CELLI 1.1) EQU CELLI 1J .
C CELLI1.2) EQU CELLI2)
C CELLI2.1) EQU CELLO)
C CELLI2.2) EQU CELLI4)____________________________________

REAL**  P14),SUM(4),SUMS I4),F(3),PFOI,FSIG(2,6) ' ——
C DEFN - MATRIX NSIGI2.3) CONTAINS COUNT OF NON-SIG F'S

__ £ COL 1 CHI SQ’D SIG
C COL 2 CHI SQ’D NDN-SIG
C ROW 1 ROW OF TABLE
£____RQW_2__ COL OF TABLE 
C ROW 3 TABLE

INTEGER**  NI4),SIG,NSIG(2,3) ,SCHI,DATE( 2)
EQUIVALENCE < SUMI 1I,SUMI )’« I SUM (2) . SUM2) t (SUMO Lt^UWj. _

II SUMI 4).SUM4).INI 1),N1),1 Nf 2),N2),(N(3),N3), (NI4) ,N4),
2(F(1),FR),(FI 2),FC),(F(3),FRC)

_____ data NSJG/6*0/ .ltrn.ltrs/1N1 i 'S* /___________ :______________________________
200 FORMAT!•1’,35X,'0N120 ORAVECZ S NEWMAN DISPROPORTIONAL CELL SIZES

1 • ,4A2,T123, ’PAGE’,13// .
---------------- ^C£LL SIZE,RATIOS.  CELL POPULATION SljE

 F VALUES PROBABILITIES’/

€ P A CE S LINE~CNTS 

CC 2-07115 194~^~  
CC3-0.000344

e? A 0*1 ^5? 21- - -  

12,2) (1,1) (1,2) (2,1) 12,2)
TABLE • ..••ROW : .. COL. TABLE’/

C GET CURRENT DATE 
CALL TDATEI1.DATE)

C CONSTANT NEEDE0 LATER Dl=2«/9«=0^222222
01=0.222222 .  • \ C^PROBABILITY EXPANSION CONSTANTS
CC1-0,196854 ■ 

4’ ROH '.2FU.2//
5’ COL '.2F11.Z//

-£-'-IABLE’ ,2F11.2//
7///.'. CHI sq”o“sTg F~

•BlOXi • ;■ <Xig-.
910X,'~----------

____ - - ■ w i_____________________ r_  C NUMBER SIG E NON-SIG CASES CHI SQ'O
NSCHI-0

(1,2) (2,1)
• ' COL

__________________ — -f ____ ' ____ i_______ _____A’ ROW ’.2F11.2//
8’ COL ’.2F11.2//
C» TABLE1,2F11.2//_____________________________ __________ ________ _
D///*'  CASESJCONSIDERED FOR EACH STATE,CHI SQ”D =’,I4) ..

C FIX TOTAL NUMBER OF CASES s ' ' - - "
Mr

  
6'
7

-___    
9  

■. 3iQx,'——_ • . . »
—!—i?

 5  
(1,1)

■ROW ■

_________ • I
RESULTS (PERCENTS)'// 1
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______ L.INE=LQ0___________________________________________________

IPAGE=1 ------------- ~-----------
IY=9

C GENERATE CELL—SJ.ZES. .(.BETWEEN 10 AND 1000) _  
306 NSUM=O • ... ’• -- *■  * ■

A DO 300 1=1,4
._J0JL _IX=IX . ...---------------------------------- :_______________________ ______   

CALL RANDUIIX,IY,AJ
IF< A.LT.0.10) GO TO 301 - z- . ’•

_________ N( I )=A*100» _____________________ ■ ' • ■ ■ __________ . . f<-r
NSUM=NSUM+NII ) ‘ --“

300 CONTINUE
_________ LUMN^NiUM_____________________________ __ __________ ____________ ' ■

C CALC CHI SQUARED *—
. CHI2A=N1*N4-N2*N3  ’

CHI2=SUMN*CHI2A*CHI2A/1  IN 1+N2)*1 N3+N4)*( N1+N3)*( N2+N4))
C TEST SIGNIFICANCE OF CHI SQ’D ------- ’------- ------- -

X IFICHI2.LE.3.841) GO TO 306
XC CHI SQ’D SIG TEST FOR NC CASES ______ ;________ ? : '
• • ‘ X IFt stHl .EQiNC) GO TO 312 ~7~ ’ • ' ' " ” ’ -
■FC NOT ENOUGH ADD THIS ONE

______ X. LSzi_________________- ■ ■ ■ ■: " ' <7. ^.
X SCHI = SCHI+1
XSIG=LTRS

C GENERATE MEMBERS OF EACH CELL £ CELL SUM_____________________________________■_
■' 313 TSUMS=0.0 . . 7^ - .. ..•< ~ ~ 7~7“

DO 303 1 = 1,4 k ..
. '■ t SUM{I)=Q.O___________ . V. \

SUMS!11=0.0
Pl I )=FLOATINI I H/SUMN

_________L=NII )_________________________________________________________________________
DO 304 J=1,L - • 
IX=IY r ■ -

-------------- CALLERANDUIIX , IY . A ) ________ > .______________ ■ •
SUMI I) = SUM(I)+A
SUMS!I)=SUMSII) + A*A

304 CONTINUE
TSUMS =TSUMS+SUMS( I ) ' < -’ <• T"—~

303 CONTINUE -
_C CALC F STATISTICS__________ _________________________________________________ ■

C CALC ROW,COL,£ TABLE SUMS
C CALC ROW,COL,£ TABLE SUMS SO ROW FACTOR SIGNIF

R1S=SUMH-SUM2
R2S=SUM3+SUM4 ' ' ~
C1S=SUM1+SUM3

— C2S=SUM2-*-SUM4  , . _ ________
TABSUM=R1S+R2S

c CALC ROW,COL,$ TABLE SUMS SQUARED
--------------1 SS=T ABS UM*TABSUM/FLOAT INSUM)  

SSR=R1S*R1S/IN1♦N2 )+R2S*R2S/IN3+N4 )—TSS
SSC=C1S*CIS/IN1+N3)+C2S*C2S/IN2*N4)-TSS

. ___ S S T = T S UM S-1’ SS _ ______________________ ;
SSCELL=SUM1*SUM1/N1*SUM2*SUM2/N2+SUM3*SUM3/N3+SUM4*SUM4/N4-TSS
SSRC=SSCELL-SSR-SSC

--------------SSERR = SST-SSR-SSC-SSRC
C CALC F VALUES FOR ROWS,COLS,£ TABLE

0F=NSUM-4----------  SERRM = S_S6RR/DF____________________________ ____  

FR=SSR/SERRM ’
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DATE = 76169

 

MAIN

  

 

r

t

 

G LEVEL 21

fc=ssczserrm-------------------------- ---------------------
FRC-SSRCZSERRM

c21Ei(JLLs^NEGAJLVE_DJlOE-XASE_±fUlM_JCQNLSXD£RATION^ .—

IF(FR.LT.O.O) GO TO 316
IF(FC.LT.0.0) GO TO 316

_____ IF(FRC.LT_.Q.O1 GO TQ 316-------------------------------------------------
C CALC PROBABILITIES FOR ROWS,COLS t TABLE

D2=D1/DF
  DO 305 I~l»3   . .__
X1=SQRT(F(I)>*< 1.-0.25ZDF)/SORT(Le + Oo5*F(IJZDF)
X2=1.0+Xl*(CCl-t-Xl* (CC2*X1*(CC3«-X1 ’*CC4) ))
X3=X2*X2*X2*X 2 ---------------

48
11/06/46

C ROW 6 TAB SIG CHI SQ'O
315 CN-NC___________

k=2 ~;
■- , DO 314 1-1,6 . . <•
- ? L-l^<I-D/3»3 ;

IFCI.EQ.4) K=1
TMP=FLOAT(NSIG(K,L))

_______ FSIG(1,Il-THP/CN*100._____
FS^G< 2, I >«( CN-TMP )./CN*l.Q0

314 CONTINUE ■
-------------HRJLIE.I312Q2 IOA.TE, FSIG,NC 

STOP
C Fill IS NEG DROP CASE

_ 3_L6_ LEASLGjJiQ,LTRS) SCHI = SCHI-1 
IF(SIG.EQ.LTRN) NSCHI=NSCH1^1 
GO TO 306 1

 END • - ‘ • J

PF(I ) = !.-!./X3
C CNT NON-SIG CASES OF F -? .

IF(PF( I ).LE.0.95) NSIG<LS,I)=NSIGtLS,!)1 + 1 ___
305 CONTINUE

C PRINT CASE PARAMETERS
_______ IF ( L I NE.LE.56 ) GO TO 307________ __________________

WRITE(3,200)0ATE,IPAGE
LINE-6 ■ - •

_______IP-AGE»IPAGE+1_______ ' ' _________
307 WRITE(3,2011P,N,F,PF,SIG

LINE-LINE+1
C .00 WE_HAVE ENOUGH CASES OF $JG AND NON-SIG CHI YET
/312 IF! SCHI.LT.NC ) GO TO 306
C CALC E PRINT. SUMMARY
C MATRIX FSIG(2,6) CON Ahe^pi
C
c

___ £_

COL 1
COL 2

_bqk_jl

PERCENT NON-SIG F’S
PERCENT SIG F’S

_RQ.H F_ NON-SIG CHI SQ’D_______________________________\
C ROW 2 COL F NON-SIG CHI SQ’D
c ROW 3 TABL F NON-SIG CHI SQ»DZ . - \ ~ -<•

___ t_ ROW 4 _RQW_SIG CHI SQ’D.................. J a
c ROW 5 COL SIG CHI SQ’D , ' ‘ ' ■’ , . '■'"“"f



c LEVCL 21 MAIN 11/40/57CATE = 77056

c 0M2C 'IF AVECZ-N EwM.AHYPOTHESIS - S T GN I F DI S PR CPCF TI ONAL CASE
c
c
c

KCCIFIFD FROM CNICO C3-CS-/6 WU WHEATON Ro*J  Factor
PEFIMTICN - 2.X2 CONTINGENCY TABLE 1

CELL ( 1,1) Ml' CELLO) .
c
c
c

C ELL(1,2) rQU CELL(2 )
CELLI’,1) ECU CELL(3)
r EIL(2,2) cOU CCLL(4 )___________

c
c

RE AL*  4 P(4) , SLM(^),SUMS(4),F(3),PF(3 I rFSIGlTTT) - ---------
DEFN - MATRIX NSIG(2,3) CONTAINS COUNT CF NON-SIG F'S * -

CCL 1 CHI SC’.C SIG
* <

c
c
r

CCL 2 CHI SC'C NrN-SIG
POU 1 ROW CF TABLE
ROW 2 CCL CF TAELE

. c ROW 3 TABLE
INTEGERS N(4),SIG,NSIG(2,3) ,SCHI,DAT£(2)
EQUIVALENCE ( SUM. ( 1) , SUM 1) , (SUM ( 2 ) , SUM2 ) , (SUM (3 ), SUM3) ,

■ j 1

1 (SL'M(4) , SUM4) , (N( 1) , M) , (N(2> ,NX) , ( N ( 3 ) ,N3) , (N(4) ,N4),
2(F(1),FR),(F(2),FC),(F(3) ,FRC)

CATA NS1G/6*O/,LTRN,LTRS/\N'  ,'S'/
200 FORMAT (’ 1 • ,35X,'CM2C CRAVECZ G NEWMAN DISPRCPGRTIONAL CELL SIZES

1 ',4A2,T123,'PAGE•,I 3//
2' CELL SIZE RATIOS CELL POPULATION SIZE
3 F VALUES PROBABILITIES'/
V --------------------------------------------------------------------- ----------------------------------------------------
5 --------------------------------------------------------------------- ------------------------------------------------- ,,

- «' <L»I> (1,2) (2,1) (2,2) (1,1) (1,2) (2,1) (2,2)
7 ROW CCL TABLE ROW COL TABLE'/

____8'------------- — -------------- - ------------------------------------------------------- —------
9 ------------------- -------------------- -------------------- ------------- ------------- ------------- ,)

201 FO RM AT (F 8.5,3 F9.5 , 1X , 4 f 7 , 1 X, 3E 12.4,1 X , 3F9.5 , IX , A 1»
___ 202__ FncMiTj 11CN123 0RAVFC7 E NEWMAN DI 5PROPCRTICNAL CELL SIZES '.2A4

-
1///' CHI SQ"D NCN-SIG F TEST RESULTS (PERCENTS)'//
210X,'NCN-SIG SIG '/

____31CX,'---------- --------------»/
4' PCk ',2F11.2//
*5 • CCL ’,2F11.2//
6' TA9LE',2F11.2//
7///' CHI SQ"O SIG F TEST RESULTS (PERCENTS)'//
810X,'NCN-SIG SIG '/
S1CX,'------------- ------------- 1/

*• ■

4' ROW ',2F11.2//
B' CCu ',2F11.2//

------------- C' tails'.2011.2// ______________________________

c
0///' CASES CCNSICFRFD FCR EACH STATE CHI SQ''C =',14)

FIX TOTAL NUMBER CF CASES
KC=2______________________________ ;__________ ■ ----------------------------------------

c

__ c_

FIX NUMBER CASES IN CFQUC
ICN’=)

GET ClipEM CATf__________________________ _____________-_________ ___ ___________ ___

c
CALL TCATE(1,CATE) , - .

CONSTANT NFtCEC LATF? 01 = 2./S . = 0.222222

c per n MI J, ; -.^p..,.,^ CONSTANTS
<"C 1= IS':854
r - ■> e ’ 1 1 C • c A ------------ ------------------- —------------------------------

C

CC3=C.CCC344
CCA =•}.<!<> 5 27

NtlMpri' err r .ru err rrtPC CRT SC'C ■ ________________ _______________ _________________ _

i

------—k-Jj_ y_ > r -■ h.w—KU--———----------------------
\'rrI=C
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.. r SCHI = O
C PAGE S LINE ----------------------------------------------------------------------------------------------------

L’AF=1(O
IPfiG==l
T Y = 9 ________ ______ ________________________________

------c generate cell sizes (BETWEEN io ano1000)
3C6 NSUM=A

_ _________ CC 3JG I = 1.4---------------------------- ----------------------------------------------------------------
301 I Xs IT

CALL R ANOIH IX »I Y »A )
  IF (A,LT,.J,10) GC TC 3 01 , — ---------------

h!(I)-A*LCO.
NSUM=NS’JM4Nr( I )

300 CCNTINUf__________ ________ ___________________ ___ ________________ —
SUMA^ASUM

C CALC CHI SQUAREC
___________CHI2A=A1*A4-A2*A3 ___________________ ,_________2__________________

CFI2=SUMN*CHT  2A*CHI2A/(  (M+N 2 )*  (N3+N4 ) * ( N1 +N3J* ( A12 + N4) )
, C TEST SIGNIFICANCE OF CHI SQ’C .

_ _________ IF (CH 12 «L E .3,8A 1 ] GO TC 306__ :_________________ _______________
C CHI SCC SIG TEST •=€« AC CASES

IFfSCM.EC.NC ) GC TC 312
C NOT EACUGH ACC THIS CNE

LS = l
SCHI=SCWI+1
SIG=LTRS

C GENERATE MELPERS Op EACH CELL £ CELL SUM
313 TSLMS=C.C

 
+SUM4*SUM4/AA-TSS

SSFFR=SST-SSR-SSC-SSRC
 

main

11/40/57C CALC F VALLES FOP PChS,CCLS,£ ta"^ 
CF=ASUB-4

 ccpp v = $S = RR/CF

G LEVEL 21

R 2 S = S U B3*SUM4--------------------------------  
C IS=SUMUSUM3
C2S=SUM2+SUM4
TABSUM= RIS + R2S ;—-----------------------  

C CALC RCW,CCL,S TA0lc slms squared
________TSS=TAPSl)M*TABSlH/FLCAT(\S ||W|

SSP. = R 1 S*R IS/ (N 14A2 » ♦ R2S*R2S7(N3^imZ^ 
SSC=ClS*ClS/tM*N3)  + C2S*C2S/(N 2*N4L]H
SST = TSLMS-TSS 1 **<•}--[  ss

OfiTE = 77056

CALL R A N 0 UIIX,IY,A) :
,C FOR CELLS 1 ANO 2 ACC FIVE TO EACH DATA POINT"

IF! I .LE.2 >- A=A*5 ?
SIH I ) =SCH (I ) + A -- ------- --------------------- -—
SUMSI1 ) = SUMS(I)+A♦A

304 CCNTINLE
~ TSCMS = TSUMS + SUMS ( I) ---------------- ------------------------ r——

r 303 CONTINUE ;
C CALC F STATISTICS _ .: :
C CALC RCh.CCLiC TABLE Sl«S-------------- -------------------------—------  
C CALC RCW,CCL,£ TA3LE SU-S SC PCh FACTOR SICMTp

______ 3 1 S= SUM 1 <■ SUM2 rpviL'H SIGN IF

-1=1.4____________
SUM(I)=0.Q

SLMS(i)=0.0
PLI)=FLQAT(N(I)I/SLMN
L=N(I)
CC 3C4 J=1,L
IX^IV



T___ ______ c ' Spl - Y T c,j-zS t P 1 C ,^2$ TC1S tC ?S f TABSU^ fTSS t SS« > SSC T SSTr SSC ELL,t S,$RC.f

lSSE«R,Cc,SERRM,FR,FCfFRC
IC\T-=ICKT + 1

------ —------J Hl CM.GT, 3) STCP---------- -------------------------- --------- --------------------------------------------------

■ -----eq=$$k/3=3RM
fc=ssc/serrm .. .
pRC=SSRC/SERRM__________________ =_________ . •• •<.-*■• . • 1 *

■ 500 CCNT IM*:
r IF F(I ) IS NEGATIVE CRCP CASE PRCM CONSIDERATION
t f=( -R.i,T.C. J) GO K 3 16____________________

IKFC.LT.C.O) GO TO 316
IF(FRC.LT.O.O) GO TO 316

r TALC PROBABILITIES■FCR ROWS»C0LS ■£ TABLE

«

— C2=C1/C F
CC 305 1=1.3
X1 = SORT(F( I ) )*(  1 2_5/Ol/S CRT (1.+C.5* F(I)/OF )
X2 = l »0 + X1*( CC1 + X1 *( CC2*X 1* (CC3+X1*CC 4 )))
X3’=X2*X2*X2*X2
PHI ) = 1.-1_./X3 _ _ . c

C CAT NO-SIG CASES GF F
IF(PF(I).LF.O.<55) NS IG(LS»11=NSIG(LS,I)+1

305 CCNTINUE____ _
C PRINT CASF PARAMETERS

TF ( L INE . 1E . 56 » GC TO 3C7
UPITE(3»200 IDATE.I PAGE

.i’ ’ X 1

LIAE=6
IFAGE=IPACE♦1

307 kRITE(3»2Gl)P,N,F,PF,SIG
LINE=LINE+1

C CO WE FAVE ENOUGH CASES GF SIG ANO NON-SIG CHI YET
312 IF ( SCHI.LT .NC ) GC TC 306

C CALC £ PP IM SUMMAP Y
C MATRIX FSTG<2,6) CONTAINS THE PERCENTS AS FOLLOWS

---- C___ CPI 1 FEPf.FNT NON-SIG F » <

«•

, C . COL 2 ’PERCENT SIG F «S
C ‘ ROW 1 RCW F NON-SIG CHI SQ'C • "

i—C------ROW 2 COL F KCN-SIG CHI SO«O ‘.'V ■' • ' '■ • ... ‘i- .
C ROW 3 TABL F NCN-SIG CHI SQ'C
C ROW 4 RCW SIG CHI SC’C

-----£------ROW 5 CCI SIG CHI see
C ROW 6 TAB SIG CHI SC’C
315 CN=NC '•>' .> ■ ' ' -

■------ :____ ,K = 2 • • - ► • "v' ‘*jr

CC 2 14 1= 1,6
I-I-< 1-1 1/3*3

------------------1c ( I . E C . 4 ) K = 1 _________ :_____ —------------------------------
TMP=FLCAT(NSIG(K,L ) )
FSIG( 1,I)=TMP/CN*  ICC.

:--------------- itstgi 2. r > = (r.N-ikpi /ck.’* irn. ■ _______!_____ :-------
314 CC N’T INCE

WR!TE(3,2C2)DATE,FSIG.NC
--------- ----- SI CP ________________ —--------------------------:—:—
r c Hl) IS NEC CROP CASE

316 IFISIG.EC.LTRS) SCHI=SCHI-1
•------------ 1 F ( < If. . = f .1 1 OK 1 ^<ru! -K'CfHT-1 ------------------------ ----------- - i y ■ ■ • ■ » * .» - r■ ■ ------------------

CC TC set
CEBLG UN IT(3 )

_____ ___ AT  r 4 ------------------------------------------------------ ---------- ------
'DISPLAY I,A
AT 5OC _______________

TTbVEL~ 21 ■ MAIN 0ATE “ 77056 11/40/57
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SHRINKAGE IN R2 AND UNBIASED ESTIMATES OF
TREATMENT EFFECTS USING a

STARRETT DALTON

UNIVERSITY OF CALIFORNIA/ RIVERSIDE

Abstract

The amount of variance accounted for by treatment can be estimated

with fl2or with R2 (symbolized as R2 after a shrinkage formula has

been applied). Monte Carlo methods were employed to compare fl2,

R2, and R2 in terms of bias and precision. R2 and fl2 produced

estimates which were negligibly biased. The bias in R2, while

consistently positive, decreased as sample size increased and was

too small to be of practical importance when n>50. fl2, R2 and R2

were all most precise with large samples and least precise when

treatment effects were moderate in magnitude.

Presented at A.E.R.A., New York, NY, April, 1977.

52



53

Shrinkage in R2 and Unbiased Estimates of

Treatment Effects Using fl2

William Hays (1963) encouraged investigators to provide esti­

mates of the magnitude of treatment effects in addition to the

statistics and probability levels which are customarily reported

in analysis of variance. He offered omega squared (fi2) as an un­

biased estimator of the parameter eta squared (n2).

ffl2 . SSB -

SST +

SS,j, •» sum of squares total

SSg = sum of squares between groups

MS^ “ mean of squares within groups

J = number of groups

and

n2 = a2- a2
_X___ £

2
ay

a2 = variance of the dependent variable

a2 - the common homogeneous variance of v
cne x about y

n2 - . population measure of the magnum o£

effects relative to the total variance in rh
in the experiment

Carroll and Nordholm (1975) have demonstrated that

estimate of n2 (epsilon squared) developed onn,.
earuer by Kelley (1935)
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is as accurate as w2. Nevertheless ^ appears to be most popular

among researchers who use analysis of variance.

Researchers who use regression analysis for testing the same

hypotheses tested in analysis of variance (e.g., McNeil, Kelly,

and McNeil, 1975; Namboodiri, Carter and Blalock, 1975) use the

squared multiple correlation coefficient (R2) to estimate the pro­

portion of variance accounted for by treatment (i.e., n2). Be­

cause R2 is positively biased a shrinkage formula is commonly used

to provide a value of R2 corrected for bias (R2).

R2 >= 1 - (1-R2) ( )
c 1 } N-k-1

R2 » R2 after correction for biasc

N = number of subjects

k = number of independent variables '

In the past, the selection of R2 or dJ2 to estimate n2 has been

determined by the researcher's preference for traditional analysis

of variance or regression analysis. Because no one has compared

these statistics in terms of bias and precision, no evidence is

available for selection on the basis of accuracy. The primary pur­

pose of this study, therefore, is to compare the sampling distri­

butions of R2, R2, and di2 in terms of bias and precision.
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Procedure

Using Monte Carlo methods, the study was conducted in the con­

text of a three level, one way analysis variance. It was assumed

the results would generalize directly to higher order analysis of

variance. The values of p2 selected were .00, .05, .15, .40. .75,

and .90. Sample sizes ranged from N=30 (10,10,10) to N=600 (200,

200,200). Error terms were randomly selected from normal popula­

tions with homogeneous variances. Carroll and Nordholm (1975) 

studied the effect of violating the assumptions of normality and

homogeneity when estimating p2 using fij2. The reader interested in

this problem is referred to their work. For each value of H2 and 

for each sample size 1000 simulated experiments were conducted.

Data were generated by the pseudorandom number generator in the

IBM scientific package.

Results

Bias. For each value of n2 nna <= ,-------- n and for each sample size the mean

and standard error (SE) were calculated for r2 , oror R^, R2, (Table
1). R2 and ffi2 produced estimates of n2

c « n which were negligibly

Insert Table 1 about here

biased. The bias in R2, while consistently pOsit-<
cive, decreased as

sample size increased and was too small to b
Practical importance
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when n>50.

Precision. As reflected in the standard errors, the impre­

cision of all three statistics decreased as sample size increased.

Imprecision was greatest in the middle of the range of n2 (i.e.,

for n2=.15 and n2 =.40). For small sample sizes R2 was very

slightly, yet consistently more precise than R2 and fi)2.

Discussion

Any attempt to pinpoint a tendency in R2 or A2 to be posi­

tively or negatively biased, based upon the present data, would

probably be misleading. The mean values of R2 and ffl2 always fell

within two SEs of the population value (n2) and 927. of the time

both estimates were within one standard error of n2. The mean

value of fi2never differed from the population value by more than

one SE. By these standards fl2 is slightly less biased than R2 ,

however, this conclusion is overshadowed by the tendency of both

measures to yield accurate estimates in terms of bias.

When Hays developed ffl2 he stressed the importance of esti­

mating the magnitude of treatment effects when sample sizes were

large. "Virtually any study can be made to show significant re­

sults if one uses enough subjects, regardless of how nonsensical

the content may be." It is indeed ironic that the use of (or
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R2) instead of the familiar R2 is least necessary when sample size

is large. In this case the estimates of experimental effects using

R2 show only negligible bias. In the present study the mean value
of R2 (n>50) never differed from n2 by more than one standard

error. This degree of bias should not concern most applied re­
searchers. In addition, R2 is routinely produced by many packaged

computer programs and consequently is more readily available than
R2 and fl2.c

In conclusion, it appears that R2 and fij2 may serve equally
well in estimating the magnitude of experimental effects. Both
are superior to R2 in this regard when n_<30. For large samples
R2 shows little bias and in many circumstances may be sufficient

as an estimate of fl2.
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Table 1

Means and Standard Errors (SE) of the Multiple Correlation Coefficient (R2

Omega Squared (GJ2) , and the Corrected Multiple Correlation
2Coefficient (R ) for Each Conditionc

Eta Squared (n2)

Sa^le

Eatlaatee

of .00 .05 .15 .40 .75 .90

•u« n1 X SB X SE X SE X . SE X SE X SI

I2 .069 .065 .116 .093 .209 .117 .443 .118 .771 .059 .909 .024

It a2 .000 .068 .049 .097 .147 .123 .394 .125 .748 .064 .899 .017

.000 .070 .051 .099 .150 .126 .402 .126 .754 .063 .902 .026

I2 .023 .022 .070 ' .048 .167 .068 .411 .073 .755 .037 .903 .0U
M .000 .023 .049 .049 .146 .069 .395 .075 .748 .038 .899 .015

1*C .000 .023 .049 .049 .148 .070 .397 .075 .750 .037 .900 .0U

12 .013 .014 .063 .035 .161 .051 .408 .054 .753 .027 .901 .011
99 a2 .000 .014 .050 .036 .149 .051 .398 .055 .749 .027 .899

c
.011 ♦

i»c .029 .0U .023 .037 .126 .053 .382 .056 .743 .028 .897 .011 f

x2 .007 .007 .057 .024 .157 .036 .405 .039 .753 .020 .901

n

.OMIM a2 .000 .007 .051 .024 .151 .036 .401 .039 .750 .020 .900 .OM
.014 .007 .038 .025 .139 .037 .393 .040 .748 .020 .899 .008

lit a2
.004

.000

.000

.004

.004

.004

.055

.050

.050

.020

.020

.020

.134

.150

.151

.030

.030

.030

.404

.401

.401

.032

.032

.032

.752

.751

.751

.016

.016

.016

.901

.900

.901

.007

.007

.007

SOO

i2
a2

.003

.000

.000

.003

.003

.003

.054

.050

.050

.017

.017

.017

.154

.151

.151

.026

.026

.026

.403

.401

.401

.028

.028

.028

.752

.751

.751

.014

.014

.014

.901

.900

.901

.006

.006

.006



Multiple Linear Regression Viewpoints

Vol. 7 No. 3 1977

THE USE OF MULTIPLE REGRESSION ANALYSIS IN PREDICTING
SUCCESS IN THE COUNSELING PRACTICUM *

JOSEPH Mt WALTON
ASSISTANT DEAN OF GRADUATE STUDIES

THE UNIVERSITY OF AKRON

Abstract... The present exploratory study investigated the relationship
between several predictor variables and the criterion of success in the coun­
seling practicum among 93 recent graduates of a counselor education program.
The investigation revealed that the best predictor of success in the counseling
practicum was the square of the graduate grade point average (ggpa^). This
suggests the possibility of a curvilinear relationship between this predictor
and the criterion. The interaction of female by Miller Analogies Test score
(MAT) and the single variable of undergraduate grade point average (Ugpa) also
appeared early in the equation. Type of undergraduate institution, type of
graduate degree earned, and sex as a single independent variable demonstrated
little relationship to the criterion.

Introduction

The counseling practicum in most counselor education programs is conceived

as a comprehensive experience in which the counselor education student is asked

to demonstrate his or her ability to counsel in a practical sense, while using

the methods and techniques that he or she has acquired in previous courses. It

is a pre-serv1ce experience which normally occurs after substantive course work

in counselor education has been completed, but before the student is certificated

as a practicing counselor.

While one's rating in the counseling practicum may bear questionable rela

tionship to one's ultimate success in the counseling field, the counseling prac

ticum may be a fairly good barometer of the student's current level of ach

ment in the practical aspects of counseling, and an indicator of potent

cess in the field, if one assumes minimum bias in the subjective judgements of

the practicum supervisor.

The present study is concerned with determining possible predictor vari­

ables that will be useful in predicting success in the counseling practicum.

cnme studies which are relevant to
A selected review of recent literature reve

* non-reviawed
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the present study.

James and Dumas (1976) examined college grade point average as a pre-

dicator of teaching competency and found a positive relationship between grade

point average and competency ratings of student teachers. The authors emphas­

ized that low risk students tended to have lower overall grades, as well as

lower student teaching competency ratings.

Richards' (1974) study sought to predict performance in a combined under­

graduate and medical education program. He found that the best predictor for a

given criterion variable was previous standing on that same variable, and that

academic performance in the program was largely independent of other criteria.

A later study by Wallace and Schwab (1976) compared five models which were

used to predict graduate admission committee decisions. These investigators

found that grade point average and Graduate Record Examination score tended to

be weighted about the same from one model to another.

The studies cited above investigated linear relationships. However, the

present study attempted to extend beyond the investigation of linear relationships

and to explore curvilinear relationships through squared variables.

The present exploratory study investigated possible predictor variables for

the criterion of success in the counseling practicum. The independent variables 

included type of undergraduate institution xy uace institution, sex, type of graduate degree earned,
undergraduate grade point average (ugpa) graduate grade point average (ggpa) and

Miller Analogies test score, (MAT). In addition, the interaction of several of 

the above variables was included, Specific

graduate degree by MAT; sex by ugpa, sex by

and MAT were squared in order to determine i

interaction variables were: type of

99Pa, sex by MAT. Also, ugpa, ggpa,

curvilinear relationships existed.
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Thus, the purpose of the present investigation was to examine possible

predictors of counseling practicum success, while using a multiple regression

approach. The intent was to derive a regression equation which would be useful

in a replicative study.

Methods and Procedures

The present study was completed with 93 subjects who recently received the

Master of Science in Education or Master of Arts in Education degree in the area

of counseling from a large urban, midwestern university. The subjects, 54 females

and 39 males, were randomly selected from the complete lists of recent graduates,

and any subject with missing information, such as MAT score was excluded from the

study. Forty-one of the subjects received the M.A. degree in Education, while the

remaining 52 received the M.S. degree in Education. Type of undergraduate insti­

tution included: (1) the home institution, (2) other public institutions within the

state, (3) private institutions within the state, and (4) public and private insti­

tutions outside of the state.

The subjects were divided into groups of "most successful" and "least suc­

cessful" on the basis of final ratings which were assigned by the practicum super­

visors. These two classifications were used as the criterion.

Data Analysis

The data were analyzed by the use of the Statistical Package for the Social

Sciences (SPSS) multiple regression subprogram (Klecka, Nie and Hull, 1975). Input

data included the independent and dependent variables enumerated above. The SPSS

program computed a sequence of multiple linear regression equations in a stepwise

manner. At each step the independent variable which made the greatest reduction

in the error sum of squares was added to the regression equation. The results are 
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presented in the following section. The present study was comple

facto research, and bears the limitations normally associated with such researc

(Kerlinger, 1973).

Results

The findings.reveal that the predictor variables in the full model controlled
32.3 percent of the total variance. As indicated in Table 1 below, ggpa? accounted

for most (23.7 percent) of the controlled variance. The interaction variable of

female by MAT was nexted added to the regression equation to increase the R by
2.3 percent. Ugpa was entered on step three, followed by ugpa2. MAT2 was added

at step five to raise the R2 to .295.

Beyond step five, additional variables were added to the regression equation

in the following order: MAT, female, male by ugpa, ggpa, type of undergraduate

institution, and male by ggpa. At this point the F- level became insufficient

for further computation.

Newman (1973) pointed out that "multiple correlations (R) tend to be biased

upward..." and that ..."R tends to be higher in the sample than in the population

from which the sample is drawn." In order to correct this condition, he suggests

the use of shrinkage estimates. This was not done in the present study, because ot

its exploratory nature. However, in a replicative study it will be important to

make use of shrinkage estimates.

Discussion and Conclusions

As indicated above, graduate grade point average (squared) accounted for most

variance in the regression models. This finding is somewhat similar to

James and Dumas, who found a positive linear relationship between gpa and

competency ratings of student teachers. However, while James and Dumas found line”

relationships, the present study appears to reveal a curvilinear relationship'be­

tween ggpa? and counseling practicum rating. '
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The interaction variable of female by MAT and the single variable of ugpa

were also presented early in the regression equation. This in part seems consistent

with the study by Wallace and Schwab, who found consistency in the weighting of under­

graduate gpa and Graduate Record Examination score, when they tried to predict grad­

uate admissions cormittee decisions. It is pointed out here that the primary bases

for graduate school admission among students in the present study was under­

graduate grade point average and MAT score.

The Richards study concluded in essence that the best predictor for a criterion

variable was previous standing on that variable prior to admission to the desired

program. This suggests that characteristics which practicum supervisors seek to

develop should be sought in preliminary screening devices when students initially

apply for counselor enucation programs.

Conclusively, while the present study did not generate a prediciton equation

which is generalizable to other populations, it provided additional insight on ways

of predicting success in the counseling practicum, by introducing the possibility

that a second degree curvilinear relationship exists when ggpa is introduced in a

regression equation util zing counseling practicum rating as the criterion. This.in­

vestigator plans a replicative study to explore this concept further.
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TABLE 1

Stepwise Multiple Regression Analysis for Selected Predictors of Counseling Practice
Success

Restricted models

Step Predictor Variables

«

Multiple R R2 Increase in R2

* p < .001

1 ggpa2 .487 * .237

2. ggpa2, female by MAT .510 * .260 .023
3. ggpa2, female by MAT

ugpa
.525 * .275 .016

4. ggpa2, female by MAT
ugpa, ugpa2, MAT2 .533

.538
*
* .284

.290
.009
.006

5. ggpaS female by MAT
ugpa, ugpa2, MAT2 .538 * .290 .006

Full Model

11 ggpa2, female by MAT,
ugpa, ugpa2, mat2>
MAT, Female, Male by ugpa
ggpa, type institution,
male by ggpa

.568 *
.323 .030
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ABSTRACT
The purpose of this study was to examine relation­

ships between the neural efficiency (NE), symmetry, and
time difference (TD) scores on the Ertl machine and WISC
scale scores for a group of 22 normal children and a group
of 22 children with suspected learning disabilities, all
ranging from 8 to 10 years of age. Multiple linear regres­
sion techniques were used to analyze the data. Some
statistically significant relationships did occur between
Ertl machine scores and WISC-V, WISC-P, and WISC-F scale
scores for groups 1 and 2. Results supported Ertl’s
findings that normals and children with learning disabili­
ties (LDs) would have similar NE scores (learning poten­
tial). Several symmetry scores (Hemispheric synchroniza­
tion) and WISC scores correlated significantly in positive
directions for both groups. Significant differences
occurred between the TD scores (indicator of LDs) but
results were in direct contrast to Ertl’s claim since
group 1 (normals) obtained higher mean scores than group 2.

REVIEW OF LITERATURE

The WISC instrument usually correlates consistently well with other
measures of intelligence and has been widely used for diagnosing Children
with Learning Disabilities (CLDs) (Sattler, 1974; Coleman & Rasof, 1963).
Results of WISC scores have indicated that CLDs often obtain higher WISC-P
scores than WISC-V scores. Studies by Rourke, Young, and Flewelling (1971)

67



68

Wells (1970), and Ackerman, Peters, and Dykman (1971) have concluded that

this way occur because CLDs usually have serious reading problems and 

faulty attention.
Other researchers (Meier, 1970; Kershner & Kershner, 1973; Sperry, 1975)

supported the conclusion that CLDs on WISC scores (WISC-P greater than WISC-V)

may be due to asymmetry of the brain's two hemispheres. Apparently these

children have hemispheric cross integration difficulties which result in

problems of general behavior and in academic tasks. Numerous experiments

have demonstrated that the two hemispheres of the brain function differently

with respect to the kinds of information each hemisphere stores and processes

(Milner, 1967; Rosenfield & Klivington, 1975; Delgado, 1975; Sperry, 1975;

Gardner, 1975). Studies generally support the conclusion that the left

hemisphere is highly verbal and mathematical, performing with computer-like 

sequential logic, and the right hemisphere is instrumental in high-order 

integrative visual-spatial activities and cannot yet be simulated by com­

puters. Pines (1973) has reported on new experimental methods being used

whereby individuals can learn to integrate the hemispheres of the brain

more effectively or to rely more heavily on one hemisphere than the other.

This type of training may prove particularly useful for CLDs.

Much remains to be learned about the mechanism of brain function,

but several neurophysiological studies have indicated that all behavior may

be generated and controlled by a simple neural mechanism. Neurons basically

generate electricity and secrete chemicals. The two functio
ns together

enable neurons to deal with information received frr™m the environment and
to issue appropriate commands to the glands and musolacsexes (Klemm, 1972). With
the aid of computer technology, the electroencephalogram (EEG-brain

has become one of the most convenient ways to monitor
overall processing

reactions in the brain.
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Ertl (1973) indicated that the analysis of brain waves can provide

information about the learning capacity of an individual. The speed of

information transfer occurring within the brain is one of the indicators

of brain efficiency and hence the ability to learn. He developed a machine 

to measure such brain activity.
The Ertl machine (brain wave analyzer) provides neurophysiological

measurements (NE, SYM, and TD scores). These measurements are obtained 

by having electrodes connected to the head and ear lobes of each examinee 

by an electrode helmet. The helmet detects and amplifies the brain waves
by being placed over the left and right sensory areas of the brain. The

machine does not measure intelligence as conventionally defined; rather
it measures the rate of information transfer occurring within the brain in

the nonalpha spectrum. Ertl (1974) reported that the machine also measures
the degree of cross correlations between the EEG derived from the right

and left hemispheres of the brain. Thus, Ertl (1974) proposes

ive, culturally fair measurement and questions the use of standardized

telligence tests like the WISC as a measure of assessment. The educational

application of this machine may be in its ability to measure learning potential

score).
(NE score) as well as detect

time since the
Further research on the

instrument is relatively new , and Auger

early learning disabilities (TD

Ertl machine is minimal at this

1975b) and only six existed throughout

, by Everhart, China

existed between the Wechsler

and NE as measured by Ertl's

(Ertl,

the U.S.A, during this study. Data, however

(1974) indicated that an inverse relationshi]

Adult Intelligence Scale (WAIS) verbal sc

0-1.first machine, model

decadeThe forthcoming

observe siginificant progress

ds between human intelligence

to resolve the issue

and electrophysiological

of enpiricax ------
correlates. Perhaps this type of research may
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nvinifp.fit a clearer association between human brain functions and behavior.

STATEMENT OF THE PROBLEM

The primary purpose of the study was to determine relationships between

the NE, Symmetry, and TD scores of the Ertl machine and WISC-Verbal (V),

Performance (P), and Full scale (F) scores for a group of normal children

ages 8 and 9 years (group 1) and a group of children with suspected learning

disabilities of comparable ages (group 2). A secondary purpose was to

determine whether significant differences existed between two groups of

subjects on NE, Symmetry, and TD scores of the Ertl machine.

METHODS AND PROCEDURES

Selection of Subjects

Subjects for this study were 22 normal children (group 1) and 22 children

with suspected learning disabilities (IDs) (group 2). Subjects were limited

to the S-to 10-year-old range. The two groups were similar in age, sex and
race (Caucasion). The mean for normals was 8 years 9 months; the group

included 13 males and nine females. The mean  „mean tor group 2 was 9 years 3 months
The group included 14 males and eight females.
Procedure

or

were selected

Group 1 (normals) was selected by a random sampling procedure of 50 third

grade children attending Brookstone, a private school in Columbus, Georgia. *

A letter was written and sent to the parents of the 22 children. All
parents returned a slip with their approval within a week. Testi™ »

pleted during the month of May, 1975. The WISC was i

followed by the Ertl machine. Subjects were not on m

recieving remediation for academic learning problems.

Group 2 (children with suspected learning ai»-v.



71

from two sources: (1) the Diagnostic Learning Center at Columbus College,

Columbus, Georgia, and (2) the Columbus chapter of the Georgia Association

for Children with Learning Disabilities. Twenty-two suspected LDs were

obtained from those sources.

Permission to use Columbus College as part of group 2 was approved by

the college Vice-President and two assistant directors at the center. All

parents who were contacted by phone and who had children in the required

age limites cooperated and signed a written statement giving permission

to test. The children were all tested at the Diagnostic Learning Center,

Columbus College, during the months of May-August, 1975. None of the CLDs

were enrolled in special education classes at that time.

Sources of Data

Data consisted of test results from both the WISC and the Ertl machine.

The WISC was standardized bn 2200 Caucasian American boys and girls 
selected to be representative of the 1940 U.S. census. The WISC has five
verbal subtests (Information, Comprehension, Arithmetic, Similarities, and
Vocabulary) and five performance subtests (Picture Completion, Picture
Arrangement, Block Design, Object Assembly, and Coding). Subtests were
administered according to the manual's instruction (Wechsler, 1949).
Administering the WISC to each child took approximately one hour.

The Ertl machine has three separate subtests which measure various func­
tions. These raw scores are: (a) test A, Phase score-machine emits one
pulse for each milisecond that a brain wave is out of phase and displays a

- rvA rpqt B—average frequency of all the brain wavescount of these pulses; cebl'
d deita), and (c) test C—measuring alpha frequency(alpha, beta, cneta,

, All electrophysiological measurements are takenbrain rhythms exclusively.
’ PEG sampling over a 10-second period.in one complete E
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On the Ertl subtests for each child, five readings were taken. The

median score was obtained for test B, with corresponding test scores for

subtests A and C. Ertl (1975a) indicated that this method seemed to be

most appropriate for research purposes. The digital computer on the Ertl

machine then indicated the frequency of brain waves by recording the

number of beats per second. The results were then adjusted by Ertl s

formulas to investigate NE, Symmetry, and TD scores respectively. The NE
score is composed of subtests B and C (with D as an age correction factor).

Symmetry score is composed of Test A and the TD score of subtests A and B.

The total administration time per child combined with the proper
placement of the electrode helmet was approximately two minutes.
Subjects were not required to answer questions or perform any tasks
while on the machine, but rather were encouraged to sit comfortably (both
physically and psychologically) during the administration.
The Experimental Design

design was used to
between the groups.

Multiple linear regression techniques were used to the data.

Correlation

Two research designs were incorporated. The first was the pre-
experimental, designs 1, one-shot case study (Campbell & Stanley, 1973).
This design was used to investigate the correlations obtained.

The second design was quasi-experimental, non-equivalent-control group
design (design 10 in Campbell & Stanley, 1973). Although a pre and post
test were not formulated, groups 1 and 2 existed. This
investigate regression models and differences occurring
Statistical Treatment of Data

analyze
These techniques resulted in a matrix of Pearson Product-Moment
Coefficients and in a One-Way Analysis of Variant tvce. The correlations were
employed to assess the degree of relationshipP Between the variables studied.
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The F ratios were used to determine level of differences between

groups 1 and 2. The .05 alpha level was used.

RESULTS, DISCUSSION, AND CONCLUSIONS
Correlation coefficients of the Wechsler Intelligence Scale for

Children (WISC) and Ertl machine scores for the two groups are presented

in Tables 1 and 2. A description of variables used for the regression

models is presented in Table 3. Significant differences between Ertl

machine scores for groups 1 and 2 are reported in Table 4.

To answer the question asked by Null Hypothesis One, "There will

be no significant relationship between the neural efficiency (NE) scores
and WISC verbal (WISC-V) scores of groups 1 and 2," the NE and WISC-V

scores of group 1 were correlated. Table 1 shows that a nonsignificant

r of ,262 was found. As shown in Table 2, and r of -.434 was found be­

tween NE and WISC-V scores for group 2 and was significant at the .02

alpha level.
When Null Hypothesis Two, "There will be no significant relation­

ship between the NE scores and WISC performance (WISC-P) of groups 1
and 2, was examined by correlating the NE and WISC-P scores of groups
1 and 2, r's of -.095 and .018 were obtained. Both correlations were

nonsignificant.
The question asked by Null Hypothesis Three, "There will be no

significant relationship between the Symmetry scores and WISC-V scores
of groups 1 and 2", was answered by correlating the Symmetry and WISC-V

scores of both groups.
An r of -.412 was found when the Symmetry and WISC-V scores of

group 1 were correlated. For group 2, an r of .436 was found. Although

r’s for groups 1 and 2 were opposite in directions, both scores were
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TABLE 1

CORRELATION MATRIX COMPUTED BETWEEN ERTL MACHINE
SCORES AND WISC SCORES FOR GROUP 1 (NORMALS)

NE

s

Symmetry

r

TD

s.... .... .......r s r

VIQ .262 .12 -.412 .02* * .305 .08
PIQ -.095 .34 .•449 .01** -.504 .01**
FIQ .107 .32 -.118 • .31 .064 .39

£ - Pearson correlation coefficient
s = level of significance
*P .05
**p .01



75

TABLE 2

CORRELATION MATRIX COMPUTED BETWEEN ERTL MACHINE

SCORES AND WISC SCORES FOR GROUP 2 (SUSPECTED LDs)

NE Symmetry TD
r s r s r s

VIQ -.434 .02* .436 .02* -.305 .08

PIQ .018 .47 .070 .38 -.050 .41

FIQ -.309 .08 .369 .05* -.279 .11

r = Pearson correlation coefficient

s «= level of significance 

*P .05
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significant at .02 alpha.
Symmetry and WISC-P scores of group 1 were correlated to investigate

Null Hypothesis Four, "There will be no significant relationship between the

symmetry scores and WISC-P scores of groups 1 and 2". A significant r of

.449 was obtained for group 1 and a nonsignificant £ of .070 was found for

group 2 (see Tables 1 and 2).
To examine Null Hypothesis Five, "There will be no significant rela­

tionship between the time difference (TD) scores and WISC-V scores of groups

1 and 2", the TD and WISC-V scores were correlated. An £ of .305 for

group 1, and an £ of -.305 was obtained for group 2. Both £* s approached

significance (j> .08) as shown in Tables 1 and 2.

The testing of Null Hypothesis Six, "There will be no significant

relationship between the TD scores and WISC-P scores of groups 1 and 2", 

resulted in an £ of -.504 for group 1, and an £ of -.050 for group 2.

As shown in Tables 1 and 2 the relationship between the TD scores and 

the WISC-P scores for group 1 were significant at the .01 level. Those 

for group two were not significant.

Null Hypothesis Seven, reported in Table 4, was a comparison of the

NE scores between the groups. The F ratio obtained was .1905 with 1/43 df;
the probability of that being a chance occurance was .6647.

To test the differences between the symetry scores for groups 1 and 2,
Null Hypothesis Eight, as reported In Table 4, was Investigated. Here,
the F ratio calculated was .3607 with 1/ai a*. ..jouz with 1/43 df; the probability of that being
a chance occurance was .5514.

When comparing the TD scores between the groups to test Null Hypothesis
Nine (reported in Table 4), the F raHr.  .' ratio computed was 4.093 with 1/43 df and
2. -05.
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TABLE 3

A DESCRIPTION OF THE VARIABLES USED

Where the Full Model is:

Yj_ = aQU + a2x2 + a3x3 + a4x4 + a5x5 + E
The Variables are:

Y^ = A criterion, NE score on the Ertl machine - predicted

from WISC-F

ao - aj through 35 = Partial regression weights
U = the Unit Vector (1 for each sample)

X2 = Symmetry score (SYM)
X3 = Time Difference score (TD)

X4 = Group (1, Normals)
X5 = Group (2, Suspected LDs)
E = Error vector, difference between predicted and actual score.
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TABLE 4
MODELS, F-RATIOS, AND R2 FOR PREDICTING NE SCORES

FROM WISC-F SCORES

MODELS AND EXPLANATION R2 df alpha F P

Null Hypothesis Seven .0045 1.43 .05 .19054 .6647
There will be no signifi­
cant difference between
the NE scores of groups
1 and 2. .0000
Full Model:
Y1 = aoU + a^x^ + a5x5
Restriction:

a4 = a5 = ao
Restricted:
Y1 = a0U = E

Null Hypothesis Eight
There will be no signifi
cant difference between
the symmetry scores of
groups 1 and 2.
Full Model:

Y2 = Ao0 + a4x4 + a5x5
Restriction:

a4 = a5 = ao
Restricted:

.0085 1.43 .05 .36065

.0000

Y, » a U + eL O
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TABLE 4 (cont)

2MODELS, F-RATIOS, AND R FOR PREDICTING NE SCORES
FROM WISC-F SCORES

2MODELS AND EXPLANATION R df alpha F P

Null Hypothesis Nine .0887 1.43 .05 4.0928 .0495*
There will be no signi­
ficant difference between
the RD scores of groups
1 and 2 .0000
Full Model:

Y3 = aoU + a4x4 + a5x5
Restriction:
a4 = a5 = ao
Restricted:
Y3 = aoU + E

*p_ .05
Note: See Table 3 for a description of variables used.
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Although some statistically significant relationships did exist

between Ertl machine scores and WISC scores, the intercorrelations

were relatively low. WISC correlations with other intellectual mea­

sures generally correlated higher than results obtained with the Ertl

machine scores. Results on the machine did support significant re­

lationships opposite in sign between scores obtained on NE and WISC-V

and Symmetry and WISC-V, but the variances accounted for by the cor­

relations are inconclusive. Interestingly the two groups did differ

significantly on the WISC scores for intelligence but did not differ

significantly on the NE scores (learning potential) for the Ertl ma­

chine (Table 4) . It appears that the low intercorrelations may be

caused by greater variations on the WISC than the Ertl Machine. With
regard to comparing differences between groups 1 and 2, the TD score
was significant. While empirical evidence for the existence of mean­
ingful electrophysiological correlates of human intelligence did

occur in some instances, further research seems warranted utilizing
children known to possess specific learning disabilities.

The results of the present study support the following conclusions:
1. A significant negative relationship existed between NE and WISC-V

scores for group 2 and correlations between the variables for the groups
were opposite in sign.

2. The HE score was nonsignificant when comparlng dl££erences
between the groups and supported Ertl's original hypothesis (1974) that
NE scores would be similar for both normals and CLDs

3. Several Symmetry scores and WISC scores werewere significant and
correlated in a positive direction for groups 1 and 2

4. The relationship between Symmetry and WISC vv sc°res were sig­
nificant and opposite in sign for both groups.
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5. Comparison of TD scores and WISC scores revealed a signifi­

cant negative relationship for group 1 between TD and WISC-P.

The difference between the TD scores for groups 1 and 2 were

significant but not in the direction Ertl predicted.

It seems apparent that additional research needs to be conducted

regarding the relationships between scores obtained on the Ertl machine

and human intelligence as measured by the WISC. Perhaps the present

design could be replicated with these changes: 1) An increased sample
size; 2) The experimental group could be diagnosed learning disabled

children, rather than suspected LDS; and 3) The sample studied could
include more children from lower socioeconomic levels, including

minority group students.
It must be remembered that generalizations from the present re­

search are limited because of the lack of reliability and validity
data on the Ertl machine. Moreover, though this work identified some
correlations between the Ertl machine and WISC, the WISC is a highly
language oriented instrument. Future studies should be conducted with
the Ertl machine and other measures of intelligence. Finally, WISC
subtests, in addition to WISC scale scores, should be carefully ex­
amined in relationship to Ertl machine socres.
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