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RIDGE REGRESSION: A REGRESSION PROCEDURE FOR
ANALYZING CORRELATED INDEPENDENT VARIABLES

Ernest A. Rakow

Memphis State University

Multiple linear regression is frequently applied in educational research,
»

especially in large scale survey type studies (e.g. Coleman, 1966s Husen, 1967;

Peaker, 1975; Madaus, Kellaghan and Rakow, 1975). A difficult problem encoun­

tered in such studies has been caused by multicolinearity of independent var­

iables. This multicolinearity creates difficulties in deciding which variables

to include in the regression equation, in estimation of the regression coefficients

and in the interpretation of relative importance of the variables via these re­

gression coefficients.

The purpose of this paper is to present ridge regression. Ridge regression

is an analytic technique to be utilized when predictor variables in the multiple

linear regression situation are highly correlated. Ridge regression may predict

nearly as accurately as multiple regression as well as yielding regression co­

efficients which are more easily interpreted.

Multiple linear regression with highly correlated predictor variables has

several pitfalls. One is that there may be a suppressor variable for which the

regression coefficient and correlation with the criterion may have opposite signs.

Interpretation of the importance of a suppressor variable to the equation is

very difficult. A closely related pitfail is when two variables are highly cor­

related and one has a large regression coefficient while the other has a very small

coefficient. These differences in magnitude may have little meaning in terms of 
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the research problem. Still another problem with multicolinearity is that the

regression coefficients may be unstable, i.e. slight changes in the data may cause

noticeable changes in the regression coefficients. A final difficulty in linear

regression with highly correlated predictors is that although the errors of

estimation have a small variance in the estimation sample, this variance generally

is much larger on a cross-validation sample.

In classical multiple linear regression, a solution to some of these pit­

falls has been to follow a step-wise selection procedure. Then, in addition to

interpreting the regression coefficients, attention is focused upon the multiple

correlation and upon changes in the multiple correlation squared as additional

variables are added into the equation. In this type of interpretation, the variabl

entered first (either by plan or analytic selection} is interpreted as having

exaggerated importance since it is credited with contributing its own unique

portion and that shared with all other variables entered later. Variables entered

into the regression equation late in the process are given less importance because

the portion they share with other variables is already included as part of those

variables. To deal with this difficulty, Newton and Spurrell (1967) developed

a system for identifying the proportion of unique and shared explained variances.

Another major weakness with step-wise regression is that variables not selected

for inclusion are assigned regression coefficients of zero while allowing the

coefficients for variables-selected to be larger than they should be. In such

situations the resulting regression coefficients may be very difficult to inter-

prete in that research situation.
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Ridge regression analysis (as developed by "Draper, 1963; Hoerl, 1962*  Hoerl

and Kennard, 1970a, 1970b and first presented to educators by Williams, 1975)

presents an alternative procedure. It does not select variables, but rather utilizes

all variables in the model. This places the burden of variable selection upon

the researcher and his development of an adequate theoretical model. For a pair

of highly correlated predictor variables, ridge regression would use a portion of

each in the predictions. In effect, this procedure equalizes the predictive

effects of highly correlated variables. Consequently, this procedure rejects no

variables and tends to have no variables with opposite signs for the regression

coefficient and correlation.

Ridge regression is performed by adding a constant to the diagonal of the

correlation matrix and then calculating the standardized regression coefficients

and multiple correlation squared. This may be done iteratively by adding the

constant and generating the regression coefficients for a range of constants.

The addition of a small positive number to the diagonal functions to reduce the

effect of the multicolinearity in the predictor variables. Marquardt and Snee

(1975) point out that the lowest constant with stable regression coefficients

identifies the best ridge solution. A low constant is desired because as the

constant is increased the multiple correlation decreases (i.e. the standard error

of estimate increases). Different values from 0.0 to 3.0, in small increments,

may be tried as the constant. When zero is used as the constant, the result is

identical to multiple linear regression.

Sane have pointed out that the regression coefficients in ridge regression

are biased estimates but have smaller standard errors than classical regression
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(Marquardt and Snee, 1975 and Hoerl, Kennard and Baldwin, (1975),. The gain in

reduction of error for these coefficients more than compensates for the loss

introduced by the bias. The smal ler standard errors indicate the regression

coefficients are more stable.

The data analyzed to demonstrate an application of ridge regression in this

paper are school district means from a statewide assessment program. The 566

school districts with both fourth and seventh grades were systematically divided

into two samples by placing every second district into Sample A and thbmothers

into Sample B. The same analyses were run on both samples to enable examination

of the stability of results from one sample to another and to allow for cross­

validation. The first example utilizes the fourth grade district means on four

achievement subtests to predict seventh grade Composite Achievement. The second

example utilizes five teacher variables to predict seventh grade Composite

Achievement. The third example utilizes the nine predictors from the two prior

examples (four achievement subtests and five teacher variables) to again predict

seventh grade Composite Achievement. The high degree of multicolinearity between

the achievement subtests and between the teacher variables would lead to un­

satisfactory results with classical multiple linear regression because the re­

gression coefficients would be uninterpretable. These examples demonstrate how

this difficulty is met by ridge regression analysis.

In the first example, school district mean level of achievement as measured

at grade seven by Composite Achievement is predicted by fourth arade IIJt
y iDBQn iCVOiS

of achievement as measured by tests of Word Relationships, Reading, English a d

Mathematics. The correlations among these predictor variables range from a low
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of .80 for Mathematics and Reading in Sample A to a high of ,90 for Word Rela­

tionships and Reading in both Samples A and B. These predictor variables are

highly correlated.

Ridge regression analysis analyzes the correlation matrix to obtain estimates

of the squared multiple correlation and standardized partial regression coefficients.

In the analysis for this paper, the same constant is added to all diagonal elements

in the correlation matrix and a regression equation is determined. The values

used for this constant ranged from 0.00 to 0.20 in increments of 0.02, from .20

to 1.00 in increments of 0.05 and from 1.00 to 2.50 in increments of 0.10. The

many small values are utilized because that is when the estimates show the greatest

fluctuation. It should be noted that when the constant is 0.00 a classical multi­

ple regression is obtained.

Figure 1 presents the results of this ridge regression analysis for Sample

A, The lines illustrate the changes in the standardized regression coefficients

for a variable in relation to changes in the constant added to the diagonal.

Since none of the lines cross, the variables remain in the same order of importance.

However, the magnitude of some beta weights changes dramatically. The initial

beta for Reading is 0.257 when the constant k = 0, but it decreases rapidly

to .180 when k « .20 and to .144 when k = .50. Word Relationships also has a

large beta initially (.237) which also decreases rapidly to .139 when k = .50.

In contrast, the beta for English begins negative (-.069), changing to positive

(.003} Unen k = ,08 and reaches a maximum of .077 when k = .90. The line for

Mathematics is not similar to any of the others. Its first beta is .079, increases

to .090 when k = .50 and then tails of slightly. Examination of this figure leads

to the use of k - .50 as perhaps best. From this point the lines are nearly straight.
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Since the multiple correlation squared tends to decrease as the constant increases

the lowest value of k associated with the straight portions of the lines is best.

Figure 2 presents the corresponding ridge regression analysis for Sample 8.

For Sample B, Mathematics has a large initial beta (.409). Beta for Mathematics

decreases rapidly to .315 f°r k - -10, .269 for k =.20 and .205 for k = .50.

Betas for Word Relationships and English begin at approximately .04 and increase

to .11 or .12. Beta for reading drops initially, but stabilizes quickly. Note

that in both Figure 1 and Figure 2, when k - 0 seme variables have large regres­

sion weights while others are small. The effect of ridge regression is to reduce

this variability in the weights of correlated variables. Table 1

presents the multiple correlation squared and standardized regression coefficients

for three arbitrarily selected values of k.

In the second example, school district mean level of Composite Achievement

is predicted by five teacher variables. They are (I) professional instructional

staff per 1000 students (INSTRS/K), (2) Teachers per 1000 students (TCHR^k),

(3) years of teaching experience (TCHEXPER), (4) teacher's annual salary (TCHSALRY

and (5) percent of teachers with a masters degree (°/oMA). These variables also

are school district means. The correlations among these predictor variables range

from -.23 for INSTRS/K with TCHSALRY to a high of .97 for INSTRS/K with TCHRS/K.

Both extreme correlations happen to occur in Sample A.

Figure 3 presents the Sample A results of these teacher variables being used

as predictors of grade seven achievement. The betas for INSTRS/K and TCHRS/K

are of particular interest. For multiple regression their betas are -.675 and .79

respectively. Under ridge regression however, these estimates change rapidly

so that v#»en k = .20 these betas have become -.035 and .160. When k = .40 the

beta for INSTRS/K becomes positive. The betas for °/oMA and TCHSALRY also change

considerably. When the constant reaches ,50 these betas seem to have stabilized.
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After this point, the lines all appear relatively straight. Also, the betas for

°/oW and TCHRS/K are nearly equal for all large values of the constant.

Figure 4 presents the corresponding Sample B results. These results are very

similar to those for Sample A. Again, INSTRS/K and TCHRS/K change very rapidly

for small values of the constant. However, for Sample B the squared multiple

correlation is small, initially being .050 and then decreasing.

For the third example the four district mean levels of achievement at grade

four are combined with the five district means of teacher variables for prediction

of composite achievement at grade 7. These results are in Figure 5» Figure 6

and Table 1.

Figure 5 presents the standardized regression coefficients derived from Sample

A. The shape of the line for each variable* ’* beta is very similar to that of

each variable in Figure 1 or Figure 3. The major exception is Mathematics which

in Figure 5 begins with a beta of -.096. Word Relationships begins with a higher

beta of .413 as compared to .237 in Figure 1. Note that after the betas stabilize

(about k = .80) some lines are nearly coincident because the betas are so nearly

equal, e.g. Reading with Word Relationships, English with Mathematics and with

TCHEXPER, and INSTRS/K with °/oMA. These nearly equal standardized regression.

coefficients would seem to have intuitive meaning. It is counter instructive for

district mean levels of fourth grade achievement to have negative weights for

prediction of seventh grade achievement. Following ridge regression these variables

would have positive betas. Also, the extremely different betas for INSTRS/K and

TCHRS/K appear meaningless for two variables so similar in construction. Ridge

regression provides more similar, but still unequal, weights for them.

Figure 6 presents the standardized regression coefficients for the same nine

variables but from Sample B. Once again the shape of the line for each variable's
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betas is very similar to that of the same variable in Figure 2 or Figure 4. The

beta for English is initially much lower, but quickly reaches its level of about

.11. Word Relationships begins near its desirable level of .12. Again Reading,

English and Word Relationships end with nearly coincident lines. The teacher var­

iables INSTRS/k and TCHRS/K appear to have rather different patterns of betas

than in Figure 4. Specifically they are much more similar to each other and

TCHRS/k starts out below INSTRS/K where previously it began with very large betas.

The beta weights from ridge regression with k - .50 (or even .80) appear to

be more easily interpretable on an intuitive level than those from multiple re­

gression. The betas from two different samples are also more similar when k = .50.

The price paid for this increase in interpretability appears to be smaller squared

multiple correlations. However, according to Hoerl, Kennard and Baldwin (1975)

they should more accurately reflect the findings in a cross-validation.

A cross-validation study was done with this data. Every set of standardized

regression coefficients calculated via the ridge regression analysis was applied

to the standardized scores from both Sample A..and Sample B. These results are

summarized via the squared multiple correlations presented in Table 2. In the

columns headed "Ridge" are squared multiple correlations calculated as part of the

matrix manipulations during the ridge regression analysis. The columns headed

’’Cross" contain squared multiple correlations calculated by predicting standardized

scores for each district and dividing the variance of predicted scores by the

variance of the actual standardized scores. In all cases the squared multiple

correlations decreased as the constant added to the diagonal increased.

14ien the betas from Sample A were applied to Sample B for prediction, the

squared multiple correlations from the cross-validation were less than those from

the ridge regression for all of Example 1 and Example 2 and for most of Example 3*

The one exception is in Example 3 when k - 0 so that classical multiple regression 



9

betas are utilized. In this case the cross-validation has a higher squared multiple

correlati on.

When the betas from Sample B were applied to Sample A for prediction, the

squared multiple correlations from the cross-validation were less than those from

the ridge regression for all of Example 1 and Example 2 and for much of Example 3-

For Example 3 the cross-validation yielded higher squared multiple correlations

when utilizing the values of the constant from .00 to .35- Note the very sizeable

difference from .39^ to .532 when cross-validating the betas from classical multiple

regression. The reason for this finding when the constant is small and only in

this one example is not understood at this time.

When the betas from a sample are applied to the standardized scores in the

same sample, it should be possible to verify the squared multiple qorrelations

calculated from the ridge regression. When the constant is zero, the two estimates

are equal. As the constant increases so does the difference in the two squared

multiple cprrelations, always favoring the analytical estimate.

The implications of the findings presented here are that researchers using

highly correlated independent variables should be cautious when interpreting

the regression coefficients resulting from multiple linear regression. In such

situations ridge regression could be utilized as an exploratory tool to search

for regression coefficients which may yield more meaningful interpretations.

However, given the results of the cross-validation, it would seem that further

exploratory work concerning the nature of ridge regression needs to be carried

out before it is widely applied.
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AN ANALYSIS OF THE HISTORICAL REGRESSION METHOD
OF PREDICTING POSTTEST GRADE EQUIVALENTS

FOR CATEGORICALLY-AIDED PROGRAMS

Thomas L. Hick and David J. Irvine

New York State Education Department

Abstract

An Analysis of the Historical Regression Method of Predicting Posttest

Grade Equivalents for Categorically-Aided Programs

THOMAS L. HICK and DAVID J. IRVINE

New York State Education Department

Historical Regression follows directly from the assumption that,

without specific intervention, growth will continue at the rate (grade

equivalents per year of schooling) obtained at the time of the pretest.

When compared with program-level data (n = 213) it was found that

Historical Regression underestimeted final achievement for short

programs with older children-. It overestimated for younger children

in long programs. An alternative method was developed which eliminated

the bias, removed half of the error, and eliminated much computation since

an expected achievement level for each child was not required.
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An Analysis of the Historical Regression
Method of Predicting Posttest Grade
Equivalents for Categorically-Aided
Programs

T. L. HICK and D. J. IRVINE
New York State Education Department’

T. L. Hick
Prekindergarten Evaluate
State Education DCpartl3ent
Room 562 EBA
Albany, New York 12234

Objectives

To eliminate maturation as a factor in the pretest-posttest design
at least one State (New York) recommends a conversion of the pretest to
anticipate posttest scores when data are in grade equivalents from
standardized tests. This conversion is known as Historical Regression,
and follows directly from the assumption that, without specific inter­
vention, growth will continue at the rate (grade equivalents per year of
schooling) obtained at the time of pretest.

The District Evaluator's Handbook describes the procedure for
obtaining anticipated scores by the following steps:

Step 1. Obtain each pupil's pretest grade equivalent.
Step 2. Subtract 1 (since most standardized tests start at

1.0).
Step 3. Divide the figure obtained in step 2 by the number

of months the pupil has been in school to obtain
8 hypothetical (historical regression) rate of
growth per month. (Ignore kindergarten months.
One school year = 10 months.)

Step 4. Multiply the number of months of Title I treatment
by the historical rate of growth per month.

Step 5. Add the figure obtained in step 4 to the pupil's
pretest grade equivalent (step 1).*

This paper examines the Historical Regression method for obtaining
predicted posttest grade equivalents"to determine its adequacy as a
predictive model and to develop an alternative predictive model.

Method

The approach was to (1) express Historical Regression in algebraic
terms, (2) from the algebraic formula, produce a linear model for

Bureau of Urban and Community Programs Evaluation. District Evaluator's
Kapdbook of Selected, Evaluation Procedures for Cateoorica 11v Aided
glograips_Seryj.ng Dr s advantaged" Learners . Albany: Neu York State
Education Department, Spring 1972.
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Historical Regression (this model has assumed weights), (3) produce a
Least Squares Historical Regression model that has weights which best
fit the data, (4) compare the Historical Regression model with the
Least Squares Historical Regression model to determine similarities
and differences, (5) develop an alternative model.

Data Source

The data were taken from the reports of Title I Compensatory Educa­
tion programs filed at the New York State Education Department for the
1972-73 school year. This file contained the following information for
213 programs:

Y - Program mean reading grade equivalent on posttest.
B - Program mean reading grade equivalent on pretest if over

grade equivalent of 2.
D - Duration of program in years.
T - Mean previous time spent in school in years.

Characteristics of these variables are reported in Table 1.

Table 1
Means, Standard Deviations and Limits

Variable M SD Minimum Maximum

Y 4.67 1.34 2.10 9.2
B 3.83 1.23 2.03 7.7
D .90 .32 .20 1.6
T 6.69 5.72 1.00 11.0

Is the Historical Regression algorithm adequate?

In terms of the defined variables the algebraic expression of the
Historical Regression was found to be:

Y = B + (B -1) x (D/T)

In the form of a linear model this Historical Regression Model became:

Model 1. Y = Zero U + 1 (B) + 1 (B x D/T) -1 (D/T) + E
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The weights on the variables were dictated by the Historical
Regression procedure. A model with the same variables used in the
Historical Regression model but with the weights left for a least
squares best fit was expressed as a Least Squares Historical
Regression Model:

Model 2. Y = aQU + ax (B) + a^ (B x D/T) + a^ (D/T) + E2

The solution to the Least Squares Historical Regression model
yielded: aQ = .68, a^ = .99, a2 = 159 ancl a3 = The Historical
Regression Model assumes that these weights are. 3q — 0, a^ = 1, 82 = 1S

a - -1. The error sum of squares for the Least Squares model is 43.
Upon substitution of the historical regression values, the error sum
of squares for the restricted model is 85. With 5 degrees of freedom
for the full model and none for the restricted model, the difference
between the error sum of squares is tested with F at 5/208 degrees of
freedom. The F of 38 is associated with a near zero probability of a
chance difference.

Therefore, the Historical Regression Model (1) does a poorer job
of predicting posttest grade equivalents than the Least Squares
Historical Regression Model (2).

Since the Historical Regression deviates from a Least Squares best
fit, Historical Regression was plotted as shown in Figure 1. It may be
observed that initial grade equivalents are along the horizontal axis
while the ratio of the program duration to the average time the students
had previously spent in school is given on the right side of the cube.
The historical regression plane twists so that the relationship of pre­
test to posttest is 1 to 1 as the ratio D/T approaches zero. This
would be the situation of a very short program (e.g., 2 months) for
children that had spent a long time in school (e.g., 50 months) yielding
a ratio of D/T of .04, a value very close to zero. In this situation,
according to historical regression, the children will have the same score
at the end of program as at the beginning.

At the other end of the D/T ratio, the situation is shown where the
program has lasted as long as the child has previously been in school.
This would be the case for young children. At an initial grade equivalent
of 2, the final achievement would be approximately 2.4 grade equivalents.
At an initial grade equivalent of 3, the final achievement would be
approximately 4.0 grade equivalents.

This historical model does fit the data quite well covering 88
percent of the variability in posttest scores, provided it is centered
and twisted properly. As previously shown, however, the historical
regression model does not match the least squares fit to the data.
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TWO TECHNIQUES FOR ESTIMATING POSTTEST SCORES
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A Detailed Examination of the Historical Regression Algorithm.

Each of the Historical Regression weights was tested in turn with
either the hypothesized weight or the least squares weight retained in
accord with the result of testing the historical regression weight.
First, the aQ = 0 hypothesis was tested. This hypothesis is that the
regression plane passes through zero on the posttest when the pretest
is zero and the D/T ration is zero. This turned out to not be the case.
The least squares regression plane does not pass through zero at a very
high level of probability (F = 476 at 1/209 degrees of freedom). The
least squares value elevates the plane .68
grade equivalents above zero. The second hypothesis was that a2 = 1.
This weight describes the amount of twist in the plane. The weight for
twist was not one (P = 0). A weight of .59 fits the data much better
so that the twist is not as large as assumed by historical regression.
The third hypothesis was that the tilt of the plane was 45 degrees when
D/T was zero. This was the hypothesis that a^ was equal to one. Test
of this hypothesis failed to reject it, so that a value of one for a^
was an acceptable fit by least squares (P = .28). The last hypothesis
that aj is -1, also was not rejected (P = .37).

The final model is:

Y = .68 + B + ((.59B) -1) x D
T

The differences between this equation and the algorithm of historical
regression are the addition of .68 to all projected scores and the
multiplication of the pretest score by .59 before adjusting it for the
beginning at grade 1.

Examination of the difference between the Historical Regression
plane in Figure 1 and the least squares best fit plane reveals that the
final achievement of older students in short duration programs has been
underestimated by as much as 1/2 a year. Younger students in long pro­
grams did not fare as well. The effect was to overestimate their
ac ievemenc by as much as one year, giving the appearance of poor
perrormance.

Development of an Alternative Model

. Tt would.seem aesirable to simplify the formulation of the expected
An ^1CJlout losin8 the predictive power of historical regression.

mp a t iis goal was undertaken beginning with this possible model:

Y = aQU + a^B + a2D + a3B2 + a^D2 + a5B3 + a6D3 +

a7BxD + a8B2D + agBD2 + awB2D? + E3
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2
The R for the above model was .896 and is obviously significant.

The hypothesis of no curvilinear interaction, was rejected using Model 4:

o 2 3 3Y - a U + a,B + a,B + a,D + a.B^ + afiD + a7BxD + E,0 1 3 ° H
« - 2

which yielded an Rz of .890. The difference between R 's was significant
(F = 4.12, df 3/202, P = .008); therefore curvilinear interaction was
considered as present. The task of locating the interaction remained.
The hypothesis that the interaction was very complex was tested with
model 5 which was the same as model 3 except for the last term B^D^.
Complex interaction was considered not present (F = 4.57, df = 1/202,
P = .03) as all relationships are tested at the .01 level of significance.
Therefore, model 5 became the full model for a test of the hypothesis
that the interaction is curvilinear on program duration. Model 6
expressed this hypothesis:

2 2 3 3Y = aQU + a^B + a^ + a3B + a^D + a5B + a6D +
9a^BxD + agB D + Eg

This model turned out an R^ of .889 which was significantly different
from model 5 at the .007 level of significance (F - 7.51, df = 1/203).
Therefore, the term BD^ was considered significant and included in the
next model (7) that was used to test the effect of B^D. This term was
not considered significant (R^ = .892, F = 2.64, df 1/203, P = .10),

To regain our bearings, the full model is now (#7) which includes
third degree polynomial forms:

2 2 3 3Y = a^U + + a£D + a^B + a^D + a^B + agDJ + a^BxD +

a BD2 + E,
9 7

Comparison of this model with a model that lacked the third degree
polynomials showed that B^ and were not significant (F = .80, df 2/204,
P = .45). The only remaining term not involved in the established inter­
action was B^. It was found to be nonsignificant (F = 1.38, df = 1/206)
and dropped from the final equation.

All the remaining terms were involved in the expression of the inter­
action and were therefore considered necessary for the expression of the
relationship of beginning scores and program duration on posttest scores,
The final acceptable model is:

Y=-2.14 +1.56B +7.260 -4.04D2 -1.39BxD +.80BD2 +EO
o
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This is a highly complex plareas it describes a different effect
for program duration at various levels of the pretest scores. It
should be noted that program duration, although highly significant,
has an only very subtle relationship with posttest scores after initial
skill level is included. This plane, described by the final acceptable
model, is shown in Figure 2.

Conclusion

A method for eliminating maturation as a factor in pretest­
posttest designs for Title 1 programs was examined in relation to
data and an alternative predictive model was developed. The alterna­
tive method: (1) makes no assumptions regarding the relationship
between pretest level and program duration, (2) does not require the
computation of time span in school for each child, (3) does not require
an expected achievement level for each child, (4) does not bias against
some programs, (5) cuts the error in half, (6) requires only the
beginning mean achievement level.
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FIGURE 2

LEAST SQUARES MODEL FOR USING PRETEST LEVEL AND PROGRAM
DURATION TO ESTIMATE FINAL ACHIEVEMENT FOR THE PROGRAM
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NEIGHBORHOOD PREDICTORS OF READING ACHIEVEMENT
IN SIX BIG CITY SCHOOL DISTRICTS: A PATH ANALYSIS *

Cris R, Kukuk

Daniel U. Levine

Jeanie Keeny Meyer

The purpose of this study was to examine the direct and indirect ef­

fects of neighborhood characteristics on school-level reading achievement

and to identify some of the policy Implications of the results. Neighbor­

hood characteristics examined in the study included race, family structure,

income, and density.

Some previous studies have suggested that socially-disadvantaged racial

groups such as black Americans have lower school achievement than whites

after controlling for the effects of economic status (e.g. Ogbu, 1978;

Pascal, 1977)« A number of other studies (e.g. Coleman, 1966; Mayeske,

et a 1 ., 1973) have indicated that race has little or no independent effect

on achievement after controlling for socioeconomic background measured by

variables such as income level or percent below the poverty level. Studies

of these kinds sometimes have been interpreted as suggesting that education­

al disadvantages of low-income minority groups can be eliminated by remov­

ing the social barriers which impede minority opportunity (e.g. by desegre­

gating schools and/or ensuring equal employment opportunity) and/or by other

action to raise their income levels. However, relatively few studies have

inquired how race and socioeconomic status relate to other neighborhood

characteristics such as family structure and density in affecting academic

achievement in the public schools. The present study uses path analysis

to explore these relationships.

* Paper presented at the Annual Meeting of AERA, March 27-31, Toronto
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SAMPLE AND DATA

Neighborhood data for each city in the study were taken from 4th count

tract-level reports from the 1970 Census. Depending on the city, tracts

were allocated to schools either according to lists supplied by school dis­

trict officials or by visual matching of tract and school boundary maps.

In order to enhance the reliability of the data, schools serving tracts

with less than 1,000 population were eliminated from the study.

Data on grade-level reading achievement were obtained from central of­

fice personnel in six big city school districts: Chicago, Illinois; Cin­

cinnati, Ohio; Cleveland, Ohio; Houston, Texas; Kansas City, Missouri; and

St. Louis, Missouri. For each city, data were obtained and coded for ail

elementary schools which included grade six and which reported achievement

scores for most of the years included in the data set available for that

city. Data analysis reported in the paper used sixth-grade reading achieve­

ment means for the following years;

Chicago - 1970

Cincinnati - 1972

Cleveland - 1974

Houston - 1974

Kansas City - 1970

St. Louis 1973
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HYPOTHESES . '

The first hypothesis explored in the study is that the relationship.

between race and achievement is eliminated when income, family structure,

and density are used as intervening variables, and thus that there is no

direct link between race and achievement.

The second hypothesis is that the zero-order relationship between in­

come and achievement is eliminated when race, family structure, and density

are controlled, and thus there is no direct link between income and achieve­

ment.

Implicit in the preceding hypotheses, family structure and density

are viewed as transmitting the effects of income and race on achievement.

ANALYSIS

As expected race and income are highly correlated with achievement

among the schools in our six-city sample. As shown in Table 1, these cor­

relations range from -.48 to -.63 for race and achievement, and from .62

to .82 for income and achievement. The major question at issue is whether

these relationships will be eliminated when path analysis is used to add

controls for the effects of family structure and density.

The strictures of path analysis in its simplest form require that

variables be ordered into a set recursive equations with no feedback

loops denoting two-way causation. Obviously this constitutes an over­

simplification of reality but is usc-f'-'l for analytic purposes. The vari­

ables are so ordered in Figure I and the resulting system of equations is

given below where:
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Race (R) is the percent of blacks in the neighborhood population.

Income (1) Is the percent of families three times or more above

the poverty level.

Family Structure (F) is the percent of adult females who are

separated.

Density (D) Is the percent of occupied housing units which have

1.5 or more people per room.

Achievement (A) Is a sixth-grade reading comprehension mean score

tn grade-equivalent or percentile units, depending on

the city.

(1) €|

(2)

(3) F — Pfi. «-3

(4) D — F "4- "“i" Fx
(5) A - Fao .FIR $AF..t>XR F ~t~ AX.

The B's are standardized partial regression coefficients (Betas) where

the first subscript stands for the dependent variable, the second subscript

stands for the associated predictor variable and those variables to the

right of the dot are controlled for. Thus in the last equation Is

the standardized partial regression coefficient for achievement predicted

by race controlling for density, family status and income. If °ur theory

Is correct, that particular B wi 11 be effectively zero.

Before reporting the results, however, we should describe a simple

equation showing how we tested the first hypothesis. This is the widely-

used multiple regression approach for testing the difference between a

restricted model and a full model to determine whether variables used in 
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the full model lead to statistically different results than those in the

restricted model:

Full Equation: A ~ + e..

Restricted Equation: A =

Ho: » O

H]: pm ' O

We reject the null hypothesis Ho in favor of the alternative hypothesis

H1 if the associated F statistic is statistically significant. Table 1

shows that the relationships between race and achievement are highly sig­

nificant.

A three variable model with two predictor variables is tested in a com­

parable manner. For example, testing for statistically significant effects

of race on achievement controlling for income involves the following equa­

tions.

Full equation: A ~ &a-c. « I R + e ,

Restricted Equation'A^ax JL -+ e „

- O
O

Table 3 shows the appropriate Betas for this test. One city (Houston)

shows no significant effect of race on achievement when income is controlled

five cities (all but Chicago) show no significant effect of race on achieve

ment when family structure is controlled, and all six cities show a direct

effect of race on achievement controlling only for density.

As shown in Table 2, all of the relationships between race and other

neighborhood characteristics in each of the six cities are statistically

significant. This implies that race is highly related to income, family 
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structure, and density. Generalizing the latter three variables as X, the

relationship between X, race, and achievement can be tested as follows:

Full equation: A = X +

Restricted equation: A = ^x'X + e>-

Hq : £> a r . x = O

HJ: -*  0

It would be possible to consider all possible models with three predic­

tor variables, but we choose to skip that step and go to the analysis of the

model depicted in Figure 1. This amounts to testing for the statistical

significance of each of the B's in equations (3) through (5). The B's for

equation (3), (4) and (5) are shown in Tables 4, 5 and 6. The schematic

representation of all significant relationships for each of the cities Is

illustrated in Figure 2. Notice in Table 6 and Figure 2 that in only one

of the six cities (Cincinnati) does race have a significant statistical re­

lationship with achievement when income, family status and density are con­

trolled for. This means that by and large hypothesis 1 is supported.

A similar analysis can be conducted to determine whether income has a

direct effect on achievement using the path model shown in Figure 1. Re"

suits of such an analysis also are given in Table 6 and Figure 2. When con­

trolling for race, family structure, and density, iricome has a strong inde

pendent association with achievement only in Houston and St. Louis. In

Chicago it has a barely significant Beta of .243, and in two (Cincinnati

and Cleveland) of the remaining three cities where the Beta for income Is

not significant, this statistic was so small it could not be calculated us­

ing the SPSS regression procedure.

Taken together and accepting the causal assumptions built into our path

model and our choice of variables and procedures In the analysis, these 
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results suggest that race and income have few direct effects on achievement

but instead work together and through family structure and density to influ­

ence achievement levels in big city elementary schools. The importance of

density and, particularly, family structure as influences on public school

achievement is shown by the fact the former has four significant Betas and

family structure has two of the highest three Betas (-.679 and -.743 for

Cleveland and St. Louis, respectively) in the full model for which data are

reported in Table 6.

Another noteworthy point in the data involves the close connection be­

tween race and family structure. As shown in Table 2, the zero-order cor­

relations between these two variables generally are the highest in our data

set. As shown in Table 3, controlling for family structure eliminates the

association between race and achievement for five of the six cities in the

sample, leaving it barely significant only in Chicago where the number of

schools is very high. These findings suggest that much of the effect of

race on school achievement is transmitted through the forces that result in

the characterization of black neighborhoods as being very high in social or

family disorganization (as proxied by percent of adult females separated).

DISCUSSION

The major finding of this study is that neighborhood level measures of

family structure and density transmit some of the effects of minority racial

status and low Income level (also measured at the neighborhood level) on

achievement in big city schools.

This finding should not be interpreted as meaning teat female-headed

families (which correlates over .9 with percent or females separated) and

high-density housing units necessar’lv "cause'1 lew achievement. It is 
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possible that everything else equal, children from female-headed families
*** ^nd

or from hlgh-density housing units perform less well academically than chil­

dren from husband-wife families and/or from low-density housing units, (This

might happen because two-parent families are able to give a child more time

and attention on the average than can one-parent families, because students

in high-density housing units have less space to study than do those in low-

density units, or for other reasons.) However, the data reported in this

study do not deal directly with such possibilities because they do not de­

scribe relationships between family structure or housing density and achieve­

ment among individual students.

How, then, should one interpret the relationships and causal hypo­

theses investigated in the study? All of our variables are highly inter­

related; big city neighborhoods which have a high percentage of black resi­

dents tend to be low in income and to have high percentages of female-headed

families, overcrowded housing units, and low achieving students. Other vari­

ables in our data set which correlate very highly with these characteristics

include high crime rate and high proportion of deteriorated housing. We be­

lieve that such variables taken together denote high levels of social and

family disorganization. School achievement is lew »>n neighborhoods which

have a large amount of social disorganization.

Elsewhere we have presented data indicating that high density is not

associated with low school achievement In high income neighborhoods (Meyer

and Levine, 1978) and that achievement In h; gh- ' nc-rie oredominanfr^y-black

neighborhoods tends to be high (Levine, Kukuk, and Mey^?*,  1978). Findings

such as these indicate that it is the combination of characteristics such

as high density, high Incidence of female-headed femi'Ies, low income, and 
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high percentage of minority residents which denotes n high degree of social

disorganization in big city neighborhoods. We also have found that some

predominantly low-income white neighborhoods are high on social disorganiza­

tion defined by variables other than race. Thus It is reasonable to con­

clude that it is the concentration poverty residents--particularly those

from racial or ethnic minority c-cups--which results in general social dis­

organization, and to expect that variables such as family structure and den­

sity will transmit much of the association between race or income and achieve­

ment.

It is no surprise, of course, to be told that concentrated urban poverty

is associated with low school achievement, particularly among segregated mi­

nority groups which have been excluded from opportunity in the largersociety.

Implications for policy, however, are not always viewed in the light of as­

sociated measures of social disorganization. Unless social policy deals with

the neighborhood-level and institutional-level aspects of educational and

other problems in big city poverty neighborhoods, it may have little impact

on the long-range situation of the poor and the ne'ghbsrhoods they inhabit.

Providing job training for the poor may have little impact if neighborhood

conditions are such that trainees are unable to acquire adequate skills or

to put them to good use at work. Providing desegregated schooling for young

people in these neighborhoods may net help them mucc i" neighborhood condi­

tions detract from the likelihood that they will succ-c-’c in school. Provid­

ing more income to the big city peer nay have only a •emporary and minor im­

pact on the quality of their lives Jurinc the next q-’nsration if neighbor­

hood characteristics continue to be implicated as a cause of very low

achievement among their children in the public sct',',c,s.
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It should be noted that we have not identified the neighborhood

"causes" which work together with race and income to result in low school

achievement. We can speculate that such causes may include a wide range

of factors such as dysfunctioning public schools, negative peer influ­

ences on children and youth, existence of an anti-social "street culture,"

and political powerlessness among the very poor in big cities. Because

we have not specifically investigated such possibilities, our only defi­

nite conclusion is that social policies which take account only of race

and income are neglecting important determinants of low school achieve­

ment and other aspects of social disorganization in big city poverty

ne i ghborhoods.

Finally, it should be noted that it would have been much more diffi­

cult or impossible to adequately test our hypothesis using methods other

than multiple-regression path analysis. It would have been possible to

segment our interval variables into categories to be used in the construc­

tion of five dimensional tables, and then apply ANOVA or ether related

techniques to test for main effects and interactions. To do so, however,

would have sacrificed the interval-ratio attributes cf the variables and

thereby made the detection of significant relationships more unlikely.

In addition, ferreting out of the directions of relationships is con­

siderably more cumbersome with tables.
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^For a few schools in our sample, the percentage of black students in the

student body is substantially different from the percentage of black resi­

dents in the neighborhood a school serves. However, separate analysis for

two of the cities on which we have student enrollment data showed the same

results as those reported in this paper. In general, student enrollment

in the cities in our sample is drawn from the local neighborhood.

2
One of the methodological decisions we made was to statistically transform

predictor variables which consistently had curvilinear relationships with

achievement in all the cities. Following this decision, the family struc­

ture and density variables used in the analysis were logged. Other import­

ant decisions involved selection of the variables to measure income, den­

sity, and family structure. Additional analysis we have been conducting

shows that these decisions can affect the conclusions obtained in the path

analysis. These matters are discussed further in Levine, Kukuk, and Meyer

(1977).
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TABLE 1

Zero Order Regression Coefficients (Betas) Between Achievement and Race
and Between Achievement and Income-’-'

___________________________ City

Chicago Cincinnati Cleveland Houston Kansas City St. Louis

Race -.522 -.636 -.480 -.627 -.594 -.620

Income .742 .791 .624 .822 .758 .729

-■All relationships significant at the . 05 level. Race was

measured by percent of black population in elementary school

attendance areas. Income was measured by percent of families

three time or more above the poverty level.

TABLE 2

Zero Order Regress i on
and Other

Coefficients
Ne i ghborhood

(Betas) Between
Variables*

Race

Variable City

Chicago C inci nnat i C1 eve 1 and Houston Kansas City St. Loui:

1ncome -.519 -.483 -.430 -.733 .588 -.640

Family
Structure

.786 ■ 775 .758 .796 .763 .814

Dens Ity .498 .338 .469 .594 .581 .631

N 240 59 108 138 61 67

'-■All relationships significant at the .05 level.
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TABLE 3

Partial Regression Coefficients (Betas) Between Race and Achievement
Controlling for One Other Intervening Variable

Intervening
Varlab|e City

Chicago Cincinnati Cleveland Houston Kansas City St. Louis

Income -.188* -.332* -.264* -.051 -.283* -.258*

Family
Structure

. 194* .026 .166 -.080 .089 -.006

Density -.208* -.405* -.232* -.258* -.302* -.360*

*Slgnlfleant at the .05 level.

TABLE 4

Partial Regression Coefficients (Betas) Between Family Structure
and Race or Income, Each Controlling for the Other

*Slgnffleant at the .05 level.

Variable .____________

Chicago
f

Cincinnati Cleveland Houston Kansas City St. Louis

Race .515* .494* .519* .289* .367* .4^9*

Income -.524* -.582* -.554* -.692* -.662* -.570*
R2 .905 .861 .824 .855 .864 .853
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TABLE 5

Partial Regression Coefficients (Betas) Between Density and Each of the Other
Three Neighborhood Variables Controlling for the Other Two

Variable ______________________________ City

Chicago (3i ncinnat i Cleveland Houston Kansas City St. Louis

Race -.169* -.441* -.069 -.186* .018 -.172

I ncome -.477* -.539* -.436* -.811* -.689* -.500*

Family
Structure

.533* .670* .462* . 232* .171 .593*

R2 .717 .838 .648 .796 .730 .863

^Significant at the .05 level.

TABLE 6

Partial Regression Coefficients (Betas) Between Achievement and Each
of the Four Neighborhood Variables Controlling for the Other Three

Variable ___ _ City

Chicago C inci nnat i Cleveland Houston Kansas City St. Louis

Race .061 -.440* .122 -.096 -.096 .027

1ncome . 243* .000 .000 .588* .205 .561*

Fami1y
Structure

-.437* .060 -.679* .056 -.265 -.743*

Density -.228* -.719* -.193 -.243* -.308* .502*

R2 .647 .820 .563 .690 .644 .635

^'Significant at the .05 level.
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Figure 1. Path analysis model used in the study.
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Figure 2. Significant paths to achievement and direction of Influence



multiple linear regression viewpoints
VOL. I NO. 3 1978

44

EVALUATION OF SEX-RELATED SALARY DISCRIMINATION

P. Kenneth Morse

Medical College of Georgia

ABSTRACT

Using constructed data, the use of multiple
regression is demonstrated for "School A", where
salaries are fair but where women have been hired
only recently, and for "School B", where there is
evidence of sex-related bias in salary. The re­
gression analysis identifies the presence or ab­
sence of salary bias, although mean salary by sex
presents a different picture.

With virtually every institution of higher education receiving some form

of aid from the federal government (and thus subject to Affirmative Action re­

quirements), the ability to identify any sex-related salary discrimination has

become increasingly important. However, the very compliance with Affirmative

Action guidelines in the employment and promotion of women may tend to increase

the apparent relationship of sex to salary level, because faculty salaries are

heavily determined by variables (such as rank and years-in-rank) which are

often confounded with sex, especially where women are receiving a "catch-up"

share of new appointments and promotions.

Probably the most common method of displaying salary data is by computing

the mean (or, occasionally, the median) of all salaries within a given cate­

gory. Often this is supplemented by some measure of variability, if no more

than listing the highest and lowest values found in the category. This method

is appropriate when the sample is large relative to the number of relevant 
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category combinations or "cells” and when each "cell" is populated by an ad..

quate sub-sample. However, as the number of relevant variables (and category

within variables) expands, the number of cells expands geometrically. c0Mldu

a school with a faculty of 300, which has 10 departments, faculty of 2 sexes,

3 different ranks, and 3 different levels of earned degree (we will say nothing

about full-time vs. part-time, time-in-rank, research productivity, or any of

the other considerations thought to be related to salary) . This school would

have to sort its 300 faculty into 10x2x3x3 = 180 discrete combinations

of just these 4 variables! Clearly, this is not practical. We typically see

figures for mean salary by rank, or by rank by sex. The purpose of the present

paper is to demonstrate how such means can be misleading, and how the true state

of affairs can be more nearly approximated by the use of multiple linear re­

gression.

METHOD

Faculty staffing patterns were designed for two simulated institutions,

School A" and "School B" as shown in Table 1. The variables in Table 1 were

coded as follows for each simulated faculty member:

Variable Name

Rank level 1 RANK1

Rank level 2 RANK2

Rank level 3 RANK3

Years in rank 1 TIME1

Years in rank 2 TIME2

Years in rank 3 TIME3

Sex SEX

Coding

1 if in this rank, otherwise 0

1 if in this rank, otherwise 0

1 if in this rank, otherwise 0

Number of years if currently in this rank,
otherwise 0

Number of years if currently in this rank,
otherwise 0

Number of years if currently in this rank,
otherwise 0

1 if male, otherwise 0

and salaries were computed
using the formula below:
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School A: Salary = 10,000 + 2000(RANK2) + 6000(RANK3) + 300(TIME1)

+ 500CHME2) + 750(TIME3)

School B: Use same formula but add + 500(SEX).

Since salaries are not usually completely determined by two or three variables,

a random error was added to each salary by randomly selecting (from a table of

random z-scores) a z-score and multiplying it by 1000. Since z-scores can be

either positive or negative, addition of this random error could either in­

crease or decrease a given salary. This random error serves as a proxy for

all the other unmeasured variables that help determine salary. For School A

the random error had a mean of -4.58 and a standard deviation of 984.93. For

School B, the mean and standard deviation were 144.56 and 1065.78 respectively.

Neither mean differed significantly from zero (the expected mean of this vari­

able) .

"Salaries" generated by the specifications above were recorded and means

and standard deviations were computed by school, sex, and rank level. Separately

by school, salary was regressed on the variables used in computing salary (ex­

cept for random error). Separate regressions were computed for each school,

both with and without the sex variable. The difference in R2 produced by adding

the sex variable was tested for significance.

results

Table 2 shows the mean and standard deviation of salaries by school, sex

and rank. Within schools, there appears to be a difference due to sex in

School A, although we saw that School A was actually free of sex-related bias.

We also note that School B appears to be free or nearly free of bias, although

there was a systematic bias in the computation of the salaries. Clearly, the

data in Table 2 could be misleading.

The regression data, however, as shown in Table 3, successfully detect the

true state of affairs. School A is found to be free of bias " -404’
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P > .10) and School B's bias is duly noted " 10-674, P < .005).

DISCUSSION

The data in Table 2 for School A might well be typical of real institutions

that have dedicated themselves to Affirmative Action goals by a hiring policy

that seeks to increase the proportion of female faculty. Since most newly

hired faculty come in at entry level, the very fact of meeting these goals may

increase the apparent discrimination in salary. Similarly, the data in Table 2

for School B may be typical of schools which have resisted the promotion of women

to higher ranks, and thereby created an apparent absence of bias when measured 

by mean salary levels.

Since the purpose of this paper was solely to demonstrate the superiority

of the multiple regression technique over the simplistic analysis of means, 

rank was used as one of the variables in the regression analysis. However, rank 

is often tainted by the same sex-related discrimination as salary; in fact 

failure to promote on an equitable basis may a major cause of salary inequity

In the case of School B, the regression analysis

estimates the total sex-related discrimination.

(with rank as a predictor) under-

When analyzing real data, rank

and other status variables (such as departmental chairmanships) resulting from

the institutional decision process should not be utilized in the 
regression

analysis to determine salary equity unless they have first hPOn  ,----------- uesreu against
neutral variables and found to be free from sex-related bias.

SUMMARY AND CONCLUSIONS

Using constructed data, it has been demonstrated that the 
commonly used

method of showing mean salary by sex or mean salary by rank by sex may be mis­

leading; however, a more realistic picture can be obtained using multipi 
re­

gression analysis.
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TABLE 1

Faculty Staffing Design for

Schools A and B: Constructed Data

SCHOOL A

YEARS IN RANK RANK LEVEL

1 2 3

M F M F M F

0 0 4 1 3 2 2

1 1 3 2 2 3 1

2 2 2 3 1 4 0

3 3 1 4 0 4 0

4 4 0 4 0 4 0

SCHOOL B

YEARS IN RANK RANK LEVEL

1 2 3

M F bl F M F

0 6 0 6 0 6 0

1 6 0 6 0 6 0

2 6 0 6 3 6 3

3 6 3 6 6 6 6

4 6 6 6 3 6 0
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TABLE 2

Means and Standard Deviations of Salaries

by School, Rank and Sex

Rank

Level
1

Level
2

Level
3

All
Levels

School A: Male 10,833 13,353 17,836 14,597
(838) (1,232) (1,275) (3,126)

Female 10,152 12,136 16,296 11,749
(869) (1,052) (1,199) (2,386)

Both 10,493 12,988 17,605 13,695
(910) (1,297) (1,368) (3,192)

School B: Male 11,269 13,813 18,195 14,426
(1,121) (1,201) (1,375) (3,135)

Female 10,965 13,016 18,450 14,031
(1,170) (1,167) (1,437) (3,270)

Both 11,199 13,585 18,253 14,327(1,125) (1,232) (1,375) (3,160)

Note. Standard deviations in parentheses
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TABLE 3

Significance of the Unique Contribution of the

Sex Variable to the Regression of Salary on Rank

and Years-in-Rank Variables for Schools A and B

SCHOOL A SCHOOL B

Proportion of variance
"explained" without sex
as variable

R2 = .91023 R2 = .87915

Proportion of variance
"explained" by adding
sex as variable

R2 = .91055 R2 = .88958

Unique variance added by sex .00032 .01043

F for difference between
the Rz values; Degrees
of freedom = 1 and 113

.404 10.674

Probability that this difference
or a larger difference would
occur by chance

P > .10 P < .005
(Not
Significant)
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EFFECTS OF STATE-WIDE SALARY EQUITY PROVISIONS ON
INSTITUTIONAL SALARY POLICIES: A REGRESSION ANALYSIS

Mary P. Martin and John D. Williams

Florida State University University of North Dakota

A process of equalization of salaries has taken place in the State

of North Dakota for higher education during the 1977-78 school year. An

objective observer might easily come to a conclusion that politics played

a major role in the decision making process. It is the intent of this

paper to document the equalization process as it effected the decision

making at a single institution in that the equalization initially was im­

plemented on a statewide scale.

BACKGROUND

The State of North Dakota supports eight institutions of higher

education: two universities, four state colleges and two two-year insti­

tutions. There has been a long history of disagreement over the average

faculty salary figure used in the state formula to allocate salary monies

to the three kinds of institutions. The State Board of Higher Education

has, in the past, supported the philosophy of retaining a differential,

e.g., $2000 difference between the two-year institutions and the universi­

ties and $1500 difference between the state colleges and the universities.

A 6% salary increase plus implementing a differential would give larger

percentage faculty salary appropriations to the state colleges and the

two-year institutions.
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For the 1977-79 biennium it was the Governor's desire to stop the

controversy of the differential and implement "equal pay for equal work".

The amount for the biennium that would normally establish the differential

was $228,776. An appropriation of $228,776 was made to be used by the

State Board of Higher Education for the purpose of creating more equitable

salary authorizations to the institutions and addressing primarily the

aforementioned objectives.

COMMITTEE PROCEDURE

A statewide faculty equity committee met a total of four times. At

the first meeting the State Budget Director and the State Board Budget

Director were present to clarify the task of allocating "equal pay for equal

work". At this meeting it was decided that the approach of a regression

analysis be explored, and the technical advisor was asked to develop a

model. This model was reviewed at the second meeting of the committee. It

was decided to make a preliminary run with 1976-77 salary data for review

and discussion at the third meeting. Some minor modifications were made

to redefine the sample and the committee agreed to adopt the regression

analysis method for the 1977-78 data at the third meeting. The Ccmittee's

last meeting was to finalize the report for the President's Council and

State Board of Higher Education. While full agreement was reached on the

adoption of the statistical approach, there was dissension on how to distri­

bute the monies as resulted from the regression analysis.

STATEWIDE MODEL

All full time faculty (N=984) at state institutions of higher
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education were included. Variables included six categorical variables

reflecting years experience at the current institution, four variables

reflecting highest degree, four rank variables, highest program level of

department (graduate, undergraduate, associate) and 21 Higher Education

General Information Survey (HEGIS) Classifications. Note that no

traditional outcome variables (research, teaching or service) are in­

cluded. One might characterize the process as an elaborate salary scale

sc heme.

RESULTS OF THE COMMITTEE'S ANALYSIS

Initially, inequity vas defined to be a negative residual. Thus, if

a person’s salary exceeded the predicted salary, resulting in a positive

residual, no inequity was seen to be present. For each institution the

sun of negative residuals was found (but using an overall statewide

equation). The total sum of negative residuals, $670,339, obviously

exceeded the allocated amount. Each institution was then accorded its

"share" of the total amount in relationship to its proportion of the total

sum of negative residuals. Then, 252 of the amount to be allocated to the

two universities was reallocated to the remaining six institutions; the

reasons for the 25% devaluation of university "inequities" reflect more

the compromises of the committee than any statistical consideration.

Complete details of the preliminary analysis are given in Williams and

Martin (1977).

In the final analysis, the University of North Dakota was to receive 

$51,624 for the biennium for "equity" pay. State Board guidelines included:
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1. You will comnit 48.52 of your allocation the first year of the

biennium.

2 Distribution will only be nidde to those with negative residuals,

3. No individual will receive more than his or her negative residual.

4. Faculty representation is necessary in the distribution process.

Additional provisions that the University of North Dakota attempted to use

included the following:

5. First, all equity monies would be distributed to colleges within

the university in proportionto their present salary expenditures

without regard to the residuals in the statewide equation.

6. Most available monies were to be given to professors and associate

professors. Only if insufficient faculty at higher ranks were

available with negative residuals would assistant professors be

considered for equity adjustments.

7. In any case, only those who are seen as being especially meritorious

should be given equity adjustments.

The guidelines contain sufficient incongruities to insure that they were

not always applicable. The vagaries of the regression process insured some int=

esting adjustments: because those at higher ranks will tend to have higher sala­

ries and hence are less probable to have negative resid.^i ,.. ,y uve residuals, the most likely
recipients are those few higher ranked individuals who u,uais who have a comparatively
lower salary. In at least some cases, the lower coimamh

"parative salary would
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seem to be reflective of lower productivity than their same ranked colleagues.

The question then arises; what effect on the overall decision making, particu­

larly as it reflects outcome variables (research, teaching and service) do

the equity adjustments cause?

RESEARCH DESIGN

All full time tenured or tenure-track faculty wholly funded on 1977-78

appropriated monies on whom complete data was available were included in

the sample. The independent variables were recorded as follows:

Variable
Number

legree Level

if
Sciences

0
0
0
0
0
0
0
0
0
0
0

(1
(1
(1
(1
(1
(1
(1
(1

if,
if,
if,

not)
not)
not)
not)
not)
not)
not)
not)
not)
not)
not)
not)
not)
not)

ears Experience at
•urrent Institution

if
if
if
if
if
if
if
if
if
if

if,
if,
if, 0
if, 0

0

(1
(1
(1
(1
LLif

liscipl -jne
(Hegis Taxonomy)

(1 if, 0 if not)
(1 if Male, 0 if Female)

if, 0 if not)
if,
if,
if,
if,

Doctorate
Bachelor's
Professional
3-7 years
8-12 years
13-17 years
18-22 years
Over 22 years

Graduate Program
Sex___________________
Biological Sciences
Business and Management
Communications
Computer and Information
Education
Engineering
Fine and Applied Arts
Foreign Languages
Health Professions
Hone Economics
Law
Letters
Mathematics
Physical Sciences
Psychol ogy____________

(1 if, 0 if not)
(1 if, 0 if not)
(1 if, 0 if not)
(1 if, 0 if not)
(1 if, 0 if not)
(1 if, 0 if not)
(1 if, 0 if not)
(1 if, 0 if not)

2
3
4_
'5
6
7
8

______________________9_
.evel of Program and
Contingent Research 10

.involvement 11
13

• %
.1 16

17
18
19
20
21
22
23
24
25
26
27
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Variable
Number

Rank
28
29
30

Professor
Associate Professor
Assistant Professor_____

(1
(1
(1

if, 0
if, 0
if, 0

if not)
if not)
if not)

Research 31 Publications (1 i f, 0 if not)
Teachinq 32 Teaching Rating (1 if, 0 if not)

33
Service 34
(University Committees) 35

36
37

University Senate
Elected Committees
Senate Committee
Presidential Conmittees
Appointed Committees

The dependent variables were the 1977-78 contracted salary and the 1977-78

salary after the equity adjustment. The zero coded variables were:

Instructor, Sociology, 0-2 years experience and Undergraduate Degree offered

in home department and a holder of a master's degree. The research variable

was a measure used at the University of North Dakota; while there are many

idiosyncracies involved, 10 points on the research variable would represent

publication as a single author of an article published in a refereed journal

of national or international status. Other types of publication are

covered as well. The teaching variable is the mean rating of the faculty

member by students in the most recent administration of the rating scale.

Seven faculty did not have a rating, reducing the population from 319 to 312.

The service variable was assessed as being number of years serving on five

different kinds of university committees: memberbship on the university

senate, conmittees elected on a university wide basis, committees elected

by the university senate, committees appointed by the president and other

appointed committees; ad hoc committees were not includpd r.uucu. committee member­
ships for the past five years were included.
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Tables 1 and 2 report the results of using the previously described

independent variables; these tables respectively report the results for

the 1977-78 contracted salary and the 1977-78 salary after the equity ad­

justments.
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Table 1 reports decision making that took place at the University of

North Dakota prior to any involvement (or knowledge) or the equity process;

Table 1 could be seen as reflecting the priorities (even as they are changing)

in the decision making process prior to the intervention. The question that

arises regarding Table 1 is, "Has the intervention (equity) process changed

to any significant degree the decision making process?"

A direct answer to the quesiton can be made by imposing the regression

coefficients established in Table 1, plus the mean increase $75.19 to the

data set that formed Table 2, using the following (Bottenberg and Ward, 1963)

equation: F = (q- - qJ/faf,)
, where

(q1)/(df2)

q^ is the sum of squared deviations from the regression line for Table 2,

and q2 is the sun of squared deviations for the imposed equation; the F

value is within rounding error of zero, showing a close fit.

While considerable difficulty is encountered in trying to interpret

each coefficient in the tables, the following directions of change can be

noted from Table 1 to Table 2: the research and teaching variables

(Variables 28 and 31) seem to be not being attended to in the decision making

process (looking at the correlation coefficient, the regression coefficient

and the beta weight). On the other hand, being on the University Senate

made a significant contribution. A variable included in the analyses

that logically does not belong is the sex variable. It is included as

a control variable; because discrimination is being attended to on ■

national level, the variable may have some predictive value due to efforts

to eliminate discrimination. The drop in the size of the coefficient for 
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sex from Table 1 to Table 2 seems to be indicative of a slight attempt to

address this issue. It appears that most attention is focused upon rank,

degree level, and on some of the HEGIS categories, notably law (Variable

13). Using the degree variables, rank variables and six HEGIS categories
I

(14, Management; 16, Computer and Information Sciences; 17, Education; 19,

Fine and Applied Arts; 20, Foreign Languages and 23, Law) a total of twelve

variables, results in only a minimal drop in the R2. from .83333 to .81421,

using the salary after the equity adjustment as criterion. Using rank and

the HEGIS category for Law (a total of four variables), R2 = .74206,

amounting to slightly less than a nine per cent drop in accounted variance

despite the dropping of 31 variables.

It could be argued that the reason the outcome variables have so little

impact in complex equations such as are demonstrated in Tables 1 and 2 is

that rank is in fact due to the outcome variables and, therefore, reduces

their apparent impact. Accordingly, the outcome variables reported in Tables

1 and 2, and the equity salary variables were analyzed by rank in a one-way

analysis of variance (See Table 3).
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The professors tend to have spent considerably more time in committee

activity than is true of other ranks, but one might rationally question

whether service on conmittees justifies either promotion in rank or con­

siderably higher salaries. While professors have a higher mean research

output, this difference is offset by two considerations; publication

activity clearly is non-normally distributed (the standard deviation is

approximately twice the mean) and the mean output is less than a single

article a year. Also, the publication activity of faculty at all ranks

tended, for the typical faculty member, to be almost non-existent.

Previously, Martin (1977) was unable to discern any plausible explanation

for promotion, other than having served in some administrative capacity.

Thus, the "policy" regarding salaries is both more complex and simpler than

is shown in Tables 1 and 2. It is simpler, in that knowing a person's

degree, rank and whether or not they teach in a few selected departments

can give almost as good an indication toward salary as is knowing the

complete set of information used in Tables 1 and 2. It is more complex

in that the variables that determine rank are not sufficiently known to

be of much predictive value.

What then could be said about the adjustment process, in an overall

sense? Apparently, no major effects on the decision making machinery has

taken place. Even when a deliberate attempt is made to implement a policy

at the local level, some non-compliance occurs. Note that associate pro­

fessors received higher equity increases than professors even though the

intention was the opposite. Also, implicit in the State Board action

was that the negative residuals be closely looked at in the decision 
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making process; other than a limiter of the possible adjustment, the

residuals were not highly related to actual increases. Using only those

who had a negative residual (N=172), r = .06 between negative residuals

and equity increase. Interestingly, the correlations between equity increase

and the research and teaching variables were respectively -.05 and .06.

However, 24 of the 36 professors with negative residuals received equity

increases from $52 to $870 with a mean of $355 for those receiving raises;

46 of the 74 eliqible associate professors received equity increases from

$80 to $572 with a mean of $279; 9 of the 54 eliqible associate professors

received equity increases from $70 to $443 with a mean of $241. All

eiqht of the instructors had neqative residuals; none had an equity

increase. Lookinq at the data yet another way, 21 faculty had 20 or more

points on the research scale (two referred articles by a sinqle author

per year); 10 of these faculty were eliqible for equity increases. Three

such faculty actually received equity increases ($80 to $120 with a mean

of $100). Clearly, research played no important part in the equity

adjustment process. Teachinq success, as measured by the rating scales,

fared scarcely better.

Referring back to the original guidelines, the four provisions of

the State Board were closely followed (with the possible exception of

faculty representation); the first two of the three provisions imposed

by the University itself were adhered to. Only the last provision ("...

only those who are seen as being especially meritorious should be given

equity adjustments.") was seemingly violated; unfortunately, the one

provision that was violated might be seen by many to be the mnct ■
1 ^Portant.
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THE USE OF PREDICTION INTERVALS IN MULTIPLE REGRESSION ANALYSIS’
Ellen Storey Vasu

University of North Carolina at Chapel Hill

OBJECTIVES

With the development of such easily accessible statistical programs such

as SPSS (Nie, et. al, 1975) and SAS (Barr et. al., 1976), the techniques of

multivariate analysis are available to an increasingly larger number of individuals

engaged in research. The proper application and interpretation of regression tech­

niques are more complicated than the novice researcher initially may believe.

Before the statistics resulting from a regression analysis computer run can be

validly interpreted, a proper model must be selected which adequately defines

the regression relation under examination. Once the aptness of this model has

been determined, confidence intervals can be constructed around the weights of

the equation and the importance of the independent variables in the prediction

of the dependent variable can be assessed. In addition to defining the approximate
X.

form of the relation existing between the set of predictors and the dependent

variable, individual predictions can be made about the value of the dependent

variable for new cases not originally included in the determination of the re­

gression equation.

The major objective of this paper is the explanation and application of pre­

diction intervals’ in regression analysis (Neter & Wasserman, 1974) which may be

constructed for a new case or set of cases for which we have measurements on our

independent variables. In order to demonstrate their calculation and interpretation

most clearly, a small simulated dataset with a high R value will be used.

calculations were performed using the program SAS (Statistical Analys’ y

Barr, et. al., 1976) using PROC MATRIX and PROC STEPWISE.

The mathematics for the following three cases will be present

(1) The construction of a prediction interval estimating a ra g

on the dependent variable (Y) for a new observation with specific fixed

*Revised version (April, 1978).
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values on each of the Independent variables ((1 - n) confident «-

efficient].

(2) The construction of a prediction interval for m new observations where

the mean Y value for these new observations is to be estimated, (a

range of values will be determined for the mean Y value). The m new

observations all have the same specific fixed values on each of the

independent variables [ (1 - a) confidence coefficient].

(3) The construction of either Bonferroni or SheffS simultaneous prediction

intervals estimating a range of values on the dependent variable for s

new observations with s different sets of specified fixed values (in

other words s different profile types) on the independent variables

[(1- a) family confidence coefficient].

THEORETICAL FRAMEWORK

Population regression equation

The theoretical framework within which this paper is presented is classic!

regression analysis in which we have one dependent variable (Y) and one set of

fixed values on our independent variables (X,,...,X ,), such that:
1 p-1

Y = XB + e
nxl nxl nxl

where the e^ are independent N(0,o^)

This equation defines the best fitting regression model for our population of

values, since the regression weights presented are population parameters. The

equation does not define a functional relationship between the Independent varl

and the dependent variable, since we have allowed for error. Therefore, even 1

we had every single case In our population and fitted this equation to our pop­

ulation of values, there still would be some errors of measurement since we

are essentially dealing with a relation rather than a function. If our

model involved only one Independent variable, we could illustrate the fit
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Notice that the distribution of is normal with a mean and variance:

2
aY|X - X4

The errors of prediction are essentially errors in the fit of the population

regression equation to the population data matrix.

Sample regression equation

Assume we have calculated a regression equation utilizing sample data and

have arrived at the following:

Y = Xb + £

Let us also assume that this final model we have derived is the best fitting

model for our sample data.

This equation which we defined is an estimate of the population regression

equation, therefore, if we took another random sample from the population and

calculated a new regression equation the new regression equation would probably

have a different _b vector. Since our l> vector consists of statistics which are

estimates of the corresponding population vector jJ, any regression equation

which we develop is subject to sampling error, and the estimates may fluctuate

from sample to sample.

For the equation involving one independent variable, if we are interested

in predicting the Y value for the case whose X value equals not only do we
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have the error in the fit of the population regression equation to the population

of data, but also the error introduced by estimating that population regression

equation. In other words we have introduced variability within the distribution

of Y, and also error in locating the E[Y] which lies directly on our population'

regression line. (If we have more than one independent variable our equation

will not represent a line but a plane or hyperplane.) Let us assume that the

final model we derive by statistical testing is the best fitting model for our

data on hand. This model fitting process includes an examination of the residual

in addition to statistical comparisons among potential equations. Once our final

model is selected we can then focus on the prediction of Y for new observations

whose X values lie within the range of the X values included in the original

sample which produced our sample regression equation. If we use the developed

regression relation and solve for Y we would arrive at a vector consisting of n

elements. Each of these particular predicted Y values is based upon a linear

combination of specific X values. For example, examine the equation below:

Y => Xb

Where:

If we look at

upon a linear

correspond to

’ Yi x‘ 1 xn

Y3 1 X31
N L1 xu

the predicted Y value for

combination of specific X

the third case.

X12 X13

X22 X23

X32 X33

X42 X43.

the third case

b. b0

> we see that it is based

values, namely those X values which

Y3 " + hXn + b2x32 + b
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But what if we wish to make a prediction on the variable Y for a

(independent) individual whose profile on the X variables does not correspond

to either case(l), case(2), case(3), or case(4)? This individual can be

classified as a new observation. Assuming that the model which we have defined

is the best fitting model for our data, we can make predictions for new observa­

tions whose scores on the X variables lie within the region jointly defined by

the values of our original independent variables. If we make predictions for

observations outside this region, we cannot be confident that our model is

appropriate (Neter & Wasserman, 1974) since we never tested its fit. Because

of the variability both within the distribution of Y and the variability of

the regression line itself, estimates of any specific Y value are more accurate

if we calculate a range of possible values within which Y will fall with a

given probability. This range of values for Y given a specific set of values

on the independent variables is called a prediction interval. It differs from

a confidence interval in that we are not estimating a population parameter,

but rather an indivi dual outcome for a specific observation or set of observa­

tions.

methods

Assume the following model is appropriate:
Y = XB + e where - N(o, o2) and Independently

We will examine the calculation of prediction Intervals for three cases:

Case 1: The prediction of yJXj where X± corresponds to a vector

of fixed values on the independent variables and:

- t.s £
1 i x

. s =4mse (i + (x’x)”1 4)] 1/2
where s —i------ i

yi

t = t(l - a/2, n - p)
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Case 2: The prediction of Y±, the mean Y value for m cases where each

case has the profile X. on the independent variables, and:

Yi “ C*SY — ^i — Yi + t*SY

where s^ - [MSE (1/m + X.' (X'X)-1XJ *
i “1 -x

t*  = t(l - a/2, n - p)

Case 3: The creation of s simultaneous prediction intervals for s new

observations at s different levels of where each interval is:

Y - Cs < Y < Y + Csi y± - i - i y±

where s is as defined above
yi ...

and C = Min |s,fi| where:

2
S = sF (1 - a, s, n - p) (Sheffe)

B “ t (1 - a/2s, n - p) (Bonferroni)

Assume we are interested in predicting ability level in introductory statistics

based upon measures of both spatial ability and mathematical ability.

RESULTS (full matrix manipulations presented in Appendix)

Table 1 contains hypothetical data on statistical performance, mathematical

ability and spatial ability.

In order to calculate our sample regression equation:

Y = Xb 4- e

We must solve the following equation:

' k = CX’X)-1X’Y

Which yields:

18.2457
.4960
.0184

In order to determine the aptness of the model we

table presented in table 1. Both XI and X2 contribute
can examine the source
significantly to the



prediction of Y, and were added stepwise to the equation.
n

5679.47; P < .0001). The final Rr value (SSR/SSTO) equals

a close fitting equation. Examination of the distribution 
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(F = MSR/MSE =

.9989 which indicates

of the residuals did

not see. to indicate any major deviation from normality or homoscedastlcity

Case 1

Suppose we are interested in predicting the statistical performance level

of a new entering student who has a math ability score of 390, and a spatial

ability score of 460:

1
390
460

*1

Setting a - .05 we can then calculate our prediction interval:

Yt = X^b = 220.151

Sy - [MSE (1 + X’ (X'X)"^.)]1^2 = [18.961189(1.172238)]1/2 = [22.227]1/2 = 4.715
1 1-1

t(.975, 12) = 2.179

Therefore:

Y - t(l - a/2; n - p)S < Y. < t + t(l “ «/2; n - p)Sy
1 If x X ‘J
220.151 - 2.179 (4.715) < Y} < 220.151 + 2.179 (4.715)

209.877 <_ Yx £ 230.425

With confidence coefficient .95, we predict that the final math exam score for

the next student with a math ability score of 390 and a spatial ability score

of 460 will be somewhere between 209.9 and 230.4.

Case 2

Assume our measure of statistical performance is actually the final score

total for each student in the introductory statistics course in which a score

total below 230 is considered failure. Let us calculate how students with the

following profile can be expected to perform in the course on the average.



Assume we are considering 3 students with very low math ability scores,
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and low spatial ability scores. Let a - .05, m 3 (3 students):

125
770_

Y = X£b = 94.4137

S = [MSE (l/m + Xl (X’X)-1X9] ** = [18.961189(.4886353)] = [9.26511] ** =

t (.975, 12) = 2.179

Y? - t(.975, 12) Sy < Y2 < Y2 + t(.975, 12) S-

94.414 - 2.179 (3.044) < Y£ < 94.414 + 2.179 (3.044)

87.781 < Y2 < 101.047

With confidence coefficient .95, we predict that the average final math

exam scores for the three new pupils with math ability scores of 125 and spat

ability scores of 770 will be between 87.8 and 101.0 which is failing.

Case 3

Suppose we are Interested in predicting performance level for a number

of difference profile types. Specifically, we would like to'assign a family

confidence coefficient to the simultaneous prediction intervals created for

the following two (s = 2) profile types:

—3 1
700

1460
1

400
950

= 5.
SY - [MSE

3
(l + x; <X'X)-1X3)) 51 - [18.96H3, (1.417022)i >1 . t26 g6W]

Yo = Xlb - 392.3113 —j—

S = [MSE (1 + XI (X’X)-1^.]^ =
4 -4

Y. = X!b = 234.1264 -L4—

[18.961189 (1.1467-ixi *5
^•14631)] « [21.7354] " = 4.662



We will calculate both the Scheffe (S) and Bonferroni (B) multipliers

and use the smallest of the two in the construction of the intervals.
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S = 2F(.95, 2, 12) = 2(3.88530) = 7.7706

B = t(l - .05/2(2); 12) = t(.9875; 12) = 2.56003

Min{ S, B| = B = 2.56003

392.311 - 2.560 (5.183) £ Y3 <392.311 + 2.560 (5.183)

379.043 £ Y3 £ 405.579

234.126 - 2.560 (4.662) £ Y^ £ 234.126 + 2.560 (4.662)

222.191 < Y. < 246.061— 4 —

With family confidence coefficient■.95 we predict that the final math

scores for these two profile types will be within the above specified limits.

In oth£<r words, if repeated samples are taken and the regression coefficients

are calculated for each of these, 95 per cent of the samples would yield

situations in which both of the specified prediction intervals would be correct

for the specific X,3 and vectors stipulated above.

DISCUSSION

Whenever we make predictions concerning the value of our dependent

more

case

variable for observations independent of our original sample, it is

useful and less misleading to attach confidence coefficients to our estimates

by creating intervals on our dependent variable within our specific

or cases can be expected to fall. The preceding example was based upon a

. , . . vaiUe between the two variables under examination.dataset which had a hlgn x
rhe MSE term for the dataset was relatively smallIn addition, note that tne no

• of each of the independent variables involved was(18.96). The variability

, 66- s =730.64). This results in a more stable estimate
quite large (sxls^J-°°’ x2
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for our regression line (Neter & Wasserman, 1976), since the levels of

X£ were spread along their respective axes.

This fact can be made clearer by examining the regression equation

involving only one independent variable. The variance of bQ and b are:

2,. x 2 1, XZ
0 <bo> ■ 0 n +

2„ \ o'-
0 <bp ' i <x

The farther the levels of the X variable are apart, the larger the deviations

about the mean (X) become. This will result in larger terms in the denominator

of the formulae above which in tern results in a smaller variance. Therefore,

placing the levels of the X variable far apart will result in minimizing the

variance of the regression equation. Reducing this variability which is a

component of the prediction interval formulae, will result in narrower predictim

intervals.

the MSE term, and the spacing of the level

equation is useful (Neter
& Wasserman,

sample regression equation
is extremely

the estimate

of thereal Y value
2

only R values, but

is an extremely

case involved.

also the variability of the regression coefficients

alone may leave the impression that

good one, and, therefore, close to the

searchers should begin to examine not

Therefore, we can see that both

of the independent variable have an affect upon the utility of our resulting

regression equation. Many tines these levels of our Independent variables are

not under the control of the researcher, if the design Is not one of a true

experiment. Nevertheless, rather than making predictions for individual cases

tn the usual manner ubieh results in a point estimate, the usefulness and

accuracy of our prediction equation can be better demonstrated by employing

prediction intervals mu.
not P°int ^^3. A high R2 value does
° necessarily imply that the ay hat the developed regression

P' 225)- the value of a

high, point estimation

itself



the size of the prediction intervals in order to make more valid

interpretations.
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Data Matrix, Statistics, and Source Table for Dataset 1.

Statistical
Performance

274
190
396
212

84
288
112
334
182

60
454
414
238
156
374

Math
Ability

Spatial
Ability

1 500 410 " .2086 "J
1 312 1214 -5.3346
1 702 1762 -2.8588
1 362 798 - .4812
1 124 307 -1.3986
1 482 1742 -1.3697
1 148 968 2.5361
1 612 410 e = 4.6600
1 342 97 -7.6640
1 58 520 3.4190
1 812 1980 -3.4301
1 696 2387 6.6184
1 424 620 -1.9587
1 266 48 4.9339Li 692 565 _ 2.1239_

Y * 251.2

Sy = 124.1

x  /or c — RANGEX1 - ^35.5 x2 = 921.87 ---------

S ,, Y: 60 - .-454233.66 S - 730.64 58 _ 812

X2: 48 - 2387
CORRELATION MATRIX

Y 1.000
X1 .995 1.000
X.2 -639 .569 1.000

SOURCE DF SS ss -----------------------------------------------
--------------------------------------------------------------- ----------------------MS f p •

Regression 2 SSTO - SSE 215378.87 107fiftQ/o
107689.43 5679.47 .0001

Error 12 Y’Y - b’X’Y 227.53 18 96

Total 14 Y’Y - nY2 215606.40

R2 - .9989 - -SJb). - -------------------------

b 18.2457
.4960 .0061

*Matrix manipulations and regression output were
program SAS (Statistical Analysis System, Barr et. al. via the
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APPENDIX
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DATASETS MANIPULATIONS

The program listed below was written for SAS and was used to calculate the

following:

Y = Xb

b = (X’X)-1X'Y

£ = Y - ?

SSE = Y'Y - _B'X'Y ■

and also to compare this b with the b output from the SAS procedure STEPWISE to

check for accuracy. (X/X) \ _b, and the MSE error were needed to form the predic­

tion intervals, and were used as input for the programs listed on the following

pages.
********»***************#******»iHtM*»**«H»#*»*»>«*X»Ktf»*»«»%S-»*»«tt»*< *»****««»«•«««

1
5

DATA; INPOT ID V1 VX1- VX2 d) 3;
CARDS;

NOTE: SAS WENT TO A NEW LINE WHEN INPUT STATEMENT
REACHED PAST THE END OF A LINE.

NOTE:
NOTE:

DATA SET KORK.DATA1 HAS 15 OBSERVATIONS AND 4 VARIABLES.
THE DATA STATEMENT USED 0.14 SECONDS AND 96K.

23
24
2 5
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41

PP.OC MATRIX PRINT;
FETCH FULL DATA=DATA1;
Y = FULL(*,2);
IND=FULL (*,3  4) ;
U=1/1/1/1/1/1/1/1/1/1/1/1/1/1/l.
X = U || IND; ...
XTY= (X ') * (Y) ;
XTX= (X* ) * (X) ;
XTXI—INV (XTX) ;
B= (XTXI) * (XTY) ;
YP= (X) * (B) ;
E=Y-YP;
YT = (Y* ) ;
YTY= (YT) ♦ (Y) ;
UHIT=1 11111111111111;
NMEAN Y= (UNIT) * (Y) ;
SSE = (YTY)*-(B ’) ♦ (XTY) ;
OUTPUT FULL OUT=REG (REKAME= (COL2 =Y1 C0L3-yyi
COL4 =XX2));

NOTE:
NOTE:

DATA SET WORK.REG HAS 15 OBSERVATIONS AND 5 VARIArf
THE PROCEDURE MATRIX USED 0.66 SECONDS AND 12UK Awn____ _____ <S,,D wiwed'mgzFH’

42
43

PRCC STEPWISE DATA=REG;
MODEL Y1 = XX1 XX2/MAXR;

NOTE:
NOTE:

THE PROCEDURE STEPWISE USED 0.26 SECONDS AND 112K AND pR
SAS USED 124K MEMORY. kIMTEd PAGE 0'
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(continued)

Our regression coefficients for the dataset are:

18.2457'
.4960
.0184

In calculating prediction intervals for cases (1) (2), and (3) we used the

following vectors:

-1 1
390
460

1
125
770

—2 =

We also needed to calculate:

*3" 1“ ^4 = r700 400
1460 _950_

and

X^X’X)”1^ and Y£ = X£b

XqCX'X)'1^ and Y3 = X.jb

XJCX'X)'^. and Y. - X,b
—45--- 4 q —h

The follotJing SAS programs run under release 76.5 of the interactive version of

SAS were used. Some of the output appears on page A3 of this Appendix.

********»«»<♦»## #lHf###*####^####M****W»********************  *************** ********

^T=(X1«);
/. 1/400/950;

T=(XV): •
y3Ps(X3T)*  (B) ;

(X4T) * (B) ; ,Y 3) .
}DAP.3=(X3T)*  (XT*  21) J* QJ .

'WiR(|= (X4T) * (XTX2I) ‘

MATRIX PRINT;

"■10. 2457/.496/.0184"
X?*2l=. 319071 -.000517808 -.000029198/
‘•00 0 5 1 7 8 0 8 . 0 0 0 0 0 1 93 3 2 -.OCOOOC /
j^W?9!9j -.000 000-.00000002;

(*  2 T} *"^3  J-X-------------->
* (XI X 21) * (XjU—'

r~^c raff fix pptht;
-r^T/^W G c ?: ----------

313071 -.000517868 - .000029198/X'nJ'-S l'78 Ca .0000019332 -.066000-1/
:;Sl98 -.0000609 .00000002;

v1-jxi c) * (xrxicv) * (Xi).
■Y^177fiV14c<-.—-------

2’^)" TtiV* Ljx2•

V3= (X3 I) * (XTXINV) * (X3) ;
P=18 . 2U57/.49 600 5/.0183 9b2 ;

■yp2="C<21’)*  (Uj;
YP3= (X3T) * (B) ;
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MATRICES FROM

DATASET

(X’Y) = XTY COL1

R0W1 • ' 3768
R0W2 2044964
R0W3- 4285118

(X'X) = XIX COL1 COL2

R0W1 15 • 6532
R0W2 6532 3608824
ROW3 13828 7380538

(X'X)"1 " XTXI COL1 COL2

R0W1 0.319071 -.000517808
R0W2 -.000517808 .0000019332
R0W3 -.000029198 -3.5151E-07

B COL1

R0W1 18.2457
R0H2 0.496005
R0W3 ' 0.0183982

Y' Y = YTY
COL1

ROW1
1162128

C0L3

13828
7380538

20221188

COL3

.000029198
3.5151E-07
1.9772E-C7
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A STUDY OF THREE TREATMENTS FOR MENSTRUAL DIFFICULTIES:
AN ANALYSIS USING MULTIPLE LINEAR REGRESSION

William Rosenthal
St. Louis Community College at Meramec

Steven D. Spaner
University of Missouri at St. Louis

INTRODUCTION

The purpose of tnis investigation was to develop a regression approach

to a treatment design which would traditionally have been analyzed through

analysis of variance procedures. Two approaches are possible: developing

direct regression equivalents of ANOVA designs and developing regression

approaches without regard to traditional approaches. We have attempted to
e

deal with both in the paper.

Perhaps a disclaimer is appropriate at this point. We have attempted

neither to develop new regression formulations nor to demonstrate the

mathematical equivalence of various models or designs. Our concerns have

been premised at the purely pragmatic level of the practitioner rather than

that of the advanced statistician. Therefore, we have taken the regression

models directly (or with very slight modification) from Testing. Research
. . oonmccion (McNeil, Kelly, McNeil), and ourHypotheses Using Multiple Linear^Rggression (mcnei

, K nur ability to produce similar results usingtest of equivalence has been our aomuy
• oackaqes (SPSS, SAS, VELDMAN, DPLINEAR).commonly available statistical packages

The

clinical

METHOD

data is from a dissertation by Ruth Rosenthal (in nrna.Q i -v •»« progress) m

psychology. (We should point out that we are nnte n°t attempting to

present her results but to use the material of her stunuay as the basis for

discussing the statistical approaches).
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Subjects

There were thirty-one subjects, essentially self selected, who fit

the following criteria: ages eighteen to forty, no children, and not taking

any hormones. Rosenthal's intentions were to be able to generalize to

women in the general child bearing range; other studies had concentrated

on college age females.

Instruments

This investigation uses data from only one of Rosenthal's instruments,

the Menstrual Distress Questionnaire (Moos, 1968) because we are interested

in the models rather than in reporting her results. The MDQ (her primary

criterion measure) is a retrospective questionnaire with questions for

three phases: most recent menstrual period (MENSTRUAL), week before

menstrual period (PREMENSTRUAL), and remainder of the cycle (INTERMENSTRUAL).

The MDQ has eight factors for each part of the cycle,all scored so that

lower numbers indicate lower levels of distress save for the arousal scale,

which is scored in reverse of the other seven. For this reason and because

of the highly intercorrelated information, Rosenthal collapsed the results

into three scores, one for each of the phases, each containing the total of

the seven consistently scored scales. They are referred to as MENSEVN,

PREMEVN, and INTSEVN (Menstrual scale comprising total of seven subscales
and so on) in this presentation.

Method

The subjects were divided into three treatment groups receiving deep

muscle relaxation, systematic desensitization, (behavioristic therapies)

and a non-directive (talking) therapy (10,11, and 10 members respectively).
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For purposes of this investigation, we removed one case from the first

treatment group in order to create unequal cells across the board,

feeling that this situation would provide the most difficult situation

for finding equivalent results between programs and models.

The MDQ was administered seven weeks prior to treatment, immediately

before treatment (to test for stability), and seven weeks after treatment.

Analysis

This was a problem which was originally posed for Analysis of Variance

solutions, and we will present the result of those solutions and compare

them with the solutions as they would have been formulated and run as

Regression solutions. We will also present some Regression solutions which

are not direct translations of the ANOVA solutions. A by product of this

investigation is the opportunity to compare results and output between the

several computer packages which we used.

The direct comparisons are with a one way analysis of variance with

three groups; analysis of covariance (covarying the premeasure against the

postmeasure); and a repeated measures (three groups by three trials) design.

The regression model representations are adaptations of those

described by McNeil, Kelly, and McNeil (1975).

Hp that there be no difference between theAn initial concern would be tnat
<■„ treatment. A one way analysis of variance isgroups on the MDQ prior to treatment

zwuHvalent is taken from Generalized Researchtraditional. The one way equivaien

Hypothesis 6.2 (p*  195).
arch hypothesis: the three treatments are equallyNon-directional resea

effective on MENSEVN.



Statistical hypothesis: The three treatments are not equally 
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effective on MENSEVN.

Full model: Y] = aQU + a^ + + a^ + E]

Restricted model: Y^ = agU + E^ 

where:

Y - mensevn score

U = 1 for all subjects

G1 =1 if criterion from subject

G2 = 1 if criterion from subject

Gj = 1 if criterion from subject

in group 1, zero otherwise

in group 2, zero otherwise

in group 3, zero otherwise

a ,1,2,3 are the least squares weighting coefficients

Degrees of freedom numerator: (m^ - n^) = 3-1=2

Degrees of freedom denominator: (N - ) = 30 - 3 = 27

The analysis of covariance models are taken from Applied Research

Hypothesis 8.3 (p. 328). We are assuming here for demonstration purposes

that the two premeasures are stable and are using the first.

Non-directional research hypothesis: Treatments differ on the 

post test over and above any differences observed on the prescores
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Statistical hypothesis: Treatments do not differ on the post test

over and above any differences observed on the pre test.

Full model: Y = a U + b M + af,. + a G + a G + rz U 11 1 ] 22 a3u3
Restricted model: Y2 = aQU + b^P^ + E2

where:

Y1 = cmensevn (trial 3) score

U = 1 for all subjects

M = mensevn (trial 1) score

Gj - 1 if criterion from subject in group 1, zero otherwise

G2 = 1 if criterion from subject in group 2, zero otherwise

G^ = 1 if criterion from subject in group 3, zero otherwise

a^, 1,2,3, and b-j are least squares weighting coefficients

Degrees of freedom numerator: (m^ - m^) = 4 - 2 = 2

Degrees of freedom denominator: (N - m^) = 30 - 4 = 26

The following model is a directional treatment of the previous

hypothesis and, as such, is more in line with MLR thinking:

Research hypothesis: subjects are lower on the MDQ as a result of

the experimental treatments over and above the pre test levels.

Statistical hypothesis: treatment group subjects are the same as

control group subjects on the post test over and above pre test differences.

Full model: Y^a U + + g^ + 92G2 + E1

Restricted model: Y=agU + + E2

where:
Y = CMENSEVN score (post test)

M = MENSEVN score (pre test)
C,1 = 1 if group one or group two (treatment groups)

G’ = 1 if group three (control group)
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df =3-2 = 1n
df . = 30 - 3 = 27d

A second directional hypothesis to measure chanqe would be as follows:

Directional research hypothesis: Subjects in treatment group one

score lower on the MDQ than subjects in treatment group two over and above

pre test levels.

Statistical hypothesis: Subjects in treatment groups one and two are

equal on the MDQ over and above pre test levels.

Full model: Y-j = a^U + g^G^ + g^G^ + m^M^ +

Restricted model: = a^U +

where:
_z

Y1 = CMENSEVN score (post test)

G^ = 1 if subject from treatment group one, zero otherwise

Gg ~ 1 if subject from treatment group two, zero otherwise

M-| = MENSEVN score (pre test)

df = 2n
dfd = 27

Also required in this sequence would be a test of the stability of the

two pretreatment measures (McNeil, Kelly, and McNeil, p. 324)

Research hypothesis: Subjects are equal on the MDQ at the two pre test

assessment periods.

Statistical hypothesis: Subjects are not equal on the MDQ at the two

pre test assessment periods.

Full model: Y^ = aglJ + t^T^ + t^T^ + P-]P-j + P2P2 + Pn?n + E^

Restricted model: Y1 = 3gU + p^^ + PnPn + E2



where: 88

Y1 = score on MDQ (MENSEVN and BMENSEVN read in consecutively)

T-| = 1 if score taken at time one, zero otherwise

Tp = 1 if score taken at time two, zero otherwise

P] = 1 if score taken from subject one, zero otherwise

Pn = 1 if score taken from subject n, zero otherwise

dfn = (n + 1) - n = 1

dfd = (n + n) - (n + 1) = 60 - 31 = 29

A traditional approach to this problem would include a repeated

measures, groups by trials, design. McNeil, Kelly, and McNeil present a

model including person vectors, which should approximate the results of

a standard repeated measures program such as the one in Veldman's ANOVAR.

(332)

Non-directional research hypothesis: The three treatments are

different over the three measurement periods over and above individual 

differences.

Statistical hypothesis: The three treatments are the same, over and 

above individual differences.

Full model: Y] = aQU + a^ = a?!? + .... agI9 + p^ + ••••P30p30 +

Restricted model: Y] = aQU + 9^ + g2G2 + g3G3 + t^ + t2T2 + t3T3 +

P1Pb.+.-P30P30 + E2

where:
I = G1* T2
x2 I £

and so on

G],G2,G3
TPT2,T3

 treatment groups one to three
= times one to three



dfn = 36 - 32 = 4

dfrf = 90 - 36 = 54

89



RESULTS 90

Tables 1 through 4 show the results of the oneway analysis of

variance on the menstrual scale (MENSEVN) as solved by SPSS program

ONEWAY, Veldman program ANOVAR, Veldman program REGRAN, and DP LINEAR.

The first two are analysis of variance routines; the last two are

hypothesis testing regression routines. With very minor exceptions, the

four solutions calculate the same F test and probability results, although

the kinds and amount of information are different, particularly between

the ANOVA and regression outputs. ANOVA programs routinely report sums

of squares, mean squares, degrees of freedom, F ratios, probabilities;

regression routines routinely report degrees of freedom, multiple

correlation squared, F ratios, probabilities and an intercorrelation

matrix. ANOVA routines usually report cell means; regression routines 

usually do not.

Table 5 and 6 show the results of the analysis of covariance models

as run on SPSS and the over and above hypothesis run on DP LINEAR. Neither

does SPSS include a hypothesis testing regression program nor Veldman a

covariance routine in the ANOVAR program. As a result, both models could

not be tested on the same program library; however, F test results from

the two different programs are virtually the same.

Tables 7 8 and 9 show the results of the t-test on the means of a

. J ;„4efration of the MDQ as run on SPSS T-Test program and therepeated admin istrauiui.
regression formulation with person vectors as run on DPLINEAR. Results

the same The correlation reported by the SPSS program was also

. . npiINEAR using a model in which the measures at time twoduplicateo oy
. +n nredict the measures at time one.were used to p>
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Tables 10 through 12 show the results of the repealed measures

(groups by trials) questions as run on SAS (Macro written by George

Gantner, see Appendix A), ANOVAR, and on DPLINEAR. The F test is the

same for all three.

In addition, for those who may not be familiar with some recent

additions to SPSS, Appendix B shows results produced by program

RELIABILITY, which allows for a repeated measures design but does not

allow for a second factor. By imposing a subfile structure, it is

possible to produce a repeated measures analysis for each of several

groups; a result from that approach is presented in Appendix B.

■’ ' ‘ DISCUSSION

The results of this project will provide no great surprises for the

experienced student of regression. That there are valid regression

substitutions has been discussed in many sources including the one with

which we have worked. For some researchers who have been trained in

analysis of variance techniques and for whom regression is a new approach,

we would hope that the comparison of actual results is helpful. Our own

experience has been that it is possible to find regression approaches to

use in lieu of more traditional ones and that it is possible, as we have

tried to demonstrate, to find directly comparable solutions. It is not,

however, always easy to do the latter. We spent some trial and error hours

ng the appropriate repeated measures model, having been seduced by

that three groups times three trials looks like the interaction

model on page 210 of McNeil, Kelly, and McNeil when, in fact, the more

complex model we have presented (taken from page 332) is the appropriate

one. We also found that the many data transformations necessary to create

vectors for each person as well as for each interaction introduce 
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considerable room for error in keypunching. Granted that one ought

not to make such errors, nonetheless, the careful researcher should

note that a mistake in that part of the program will produce incorrect

results and that careful proofreading and crosschecking are essential.
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anOva version

FILr menstrua

VARIABLE

(CREATION DATE ~

riFNsrvN

01/23/78)

analysis of variance

SOURCE U. F . !SUH OF SQUARES MEAN SQUARES
BETWEEN GROUPS p 017. BO?7 'inA.QiHl

.... . WITHIN GROUPS 27 23277.3067 662.1252 .

TOTAL 2q 24095.1075

'group 'COUNT mean
STANDARO

Ot.V J ATION
STANUARCERROR " MINIMUM

GRPOO 9 115.3333 32.965929.276125.8460
10.90068.0271

S3.000076.0000
GRP01 . .GRP02 ..... 11 . -10

117.9091105.5000 .. - H.1735 74.0000

total 30 112.4000 26.6246 5.2627 53.0000

Ratio .. f prob.
'>.'17'1 0.6274



;-i ;v ni’lOVl R 1 **

TFST (’f At 'IAIJ‘ f’r Ar!OVft-l<L'3ljrSST”r,' COMPARISON 95

PAR API ILLS
coi i- c» r 5
COL ’COL 1 J - 1 "« •"COL 1.6-2 0 =COL 2.L-25 =
CGI. 2*'-3  0
DATA 1 01-V1AT
group !
GRO"P
GPO'IP 3

VA2. T ABLI i
SOU'? Ct

5
1
i)
li
5

- (A9,3F3.n)

SUBJECTS .

1] SUBJECTS.

li) C'1'lJ'’CTS,

analysts.
HEAi| SRUA-'.L i).r.

TOTAL .’■..ill, 07f>6 29.
GROUPS H) 0.1R G 3 2.
ERROR (GJ AG? . 127'2 27.

1 G MEAN 1 J1 ’ 13.3’33 117.9091

m OUTPUT FROM PRGGRA--1 LEGR/ltl *

REGRESSTOm’ half OF REGRESST'11 ANOVA C

r-i’Aiio R

(‘.4 74 0.6320

MOfjFL 1 Ml CRITERION - 1PAUAliE TERS :
col i- :s = &COL 6-1.) - 30COL 11-15 - 3 !
COL 1C.-20 z 3COL 21-25 - iCOL 26-.V.) - 5
DATA FORMA] r ( A9,3F 3.0,3L"1 . o//) {

j
I NT FRCORRTLA1TON ANALYSTS.

MEANS 12.0 0 0 n

0.4535 0.4019 O.'t714

preotctors =p z 6 rso =P = 5 I'SQ =
4- Gn.0?9G0.0330

R = 0 . J A-T 2 RSN = 0.0339

'I3
6REG

in TA0.00.0770-»: . 1 3 C 3. CONS I. =

H
!’.(■4.67 6ft-7.«333

113.3 7- 53
361.33 4 533 0.3000 0.3oG7

60.3333

SIGMAS

R MATRIX 1 2 3 4 ■5 6
1 i.nooo 0.3M22 0.51 an 0.02)6 0.1479 -0.17* 2
•»< 0.XP2? I . 0 0 0 0 0.3g«17 0.3636 -0.0296 -0.3232
3 n.51AO >T . 3GO7 i. o o n n -0.01GJ 0.1190 -0.1029
4 0.0216 il.36.3f, -0.0193 1.0 0 0 i) -0.49R1 -0.4629

0.14 7° -0.0296 c. non -0.“9A1 1.0000 -n.53fl0
-0.1722 -I) .323.? -0.1020 -0.4629 -0.53AO 1.0000

F-TFSI 1— RSQ FIR 1 =
RSO RH-.liCll! -OIFFEKi’LCI =DEN = ?.

MriiGF VMn.OATa
0.0n . h *IKO =

PY GROUPSMn|H.L 1Mo'll-1. q

I -RAI !'• T. It. 47.1 P - 6.6 ’•26
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CORRELATION£

J 2 5 4

1 0 0 0 0 0.3a2? 0.5100 0.0216 0.1479
1
?
3
q
5
6

0.3622
n.sieo
0.0216
0.147?

-0.1722

J .0000
0.36^7
0.36’6

-0.0296
-0.3232

0.3697
1,0060

-0.0193
0.1190

-0.10?A

0.3636
-0.01”3

1.0000
-0.4901
-0.“629

-0 . ()??6
o. n^o

- fl . 4 q 11.
1 . IJ n 4 0

-O,57A0

. . GROl iPSON rl 0.99c>99997r.-05
criterion 1

predictors 4 - (>

-J

_n

-<>
I

RSO = 0.033^3997

VAR. NUMBER. STD. WT.

***♦♦*♦♦**♦ 4: ♦**♦•* + ♦ + *• * * * *

4
5
6

0.0
0 . G77A05U0

-0.13029736

VAR. NUMBER weight

4
5
6

CONS1ANT=

0.04.5757^654
-7.6333?34d

113.33331299

ERROR

0.0 0 0 0 0 0 ” 3
_ 0.0 0 0 0 0 0' 2.
0,000000”6

9 ITERATIONS

♦ #**•♦**♦♦♦♦♦****
+ + + 4 *♦+**♦*****+  ****** *******

„ k ,*,.**♦»*  *♦♦♦♦♦***'••  *
****♦*♦*♦*♦*♦*»****»:**  + t*** ’*’-r

r NU’1.= 2 D.F. DEN.= 27
GR0UPS0NM7 F = 0.4743 IJ’

t ♦ r r t + f tl

: T V: 4 4 I

i (j.O’XQn n’°
ppon. — z/,r^

Table 4



ANCOVA VERSION
FILE MENSTRUA (CREATION DATE = 01/26/78) 97
****** ► ♦♦♦ANALYSIS OF VARI «*#***#UJoz<

C’ENSEVN
BY CGROUPWITH MFNSEVN ***#****##*****»*♦ 
1

* * * # # #

SUM OF MEAN SIGHSOURCE OF VARIATION SQUARES OF SQUARE F Qp
COVARIATES 6227.250 1 6227.250 7,110 0J

MENSEVN 6227.250 1 6227.250 7,110 o’o
■MAIN EFFECTS 5074.059 2 2537.029 - 2.897 0.0

CGROUP 5074.059 2 2537.029 2.897 0.0
EXPLAINED 11301.309 3 3767.103 4.301 0.0
RESIDUAL 22771.609 26 875.831
TOTAL 3*1072.918  29 1174.928

COVARIATE RAW REGRESSION COEFFICIENT
MENSEVN 0.508

300 cases were processed.CASES ( 0.0 PCT) WERE MISSING

ANCOVA VERSION
FILE MENSTRUA (CREATION DATE = 01/26/78)

CATEGORY

♦ * « M U L T I P L E CCMENSEVNBY CGROUPWITH MENSEVN* * * ♦ ♦ ♦ ♦ ♦ *♦♦***

GRAND MEAN = 98.97

VARIABLE
CGROUP0—■ 12

MULTIPLE R SQUAREDMULTIPLE R

LASSI F I C A T I ON A N A L Y S I s * i
•

* * * * * ♦ *♦♦♦* ******** ♦ * * * »*

N UNADJUSTEDDEV’N ETA
ADJUSTED FORINDEPENDENTSDEV’N BETA

ADJUSTED F
tnoependen+ COVARIATIDEV’N BE)

91110
9.26-14.067.13 0.32

8.71-17.2611.19 o.
0.30.5

Table 5
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7 . I', 1 1- (’. 1 7f/n 1 , 0(100 -C .'I'JPJ
|j (’ . 1 '17'' -(• . 7'1 -(’.0'10 1 .1 . 000(1

17?? 0.1 U 9 7 -(■■.'• 6?" -C.53AQ

. . LO''AI-‘F l>l (T v 0 . 9cv>aQ‘Kr7( ^05
CKlirRlcr. 7

I’klLH rUih’S 1 - 1
'l - 6

liS'J = ('. 3?-i G77G?

« 1 1 t- i

VAh. ?i! IM-LI- sip. wi . IKROR
1 q . tiOG'l 300? -0.Opi902q3
'I -p. T/QO? 307 -0 , on;j572b6

0.0:5 ] 7'1 7 0 9 -0.0.1000018
6

VAii. Mlir’BfK

1
fi
5
G

r.uiib 1

0.0

V.'f.lGHT

p . 5704 0 377
-Pg . ?i 31 G5?r>

2,26962376
(i. 9

Op . 0'1458069

0.0

98
5

-0.17??
0.1097-0.47,29

-0.5’80
1.0000

5 ITERATIONS

*+* ’»+ + •*  + * t * Jt. .*  .» * * '»• *•  a j kJ- + * -k | *. ** + * t » * i **#*•»  4-4 ♦ * M **♦*•***•+*■»♦*♦♦*♦***

. . . . I<L STR ] f TT 11
CKlTcRIuH

Pr<L|HCT(lRS

n. y979?yy7r-05
?

1 - 1

0.1 8?76.V>4i<SQ =
. VAR . . ■'•J'lrlBER

1

VHlt.
1

CONSTANT-

ST[). WT •
0.8<?75uA?'J

UrTG'IT
h r.on375O7

'H .A25271G1

ERROR
u. (J

1 ITERATIONS

.♦.♦Ot»^*****»»**t»*Tt* ’'<!*‘***,«**  + *****<*'
. . . l41 »#♦ * + * * •*  r ’■ ’• T***‘*t**»^ ‘*’*t''* t-’ n.r< fiU|.,0= 2 D.f. nL*'.= ?6

COVARCQIIIV w =

1 0.3316’ 2 0.1’?76 PROB = 0.07316



STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES
FILE MENSTRUA (CREATION DATE = 02/08/78) STUDY

w 3
Jvj Table 7

5~ir.aar r.vno WTjrantui'ixr. - •.tjCZ

99

.........................‘.............. - - - -................... T-TEST-.

variable NUMBER STANDARD STANDARD ♦(DIFFERENCE) STAWOfiRn
OF CASES MEAN DEVIATION ERROR ♦ MEAN DEVIATION

MENSEVEN ♦
u- 112.7742 29.437 5.287 ♦31 ’ ♦ 8,7419 20.370104.0323 29.501 5.299 *BMENSEVN *

STANDARD
error

*♦ 2-TAILCORR. PROB.
♦♦ T

VALUE DEGREES OF
freedom

2-TAILPROB.
* ♦* *3.659 * 0.761 0.000 * 2.39 30 0.023♦ *♦ *

1 A.‘"7no n.G PRnn O.POOllO



PREDICTORS 3 100- 34

KSO = 0.88109595
VAR. NUMBER STD. WT. ERROR

3 0.146481 Al -0.000562194 (). 0 0.000562195 -0 .02457492 -0.000000666 0.29297614 0.000196937 0.36671370 -0.00002044A 0.27018416 -0.001069139 -0.16444850 -0.00126433
1 0 0.22444123 -0.00057840
1 1 0.25375968 0.0010645412 0.02183281 0.00019616
1 3 0.35869384 0.001245561.4 -0•09184122 -0.00265115
1 5 -0.02242427 0,00222409
1 6 0.26567400 0.00064021
17 0.14266354 0.00088441
1 8 0.0 -0.00007766
19 0.34285557 0.00079834
20 -0.06783980 -0.00013399
21 0.1 8033159 -0.00158498’
22 0.13463247 -0.00104860
2 3 0.03023295 0.00251H4

-VTI 24 0.42181337 -0.00039327
-0.05362921 0.00181705

i >6 0.17140424 -0.00125755
27 0.38953400 -0.00191164
28 0.15088463 -0.00017291
29 -0.01997955 -0.00162178

i 3 0 -0.02059705 0.00092685
31 -0.02188374 -0,00040424
32 0.10446620 0,00280653
33 0.06951225 -0,00147867
34 0.38556516 0.00035787

O t ********♦+. +*  + «*****  +Mt******'************************

a . .i.TTE^TRESTm 0.99999997E-05
h CRITERION 2

PREDICTORS 5 - 54

1 3
1 41 5
1 6
18

STD. WT•
(11739192
2972265537089032274172901609829722867155
2578910602848206362998960856219501852488269861521464498600451702

-000
0-00
000-0-0000

RS2 = 0.&594B&16
VAR. NUMBER

56
789

1 01 1

error

0.002921580 00008541
-0.00020826-0.00145131-0.00218773-0.00071061
0.000829940.002566040.00119066-0.00072581
0.001749520.000463660.000292630,00008672

06335276

05109492

192 0
2122232425
2627282930xl
32

10503609

0
-00000-0000-0-0-000

0.00071400-0.00000072-0.000048520.000123370.000909270.00047684-0.00006974-0.00180612-0.00145310-0.00132437-0.001383360,00067860-0.00041372-0.00028479-0.0 n127852

fl-
O'
ir
<o

o

c\j

NATIONS

O'
CM
o

o

II

m
o
<r
a.
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♦ OUTPUT pROM PKOGRA'I ANOVAR ♦ ♦♦_ ... _ - _  ■ ■» . ■ ■ ■■ • • - —- - • ■ •
THREE BY THREE. 3p0UPS ON VELDMaN ANOVA VERSION
PARAMETERS“COL 1- 5 =COL 6-10 =COL 13-15 =COL 16-20 =

• • COL Pl-25 =COL 26-30 =

1
X
Ans

. ... .

DATA FORMAT = (A9.F3.0/9X -F3.O/9X .F3.0)
GROUP 1 ■i SUBJECTS,
GROUP 2 11 SUBJECTS.
GROUP 3 10 SUBJECTS.

•
VARIABLE 1 analysis.
SOURCE • McnN SQUARE D.F. F-RATIO p
TOTAL 973.7036 39.
BETWEEN 2056.3316 29.
GROUPS 142°.2188 2. 0.680 0.5195
ERROP (G) 2105.7897 27.

WITHIN 95n.9331 60.
trials 1387.9688 2. 3.701 0.0303
G BY T 1001.1563 9. 2.670 0.0911
ERROR (T) 37'i, 9338 59.

G MEAN 1112.6296 2
98.7576 105.2000

T MEAN 1112.9000 2
1q3.8333 ,3

98.9667

G BY T 1 2 3
1 113.3333 116.3333 108.2222
2 117,npoi 93.9595 89.9091 .
3 ins. so no 103.0000 106.1000

Table 10

TF?
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SAI
rilrt r. GROUPS By TRIALSrijn FACTOR ANOVA - GROUP BY TRlAl

< trial is repfateo measure>
SLUE (AL LI.'JEAR HOOELS PROCEDURE

JL.*GlLjJC.Cr.L62n!J;?.l_____ 3u 2X245.6.7 7.44103 .— — ........ .5

i'.jCT VAji.rn.E; .IE I '-'■•J

KL

OF
A)

\SUii OF SQUARES
A 6 6 0 0 0 0 0 A 0

BEAN SQj^AYTE F VAH
99999.‘9 73>?l1337079

<.w"

iECTEO TOTAL

0

A 9

n, oBMHo bb
06659.60000 00>\^

0.0 0000000

<E OF TYPE Iz^S FxVALUE PR > F 0
IM_______ ____„__ .........9______ 285-0.44^09764 ...
jittigruOp )
V.

56775^X23569022 7 7JXT26666667 « 4 2

jp* trial 44<pl .38922559 •

L'L_ar_!VPO_T.dEGE-G..:jSLJG -THE-TYPE- IV.-FIS- FOR. SUBJEC T(GROUP I AS AfJ ERROR. TEKH
De TYPE IV S3 F VALUE PR > F

IP........... . ... . P ..__ p.850.44309764 - •-• 0.6A 0.5152

3 OF HYPCi riE'-ES : JSt jG the TYPE IV IIS For TRIAL*5UBJECT  (GROUP) aS AM ERROR TERM

Cf OF type iv ss f VALUE PR > F
L 24

2775.266.66667 3.704004.50922559 2.67
0.05120.0 41A
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MACRO ANOVU2R1
PROC GLM DATA=DATASET;
CLASSES FAC1 FAC2 SUBJECT;
MODEL VARLIST-
FAC1 SUBJECT(FAC1)
FAC2 FAC1*FAC2  FAC2‘SUBJECT(FAC1) ;
TEST H=FAC1 E=SUBJECT(FAC1);
TEST H=FAC2 FAC1*FAC2  E-FAC2‘SUBJECT(FAC1) ;
TITLE2 TWO FACTOR ANOVA - FAC1 BY FAC2 ;
TITLE3 <FAC2 IS REPEATED MEASURE);
%
MACRO MEANS2
PROC MEANS DATA=DATASET;VAR VARLIST;
TITLE2 OVERALL MEANS;
PROC SORT DATA=DATASET;BY FACT;
PROC MEANS DATA=DATASET;BY FAC1;VAR VARLIST;
TITLE2 CELL MEANS - FAC1 BY FAC2;
PROC SORT DATA=DATASET;BY FAC2 ;
PROC MEANS DATA=DATASET;BY FAC2;VAR VARLIST;
PROC SORT DATA=DATASET;BY FAC1 FAC2;
PROC MEANS DATA=DATASET;BY FAC1 FAC2;VAR VARLIST;%
DATA SUBSTITU;
INPUT SUBJECT 1-3 TRIAL 4 MENSEVN 10-12 PI4SSEVN 13-15 INTSEVN 16-18 GROUP 20;
CARDS;

APPENDIX A
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SELECTING AN APPROPRIATE MODEL FOR DATA ANALYSIS
Patricia Cohen

New York State Department of Mental Hygine

Let me preface my remarks with what is, I suspect, the

most important point one can make about multiple regression

or any other complex means of handling data. That is, these

procedures are tools which may enable you to obtain the best

possible, most valid and informative answer to questions

which you as a substantive expert have thoughtfully asked.

Thus, the whole point of the analysis is, as Jacob Cohen

entitled an address, "Multiple regression in the service of

the ego? The justification for using multiple regression is

that it enables one to answer the questions of interest,

however its appropriate application presupposes a relevant

selection of data for analysis.

Unfortunately, complex analytical methods sometimes se­

duce unwary researchers by their fascinating inner workings

to the extent that these researchers neglect to pay suffi­

cient attention to the overall logic of the research. It is

I fear, this too frequent tendency to "forget the forest

while counting rings on trees" which has given MRC, factor

analysis and in general procedures which require coeffi­

cients beyond means and frequency differences a bad name

among some thoughtful researchers. Perhaps it is the relative

novelty to many users of these analytical procedures which

oroduces these tendencies. Let me urge all of you to read

in the micro-economic literature where you will find an easy

familiarity with regression which allows the method to simply
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serve as a means for illuminating substance. In this context,

let me comment on this afternoon’s papers, roughly in the

sequence in which they were presented.

First, on the paper on ridge regression, let me say how

very useful it is to the field to accumulate empirical exam­

inations of the procedures which have been proposed on

theoretical grounds as ways of coping with certain analytical

problems. Ridge regression is just such a fascinating and

promising development and the study’s failure to find the

expected improvement on cross validation is quite interesting.

However, two difficulties make the implications of this

finding unclear. First, we note that the two subsamples (each

of 280 cases) gave us very different on the 4th grade

achievement variables (.24 and .38 respectively) and on the

Teacher variables (.16 and .05 respectively). These large

differences make one concerned that something may have gone

awry in the assignment of alternate districts to the two

samples. One would be happier if other, truly random, ways

of selecting subsamples were to yield the same findings.

Second, perhaps more serious, are problems which result

from a failure to provide justification for the variable

choice. Just why are we interested in the unique predictive

value of each of the 4th grade scores, especially when only

about 1% is added to the predicted variance by the three re­

maining variables after the best predictor? Similarly, staff

per 1000 is very highly correlated with teachers per 1000

students. The issues involved would be better assessed by



108

separate measures of teachers per 1000 students and non­

teacher instructional staff per 1000 students which, no

doubt, would be much less correlated. As Marquardt and Snee

(1975) state one should turn to ridge regression only after

all unnecessary multicollinearity has been eliminated, and

only because your theoretical model demands all of the re­

maining variables.

If I read the paper on the Historical Regression Method

correctly I think the analysis obscures a critical problem.

The prediction that the best estimate of future progress in

the educational system is the rate of past progress is ex­

plicitly under the "no special program" condition. However,

the data in Table 1 suggest that most children entered the

neighborhood predictors of reading

like to say that I liked this analysis

about the conclusions, however, that I

First, one cannot be sure whether

like to see more like it. There are

"compensatory programs" during their first year in school

achievement, I would

several reservations

would like to voice.

between-city apparent differences in findings were attribut­

able to low power because of small sample size, on the one

. +-n low O because of lesser variability on thehand, or to

(mean years in school = .56). If this is so, clearly no

base rate of educational progress can have been established.

An appropriate comparison would have been the achievement of

comparable but "no treatment" classes.

Moving on to the
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"independent" variable on the other. We may note, for ex­

ample, that the most significant paths were found in the city

(Chicago) with the largest sample size.

The second problem, the possible non-comparability of

because of differences in variability, would have been

solved by the use of unstandardized (raw) regression coeffi­

cients. B weights are generally much to be preferred whenever

they can be meaningfully interpreted and especially when

comparing populations. In this case B coefficients would

have also been substantively interesting (e.g. the direct and

indirect effects of a $ 1000 increase in median family income
*>’ -
bn reading achievement scores). They also could have been

tested in a more elegant and powerful analysis by pooling the

cities data and testing for interactions.

Another problem in this study is that no rationale is

provided for the selection of the variables over other

available alternatives. Which income measure did they use -

% poverty, % children in poverty, median family income, mean

earned income - and why? It is of critical importance in any

causal analysis to consider these alternatives from a theory

standpoint, and to provide evidence whenever possible which

bears on the validity of the choice. These choices may be

even more important when compounded by the issue of aggregated

relationships, as in this study.

Finally, the authors refer to other findings indicating

that the high density - low achievement relationship disappears
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in high income neighborhoods. Since most of the analyses

reported here find that these two variables each have an

effect on achievement when the other is controlled the

authors must mean that there is also an interaction between

income and density in the prediction of achievement. Inter­

actions can be handled in path analysis only by drawing

separate path diagrams for each variable conditional on the

other. Unfortunately the tests for the significance of

interactions seem to have been omitted in the analysis.

Moving on to the evaluation of sex-related salary dis­

crimination, although this example uses fictitious data we

again encounter the problems created by an inadequate con-

sideration of the consequences of variable selection. The

moral of the story is that if you ignore the effect of a

variable which is relevant and either redundant with or

suppressing another variable which you have included, you

will have errors of identification due to errors of specifi

cation. For example, if time in rank was itself the result

of sex discrimination we will have made the correct conclusion

in institution A. Indeed we will have underestimated the

c;ex discrimination effect by including rank as a variable in

the analysis, or overestimated it by excluding considerations

such as time in the field or productivity.

The empirical analysis of higher education salaries

prerented by Martin and Williams I found fascinating,

particularly as it raises some of the same knotty problems
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we have been trying to cope with in attempts to assess equity

inequity in the provision of health and mental health ser­

vices. By using the empirical regression as a standard one

succeeds in identifying inequities apparently suffered by indi­

viduals relative to the entire system (assuming that appropriate

unmeasured variables do not account for this). One does not,

however, correct inequities connected with an entire class.

For example, we are implicitly treating the inequities between

programs as proscriptive as well as descriptive. One might

alternatively use the empirical values as a starting point for

the proscriptive values. For example, it hardly seems sensible

that most kinds of service should go unrewarded. Why shouldn't

an overall service index be constructed from the 5 variables

and an appropriate weight be assigned proscriptively. Similarly

one may question the significance criterion as relevant to

certain issues - for example, an appropriate weight for sex is

zero. Finally, it may be noted that age would have been quite

significant had it been represented linearly (or perhaps

quadratically) rather than as five categorical variables. Only

if one employs an empirical model such as the one here to create

a proscriptive model may one avoid the problem of making current

inequities ’institutionalized" and even more pervasive.

Let me now skip ahead for a moment, to the paper on pre-

intervals. Unfortunately there seem to be some serious

errors which have led the author to conclude that confidence

limits in cases with nearly perfect prediction are much larger
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than my calculations indicated they were. Contrary to

assertion, for a constant R2 mean square error is entirely a

function of raw unit scale. It may be quite useful for those

who use multiple regression equations to estimate individual

scores to point out that this prediction will be' less accurate

for scores at the extremes of the distributions than for those

near the means (see Cohen and Cohen, 1975, p. 114).

Finally, I would like to discuss the comparison of the

log linear and regression models lucidly presented by Jay

Magidson.

Whenever we have developed alternative means of analyzing

certain kinds of data sets, it is of extreme value to have a

variety of empirical comparisons of the relative advantages

and disadvantages of each. These empirical studies give us

some means of assessing the practical importance of various

factors known to be theoretically important. In comparing

a log-linear analysis with a regression analysis there are

several reasonable criteria available for assessing their

relative advantages.

1. First, of course, we are critically concerned with the

nature of the variables, and most particularly with the na­

ture of the dependent variable. If the dependent variable is

a true dichotomy, and especially if it is one on which we

find a distinctly uneven split, the log-linear model would

have a distinct initial edge in our preference rating. The

reason for caring about the split is the expectation that



113

when splits are no more extreme than 3/1 the two methods

will give similar results and other considerations enter in.

If, however, the dependent variable is only a dichotomy of

convenience" on a variable which may take a range of values,

the a priori preference for a log linear model is not so

clearcut. Sometimes it is not so easy to be sure whether a

variable approaches a true dichotomy or not (as in the current

case of camp location preference for which we may clearly at

least have a variety of strengths of preference).

The nature of the independent variables would also in­

fluence one's a priori preference. In the current study we

have three fairly straightforward dichotomies (Region of

origin, present location, race). In many studies the inde­

pendent variables are not at all confined to truly categorical

variables, and in fact frequently require division of ordered

variables into categories - a procedure which either capital­

izes on chance or risks making inappropriate a priori cuts.

These problems are compounded when we have more than three

or four independent variables because unless our sample is

e.-ceeciingly large and the variables are not substantially

correlated we will run into the problem of empty cells using

the log linear model.

2. The second major criterion for preferring one analy­

sis mode rather than the other has to do with the replicability

of the findings. If it could be shown that the odds ratios

obtained from a variety of studies were more homogeneous than
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were the regression coefficients we would prefer the former,

and vice versa. One circumstance in which we may expect odds

ratios to be unstable is when the dependent dichotomy is an

estimate of a normally distributed variable. Hosteller (1968)

has shown the odds ratio in such cases to be sensitive to the

choice of breaking point, thus we may expect that to the ex­

tent that investigators may vary on this choice the odds ratio

will vary. Of course, in this circumstance, although we

would expect stability of the regression coefficient for the

true dependent variable we may not have a stable regression

of the dichotomy on the independent variables either.

An issue related to replicability is the validity of the

significance tests. Here the question is usually whether the

known failure to meet the assumptions of the regression model 

result in estimated P values which will seriously mislead.

It would appear thus far that the answer is ’’not usually" ,

but we need more information on the limits here.

3 Finally we have the question of parsimony of the

required model, the criterion applied in this paper. Parsimony

hv its very nature, a ceteris paribus conditon. That is,
IS/

we prefer the simpler model providing we have no good reason

not to. In this study I see no particular advantage to

complexity therefore I would agree that on this criterion

we'would prefer the log linear findings.
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Minutes of the 197d Multiple Regression Special Interest Group
Business - Meeting

Approximately 25 persons were in attendance at the annual meeting.

The Chair, Steve Spaner, brought the meeting to order.

Announcements regarding the MLRSIG sponsored social and path analysis
training session were made.

The report from the Viewpoints editor, Izadore Newman, indicated that the journal
has received and accepted enough articles to fill this next year's four issues.
Discussion was raised concerning the appropriate group of members to receive
the MLRSIG convention proceedings: last year's paid members or this comming
year's paid members. Since one of the irticements to join MLRSIG is the receipt
of the proceedings it was suggested and approved to send the proceedings to
all the past year members and those new members who have paid by June < of the
year.

The report from the Executive Secretary, Steve Spaner, followed next. The members
were appraised of a letter of criticism received by Steve Spaner presenting a
view that the MLRSIG Executive Officers and the Viewpoint's Articles were
representative of only a specific faction and school of thought within the field
of multiple linear regression techniques. The letter writer in essence called
for a broader representation of the MLR practioners in both the leaderships and
the published articles of the SIG. Steve Spaner indicated his response to
the writer and his agreement in principle with the writer. Steve pointed out
the efforts which he had made to broaden the attraction of and input to the
MLRSIG; namely the convention programs sponsored by the SIG. (Parenthetically,
both the symposium and the Path Analysis Training Session were very successful,
attracting 80 and 65 AERA conventioners respectively.)

Steve gave the treasurers report next; The treasury currently is balanced at
$478.06 but this is before the fourth quarter interest earnings, which was an
asset of $7.05, and the publication costs of the convention proceedings, which
is an expected liability of about $400.00. The hoped for carry over would then
be in the $85.00 range.

The members were next informed of a letter received by the Chair, Steve Spaner,
from Dick Schutz, AERJ Editor, requesting names of persons that our SIG would
consider qualified to be referees for AERJ. The letter spoke of a desire on
the part of AERJ to broadly reflect the interests and inquiry of the AERA
Special Interest Groups. The letter encouraged SIG members to send their
articles to AERJ. Steve asked if any members of the audience wished to have
their name submitted; receiving no volunteers, Steve indicated his willing­
ness to convey the names and credentials of any MLRSIG member who feels
qualified and interested in becomming an AERJ referee.
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The next item of business was the report of an Executive Board recommendation.
The Chair reported that he had posed the problem of inequity in the SIG's
allocation for the social event at each annual meeting and the actual costs
that were being incurred. The practice has become that the Chair rents a suite
in one of the hotels for one night during the convention. The suite serves as
a meeting place but also as the residence for the chair for one night, thus,
theoretically, giving our chair a free night of lodging in consideration for
their work on the convention program and in recognition of their obligation
to be at the convention. The allocation for this event was set at $65.00 at
the 1973 meeting. However, in no year since then has the allocation covered
the cost of the suite let alone provided funds for refresnments. Previous
chairs and the present MLRSIG chair have paid the difference on the suite out
of their own pockets and conducted BYOB socials.

After polling the executive board on the issue, the board recommendation was
to increase the allocation to $85.00. The motion to increase the allocation
for the MLRSIG social to $35.00 was seconded and passed. The discussion
brought out Che possibility of the SIG approaching the convention hotel, in­
dependent of the AERA channels, to explore the posibility of a complimentary
suite for the SIG chair. This often is the practice if the organization can
guarantee or promise a certain number of their group as paid guests.

The next business item was concerned with the possible selling of our member­
ship labels for a mailing on a workshop being conducted. The issue was
recognized as being twofold: whether to release the mailing addresses and to
whom and whether to charge for the addresses and how much. The group voted
to release the mailing addresses to MLRSIG members only at no cost. If
requests become numerous this policy will be reviewed and possibly revised
by the executive board.

Elections were the last item of business. Two replacements were to be elected
for the Executive/Editoria1 Board (Drs. Pohlman and JUnnings terms were ex­
piring). The nominations committee provided a slate of eight nominees and
two nominations were made from the floor. Note was made that not all the
nominees were paid-up MLRSIG members. No deletions were made on this account
but a policy decision was called for from the executive board. Winners ot
the ejection for the Executive/Editorial Board were Dennis Leitner of Southern
Illinois University at Carbondale and Leigh Burstein of the L’niversitv of
California - Los Angeles.

A chair-elect was the next position to be filled. The nominations committee
prov.ded a slate ol three nominees and one nomination was made from the floor.
The new chair-elect is Bill Connett of the Montana State Deoartment oi
Education.

T.ie meeting was adjourned to oe reconvened by the new chair, John Williams,
next year In SAN FRANCISCO.
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